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Abstract

Future mobile networks are envisioned to provide wireless access to a massive number
of devices. The substantial increase in connectivity comes mainly from machine-type
communication (MTC), for which a large of number of low-rate transmissions take
place. Accommodating access for such a large number of user equipments (UEs) can
be inefficient if applied to current network architectures, which are mainly based
on orthogonal multiple access (OMA) and scheduling-based transmissions. This is
due to the resulting control overhead and increased access-delay. The framework
of non-orthogonal multiple access (NOMA) has attracted attention recently as a
promising solution to tackle these issues. It allows multiple UEs to access the network
simultaneously over the same resources, and provides naturally, the support for
grant-free access, in which no explicit scheduling of the UEs is required.

Motivated by the potential benefits of NOMA in enabling massive connectivity,
this dissertation focuses on studying uplink code-domain NOMA, where multiple
UEs access the network via short non-orthogonal spreading signatures. The disser-
tation consists of three major parts corresponding to the three building-blocks of
the NOMA communication chain: the transmitter, the receiver, and the channel. In
the first part, we consider the codebook design problem, that is, the design of the
spreading signatures across the different UEs. The formulation we consider leads us
to constructing codebooks of a Grassmannian nature. We propose an iterative algo-
rithm for constructing such codebooks, with close-to-optimal correlation properties,
leading to enhanced performance under low-complexity suboptimal detection. We
then extend the codebook design problem to the case where the UEs are available
as groups, such as in cells, or spatial clusters. We propose to jointly design the
codebooks across the different groups via an alternating projection algorithm, and
show that such a joint design can improve the performance of UEs suffering from
strong inter-group interference.

The second part of the dissertation is then concerned with the receiver side, aim-
ing to reduce the complexity of the detection procedure. We consider the user ac-
tivity detection in the context of grant-free access under a practical frame-structure.
We formulate the activity detector based on subspace methods, and address the
influence of the channel. Namely, we show that strong time-frequency correlation
of the channel can prevent successful detection of the active set of UEs. To address
that, we propose overlaying the pilot sequences with user-specific masking sequences,
which results effectively in a decorrelation of the channel. We also consider, on the
other hand, the influence of strong time-frequency selectivity, for which we investi-
gate different pilots’ allocation strategies. We then focus on reducing the detection



complexity of the data part of the transmission. We utilize the time-frequency cor-
relation of the channel to reduce the number of calculated filters for the spreading
blocks over the time-frequency grid. Also, by assuming the base station (BS) is
equipped with a sufficient number of receive antennas, we show how that combi-
nation of the code- and spatial-domains allows us to replace exact minimum mean
square error (MMSE) filtering with a low-complexity approximation requiring no
inverse calculation, while resulting only in a small performance loss.

The last part investigates the controllability of the channel via reconfigurable
intelligent surfaces (RISs). We consider first a RIS-assisted two-UE NOMA uplink,
where part of the surface elements are configured to boost the signal of the first UE,
while the other part is used to boost the second one. By approximating the receive
powers as gamma random variables, tractable expressions for the outage probability
under interference cancellation (IC) are derived. We show how the optimization of
the RIS impacts the NOMA detection performance, and identify robust operation
points that guarantee reliable link quality for both UEs. Finally, we consider the
combination of a K-UE code-domain NOMA uplink with RISs, in the context of
a cluster-based massive multiple-input multiple-output (MIMO) deployment. We
investigate the optimization of the RIS under such a setup, and show a solution based
on a semi-definite relaxation of the problem. The results show that our proposed
approach can substantially increase the number of UEs supported by the system.



Acknowledgments

First, I would like to thank my advisor, Prof. Stefan Schwarz, for his support and
assistance throughout this work, for welcoming me into his lab, and for giving me the
freedom in pursuing my own ideas. I am also thankful to my second advisor, Prof.
Markus Rupp, for his support and encouragement over the years, and I am grateful
to him for giving me the opportunity to join the group and start my academic career.
I am also grateful to the Christian Doppler Laboratory and the involved industrial
partners for their financial support.

A special thanks to Prof. Daniel Benevides da Costa and Prof. Yuanwei Liu for
agreeing to review my dissertation and be part of my defense examination board.

During my stay the last couple of years at the Institute of Telecommunications, I
have had the pleasure to meet many awesome people, with whom I have made friends
and shared lots of constructive discussions and endless hours of fun. I am thankful
to them, and I am glad that I have got the chance to know them.

Finally, I want to thank my family. They were always there for me, and have always
encouraged me to go after my goals.





Contents

1 Introduction 1
1.1 Motivation and Scope of Dissertation . . . . . . . . . . . . . . . . . . 1
1.2 Structure and Contribution . . . . . . . . . . . . . . . . . . . . . . . 4

2 System Model and Methodology 7
2.1 K-UE NOMA Uplink . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Received Signal Processing . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

3 Transmit-Side Optimization: NOMA Codebook Design 15
3.1 The Codebook Design Problem . . . . . . . . . . . . . . . . . . . . . 15
3.2 Construction of Grassmannian Codebooks . . . . . . . . . . . . . . . 17

3.2.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.2 Minimizing Coherence by Euclidean Distance Maximization . 19
3.2.3 Collision-Based Packing . . . . . . . . . . . . . . . . . . . . . 21
3.2.4 Algorithm Performance . . . . . . . . . . . . . . . . . . . . . . 24

3.3 Multi-Group Joint Codebook Design . . . . . . . . . . . . . . . . . . 27
3.3.1 Cross-Codebook Optimization . . . . . . . . . . . . . . . . . . 28
3.3.2 Alternating Projection . . . . . . . . . . . . . . . . . . . . . . 31
3.3.3 Case Study: Multi-Cell Deployment . . . . . . . . . . . . . . . 33

3.4 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

4 Receive-Side Processing: NOMA Activity and Data Detection 37
4.1 Activity Detection in Grant-Free NOMA . . . . . . . . . . . . . . . . 38
4.2 Optimizing Activity Detection via MUSIC . . . . . . . . . . . . . . . 40

4.2.1 Considered Model for Subspace Detection . . . . . . . . . . . 40
4.2.2 Impact of Strong Time-Frequency Correlation . . . . . . . . . 44
4.2.3 Impact of Strong Time-Frequency Selectivity . . . . . . . . . . 48

4.3 Reducing Data Detection Complexity . . . . . . . . . . . . . . . . . . 51
4.3.1 Exploiting Time-Frequency Correlation . . . . . . . . . . . . . 52
4.3.2 Exploiting the Spatial Domain . . . . . . . . . . . . . . . . . . 57

4.4 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

v



Contents

5 Controlling the Channel: RIS-Assisted Uplink NOMA 61
5.1 Reconfigurable Intelligent Surfaces . . . . . . . . . . . . . . . . . . . 62
5.2 RIS-Assisted Two-User NOMA Uplink . . . . . . . . . . . . . . . . . 64

5.2.1 Two-UE System Model . . . . . . . . . . . . . . . . . . . . . . 64
5.2.2 Outage Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2.3 Analysis of an Example Scenario . . . . . . . . . . . . . . . . 71

5.3 Combination with Code-Domain NOMA . . . . . . . . . . . . . . . . 75
5.3.1 System Model Combined with Code-Domain NOMA . . . . . 76
5.3.2 Sum-Rate Optimized Phase-Shifts . . . . . . . . . . . . . . . . 78
5.3.3 Proposed Optimization Approach . . . . . . . . . . . . . . . . 79
5.3.4 Investigation of an Example Scenario . . . . . . . . . . . . . . 81

5.4 Final Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

6 Conclusion and Outlook 85
6.1 Summary of Contribution . . . . . . . . . . . . . . . . . . . . . . . . 85
6.2 Possible Future Work Directions . . . . . . . . . . . . . . . . . . . . . 86

List of Abbreviations 89

Notation 91

Bibliography 93

vi



1
Introduction

Mobile networks have been evolving rapidly over the past couple of decades. Start-
ing with analog networks providing mainly voice-only services in the early 1980s,
to supporting today’s digitally-connected world allowing for, literately, an infinite
amount of content types. The growth of these networks and the adoption of new
technologies have been on the rise since then, and this trend is expected to continue
over the next decade. Consider, for example, the recent mobility report by Ericsson
of November 2021 [1]. It shows almost a 10-fold increase of the global mobile traffic
from 6.7 exabytes/month in 2016 to 65 exabytes/month by the end of 2021. This is
forecast to increase to 288 exabytes/month by the end of 2027. The massive growth
in traffic comes generally from two aspects: first, the increase of services requiring
high data-rate transmission, such as various smartphone applications requiring con-
tinuous Internet access, high definition video streaming, virtual reality, etc; second,
the increase in the number of connected users or devices, themselves. The increase
in data-rate comes naturally as more throughput-demanding applications are devel-
oped. The increase in the number of connections, however, not only comes from
the direct increase of the human mobile subscribers, but also from the envisioned
massive connectivity of machine-type communication (MTC). Machine-type traf-
fic is typically characterized by its low data-rate transmission coming from a large
number of devices that are trying to access the network, such as home devices, sen-
sors on the streets, controllers in factories, falling under the general umbrella of the
Internet-of-things (IoT). Therefore, it has been important not only to improve the
data-rate per device, but also to evolve mobile networks such that they are capable
of supporting a large number of accessing devices.

1.1 Motivation and Scope of Dissertation

Multiple access (MA) techniques have been key in enabling the evolution into what
mobile networks are today. So far, commercial networks have been mainly based
on orthogonal multiple access (OMA). This began with the single-carrier era of
frequency-division multiple access (FDMA) in 1st generation (1G) networks, time-
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division multiple access (TDMA) in 2G, code-division multiple-access (CDMA) in
3G, to the modern era of multi-carrier modulation with orthogonal frequency-division
multiple access (OFDMA) in 4G/long-term evolution (LTE), maintained over to the
recently deployed 5G standard. The main feature of OMA is the operational simplic-
ity: the base station (BS) provides access to the user equipments (UEs) by allocating
them disjoint sets of time, frequency, and/or code resources. This allows for low-
complexity detection at the receiver side, since the transmissions of the UEs do not
interfere with each other, i.e., orthogonal, and therefore simple per-UE detection is
optimal.

Non-Orthogonal Multiple Access

Recently, non-orthogonal multiple access (NOMA) has attracted major attention
within the research community. With NOMA, the UEs contest the same time-
frequency resources and therefore are intentionally allowed to interfere with each
other. This can be done via pure power-domain superposition, or in combina-
tion with code-domain techniques, such as spreading with short non-orthogonal
sequences, providing further interference suppression via code-domain processing.

NOMA can bring many benefits to the table. In the context of downlink trans-
mission, NOMA has been shown to have a larger achievable rate region compared to
OMA [2–4]; moreover, it can achieve optimal points on that region with improved
fairness between the UEs compared to OMA. These gains can also be observed in the
context of cluster-based multiple-input multiple-output (MIMO) deployments; UEs
lying within the same spatial cluster, i.e., served by the same beam, can be served
via NOMA, which further generalizes the gains to MIMO systems [5–7]. From a
connectivity point-of-view, the number of UEs that can simultaneously access the
network with OMA depends on the orthogonal resources’ granularity of the system,
and how the BS schedules the UEs on these resources. NOMA paves the way into
supporting massive connectivity by allowing multiple UEs to access the network over
the same resources. This, on the one hand, increases the number of UEs accessing
the network simultaneously, and on the other hand, reduces the access latency to the
network [8–10]. This is especially important on the uplink side, since that is where
most of the massive MTC overhead will take place. The disadvantage of NOMA
transmissions is the increased detection complexity, as multiple UEs now interfere
with each other. This requires, in general, receivers performing joint multi-user
detection, typically involving the application of interference cancellation (IC).

Grant-Free Access

When it comes to granting access to UEs, conventional systems (e.g., LTE) are
grant-based. Meaning that, in order for the UE to transmit its data, it has to go
through a scheduling-grant procedure with the BS, in which it asks the BS for access
and waits until the BS schedules it, and only when its agreed-on scheduling instant
arrives, it may transmit [11]. Such an access strategy is efficient when the number
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of UEs accessing the network is relatively small, and the transmitted data packet in
the end is large enough. However, for massive connectivity targeting machine-type
traffic, this can be an issue. On the one hand, large number of UEs having to go
through the scheduling-grant procedure can cause a large control overhead at the
BS [12]. On the other hand, for machine-type traffic, the data transmitted in the
end might be of very short packets (e.g., sensor reading), which can be comparable
in size to the control signaling required to setup the connection in the first place.
This might result in an inefficient utilization of the network resources [13].

Grant-free access can address these issues [14,15]. It allows the UEs to, more or
less, transmit their data on their own, without having to be explicitly scheduled by
the BS. However, since the UEs transmit on their own, it can happen that multiple
UEs choose to contest the same resources, thus causing a collision of the transmitted
packets. At this point, the framework of NOMA comes into action, as it provides
the capability to manage the multi-user interference. Therefore, the combination,
grant-free NOMA, has received wide attention in the literature and has shown the
capability to resolve the collisions and support a large number of UEs accessing the
network in a grant-free manner [16–19].

Reconfigurable Intelligent Surfaces

Another technology that is envisioned to have a great role in the evolution of mobile
networks are reconfigurable intelligent surfaces (RISs) [20, 21]. These surfaces con-
sist of a large number of electronically controllable elements that can modify electro-
magnetic waves impinged on them. They can produce reflected and/or transmitted
waves with modified amplitude, phase, frequency, and/or polarization [22]. The
most common adjustment considered is the phase-shifting of the incoming waves;
by jointly phase-shifting the waves across the different elements of the surface, it
is possible to reshape the propagation environment by focusing (or beamforming)
the waves towards a certain UE, extending the coverage area, modifying the spatial
structure of the channel in the context of MIMO systems, and more [23, 24]. All of
that is achieved in a passive manner via phase-shifting across the elements, without
requiring active radio-frequency power.

The combination of RISs with NOMA has gathered attention recently, showing
the potential of improving the system energy efficiency, sum-rate, and outage per-
formance [25–31]. Perhaps the most relevant aspect in such a combination is that
the optimization of the RIS directly impacts the detection order under IC. This is
especially pronounced in the uplink, as the RIS would be capable of adjusting the
receive powers of the different UEs on the fly.

Scope of Work

Motivated by the benefits and flexibility that NOMA provides, this dissertation
investigates various aspects with respect to the communication’s chain of the NOMA
transmission. Our concern is with enabling massive connectivity in the uplink, and

3



1.2. Structure and Contribution

therefore our focus in this dissertation will be on uplink code-domain NOMA. The
considered system then corresponds to the case where multiple UEs try to access
the network over the same time-frequency resources, with their data spread by short
non-orthogonal signatures (or sequences). The dissertation consists of three parts:

• In the first part, we focus on the transmitter side, i.e., the UEs. We consider
the problem of designing the spreading signatures, or codebook, employed by
the UEs, where we target designs having low cross-correlation between the
different signatures.

• In the second part, we turn our attention to the receiver side, i.e., the BS.
Our focus is then to describe practical receiver implementations allowing low-
complexity activity detection in the context of grant-free access, and reducing
the data detection complexity in heavily overloaded systems with multiple
receive antennas at the BS.

• Finally, in the last part, we focus on the channel, and investigate its con-
trollability via RISs. We attempt to characterize the statistical behavior of
RIS-assisted NOMA systems and then investigate the optimization of RISs in
combination with code-domain NOMA.

1.2 Structure and Contribution

In the following, we describe the structure of the dissertation and the corresponding
contributions in detail. We also refer to the publications in which the contributions
have been first developed or investigated. Lists of the abbreviations and notation
used throughout this work can be found at the end of dissertation.

Chapter 2 – System Model and Methodology

The second chapter provides a description of the system model utilized throughout
the dissertation. We derive the input-output relationship of a K-UE code-domain
NOMA uplink, with the assumption that the BS is equipped with multiple receive
antennas. In our work, we utilize a frame-structure that is similar to LTE/5G, and
therefore in this chapter we illustrate it in detail. Finally, we describe how the
simulations are carried out and elaborate on some of the employed metrics.

Multiple parts of the framework for link-level simulations have been first developed
and implemented as part of the Vienna 5G Link-Level Simulator [32]:

• S. Pratschner, B. Tahir, L. Marijanovic, M. Mussbah, K. Kirev, R. Nissel,
S. Schwarz, and M. Rupp, “Versatile mobile communications simulation: the
Vienna 5G Link Level Simulator,” EURASIP Journal on Wireless Communi-
cations and Networking, vol. 2018, no. 1, p. 226, Sep. 2018.

4



1.2. Structure and Contribution

Chapter 3 – Transmit-Side Optimization: NOMA Codebook Design

We start with the transmit-side optimization. We consider the codebook design
problem, that is, how to design the spreading signatures for such an uplink code-
domain system. Under the assumption of no feedback-loop between the BS and
UEs, which would be the case in grant-free access, the design we end up with is of a
Grassmannian nature. We propose an iterative construction algorithm that is capa-
ble of constructing Grassmannian codebooks with a fast convergence rate compared
to other algorithms. We then extend the codebook construction to the case where
the UEs can be assigned into groups, such as UEs in different cells or spatial clusters.
Under such a setup, we propose to jointly design the codebooks across the different
groups, with the aim of reducing their cross-correlation, while simultaneously pre-
serving their internal correlation structure. We formulate a method for finding such
codebooks by employing an alternating projection algorithm.

The proposed construction methods in this part have been published in [33, 34]:

• B. Tahir, S. Schwarz, and M. Rupp, “Constructing Grassmannian Frames by
an Iterative Collision-Based Packing,” IEEE Signal Processing Letters, vol. 26,
no. 7, pp. 1056–1060, 2019.

• B. Tahir, S. Schwarz, and M. Rupp, “Joint Codebook Design for Multi-Cell
NOMA,” in ICASSP 2019 - 2019 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), 2019, pp. 4814–4818.

Chapter 4 – Receive-Side Processing: NOMA Activity and Data Detec-
tion

In this chapter, the focus is on the processing of the received signal at the BS. Our
goal is primarily to describe a detection procedure that is manageable in practice.
The first part deals with activity detection in the context of grant-free access. We
start by giving a brief overview of grant-based and grant-free access, and then we
formulate the activity detection via subspace methods, under the assumption of an
LTE/5G-like frame-structure. We then propose to improve the activity detection un-
der strong time-frequency correlation of the channel by applying masking sequences.
We also consider the other extreme of having strong time-frequency selectivity, and
investigate possible pilot reallocation strategies. In the second part, we turn our at-
tention to reducing the detection complexity of the data part of the transmission. By
utilizing the time-frequency correlation of the channel, we show how it is possible to
greatly reduce the number of calculated filters (equalizers) across the time-frequency
frame. Then, finally, with the aid of the multiple receive antennas at the BS, we
show how it is possible to reduce the calculation complexity of the individual filters
themselves.

The framework developed throughout this chapter has been investigated in-full or
in-part in [35–37]:

5
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• B. Tahir, S. Schwarz, and M. Rupp, “Low-Complexity Detection of Uplink
NOMA by Exploiting Properties of the Propagation Channel,” in ICC 2020
- 2020 IEEE International Conference on Communications (ICC), 2020, pp.
1–6.

• B. Tahir, S. Schwarz, and M. Rupp, “Collision Resilient V2X Communication
via Grant-Free NOMA,” in 2020 28th European Signal Processing Conference
(EUSIPCO), 2021, pp. 1732–1736.

• B. Tahir, S. Schwarz, and M. Rupp, “Impact of Channel Correlation on Subspace-
Based Activity Detection in Grant-Free NOMA,” submitted to the 2022 IEEE
95th Vehicular Technology Conference (VTC2022-Spring), 2022. Preprint avail-
able: https://arxiv.org/abs/2202.11161.

Chapter 5 – Controlling the Channel: RIS-Assisted Uplink NOMA

The last chapter deals with the remaining part of the communication chain, the
channel. We investigate its controllability by the deployment of RISs, and how they
can be optimized to boost the performance of NOMA systems. We begin with a
two-UE power-domain NOMA uplink assisted by a RIS. Namely, we consider the
case where the RIS elements are split between the two UEs, i.e., part of the RIS
elements are used to boost the signal of the first UE, while the remaining part is used
for the second one. Under such a setup, we characterize the outage performance by
approximating the received powers of the UEs as gamma random variables. This
allows us to arrive at closed-form expressions for the outage under IC, which helps us
understand how the RIS impacts the performance of the system. We then consider
the combination of RISs with code-domain NOMA in the context of a cluster-based
massive MIMO setup, in which we investigate how the RIS can be configured in
order to increase the number of supported UEs.

The analysis and results of this chapter have appeared first in [38–40]:

• B. Tahir, S. Schwarz, and M. Rupp, “Analysis of Uplink IRS-Assisted NOMA
Under Nakagami-m Fading via Moments Matching,” IEEE Wireless Commu-
nications Letters, vol. 10, no. 3, pp. 624–628, 2021.

• B. Tahir, S. Schwarz, and M. Rupp, “Outage Analysis of Uplink IRS-Assisted
NOMA under Elements Splitting,” in 2021 IEEE 93rd Vehicular Technology
Conference (VTC2021-Spring), 2021, pp. 1–5.

• B. Tahir, S. Schwarz, and M. Rupp, “RIS-Assisted Code-Domain MIMO-
NOMA,” in 2021 29th European Signal Processing Conference (EUSIPCO),
2021, pp. 821–825.
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2
System Model and Methodology

This chapter introduces the main system model utilized throughout the rest of this
work. A NOMA uplink consisting of K UEs is considered showing the signal flow
starting from the transmit-side at the UEs, ending with the receive-side processing at
the BS. Based on that system model, we derive expressions for the received signal
at the BS and the required processing stages for signal detection and decoding.
We illustrate the utilized frame-structure for the transmissions, which follows the
LTE/5G standards. Furthermore, we elaborate on how the simulations are carried
out and what metrics are used.

2.1 K-UE NOMA Uplink

We consider an uplink consisting of K UEs transmitting via orthogonal frequency-
division multiplexing (OFDM) over the same time-frequency resources. We assume
the transmissions to be synchronized, even in the case of grant-free access for which
the BS does not necessarily coordinate the transmissions of the UEs. This can be
achieved via a periodically broadcast signal by the BS containing general system
information. Instead of mapping the symbols directly to the time-frequency grid,
we consider a code-domain NOMA system, where each data symbol is spread via
a short spreading signature (sequence) over multiple resource-elements (REs). This
is illustrated in Figure 2.1, where the k-th UE maps its i-th data symbol xk,i by
multiplying it with a spreading signature sk. Note that direct bits-to-signature
mapping is also possible, as commonly done in sparse-code multiple access (SCMA)
[41], allowing for a shaping gain. However, in this work, we stick to dense-spreading
applied to the quadrature amplitude modulation (QAM) symbols, due to its lower
detection complexity.

The increase in signal dimensionality due to the spreading allows for multi-user
interference suppression, as we will see later. However, this comes at the cost of
decreased spectral efficiency, since each data symbol now occupies multiple REs. In
the example figure below, the spreading length is L = 4, resulting in a decrease of
rate by a factor of four. Therefore, it is important to balance between the reduction
in spectral efficiency of the single-UE itself, and the benefit that the spreading brings

7
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(b) NOMA code-domain spreading.

Figure 2.1: Illustration of the data symbols’ mapping in conventional systems com-
pared to NOMA code-domain spreading. A resources’ region consisting of 12 sub-
carriers and 7 OFDM time symbols is shown.

with the multi-user interference suppression. In other words, if the number of UEs
K is very small, then it makes sense to employ short spreading, while if we expect
K to be high, then longer spreading is required, since the performance in that case
would be limited by the multi-user interference. Also, in the figure, the spreading
is done along the frequency-direction, and this is what we will assume in this work.
Nonetheless, performing it along the time-direction, or both (i.e., 2D spreading), is
also a possibility.

We adopt a frame-structure that is based on the LTE/5G standards. The data
transmission is done on a subframe-basis, consisting of two resource-blocks (RBs)
in time. Each RB consists of 12 subcarriers and 7 OFDM symbols. In the middle
of each RB, the UE inserts a pilot sequence of length Lp. This is used for channel
estimation, and as we will see later, for possibly performing NOMA activity detection
in grant-free access. The frame-structure is illustrated in Figure 2.2. We assume
that, generally, the data and pilots utilize different spreading signatures. Therefore,
the subframe consists of data- and pilots-blocks with different spreading lengths. In
the figure, the data spreading length is L = 4, while the length of the pilot sequences
is Lp = 12. Long pilot sequences are required in order to perform channel estimation
and robust activity detection for a large number of simultaneously active UEs. For
the data part, the sequences would be too short for that purpose, in order to allow
for higher spectral efficiency, as discussed before. Therefore, we utilize them solely
for data detection.
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Figure 2.2: Considered frame-structure with 12 subcarriers and 14 OFDM symbols.

After the K single-antenna UEs spread their data symbols and insert their pilots,
OFDM modulation is performed and the signal is transmitted over the wireless
channel. The BS, equipped with NR receive antennas, observes the superposition
(i.e., the sum) of the signals from the different UEs. After applying fast-Fourier-
transform (FFT) at the BS, the received baseband signal at the ith data-block and
rth antenna is given by

y
(r)
i =

K"
k=1

 
LPk h

(r)
k,isk xk,i + n

(r)
i , i = 1, 2, . . . , Bd, (2.1)

where Pk ∈ R+ is the average transmit power of the kth UE, h
(r)
k,i ∈ C is the fading

coefficient of the kth UE at the ith data-block and rth antenna, sk ∈ CL×1 is the
unit-norm spreading signature of the kth UE, xk,i ∈ C is the ith transmit symbol

of the kth UE, n
(r)
i ∈ CL×1 is the Gaussian noise at the ith block and rth antenna,

and Bd is the total number of data-blocks. In the model above, it is assumed that
the fading remains constant along the spreading interval, which holds well as an
assumption for short spreading, as we will see later in Chapter 4. Moreover, we
assume the noise to be circularly symmetric with covariance σ2nIL, where IL is the
identity matrix of size L. Stacking the signals from the different receive antennas
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into a single vector yi, we get

yi =


y
(1)
i

y
(2)
i

...

y
(NR)
i

 =



#K
k=1

√
LPk h

(1)
k,isk xk,i#K

k=1

√
LPk h

(2)
k,isk xk,i

...#K
k=1

√
LPk h

(NR)
k,i sk xk,i

+


n
(1)
i

n
(2)
i

...

n
(NR)
i

 . (2.2)

Let hk,i = [h
(1)
k,i , h

(2)
k,i , . . . , h

(NR)
k,i ]T be channel vector across the receive antennas of the

kth UE at block i, and ni be the stacked noise vector, then (2.2) can be equivalently
written as

yi =
K"

k=1

 
LPk (hk,i ⊗ sk) xk,i + ni. (2.3)

where ⊗ is the Kronecker product. LetH = [h1,i,h2,i, . . . ,hK,i] and S = [s1, s2, . . . , sK ]
be the matrices of the spatial and code-domain signatures of the UEs, respectively.
Moreover, let P = diag(LP1, LP2, . . . , LPK). We can now write (2.3) in matrix-
vector notation as

yi =
�
Hi ∗ Si

�
P1/2xi + ni, (2.4)

where ∗ is the column-wise Khatri–Rao product and xi = [x1,i, x2,i, . . . , xK,i]
T . Let

Gi =
�
Hi ∗ Si

�
P1/2, we finally have

yi = Gixi + ni, i = 1, 2, . . . , Bd. (2.5)

As can be seen, our final system matrix, Gi ∈ CLNR×K , shows a structure that
depends on the spatial properties of the channels across the different UEs, together
with the code-domain spreading signatures they are utilizing.

Note that we sometimes drop the index i from the expressions, when the data-
block index is not relevant for the topic considered, such as in Chapters 3 and 5. As
for the pilot-blocks, a similar expression to (2.5) exists. We will consider it later in
detail in Chapter 4. Moreover, the channel model will be extended in Chapter 5 in
order to support RISs. For now, we will keep the RISs out.

2.2 Received Signal Processing

The receiver at the BS generally needs to perform three tasks: first, identify the
active set of UEs in the context of grant-free access; second, perform channel es-
timation; third, detect and decode the data transmission. This is summarized in
Figure 2.3 below, where the data detection is shown combined with IC. We will
consider grant-free access and activity detection later in Chapter 4, and rather focus
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Received
signal

Only in grant-free access

Activity
detection

Channel
estimation

Data
detection

CRC

Correctly
decoded

Interference
cancellation

Figure 2.3: Receiver chain at the BS.

here on the data detection part. As for the channel estimation, using the received
signal at the pilot-blocks at each of the receive antennas, the channel coefficients are
estimated via least-squares (LS). The channel for data-blocks is then obtained by
interpolation between the estimated channel coefficients at the pilot-blocks. We will
also consider this later in Chapter 4.

Having the spreading signatures known and the channel coefficients estimated,
we then have an access to Gi and the system model in (2.5) is in action. Under
minimum mean square error (MMSE) equalization, the estimated data symbols of
the UEs for data-block i is then given by

xMMSE
i = GH

i (GiG
H
i + σ2nILNR

)−1 yi, i = 1, 2, . . . , Bd. (2.6)

Once the symbols’ estimate for the whole subframe is obtained, channel decod-
ing is performed and the UEs’ transmissions are checked by a cyclic-redundancy-
check (CRC). All the UEs that pass the CRC have their signals reconstructed and
canceled from the received signal. The data detection in (2.6) is then repeated again
over the cleared-up signal. Here, all the UEs that pass the CRC are canceled, and
therefore the IC scheme mostly considered in this dissertation is parallel IC (PIC).
The IC is repeated until no more UEs are left or a maximum number of iterations is
reached. The use of PIC allows for a faster detection, as multiple UEs may have suffi-
cient signal-to-interference-plus-noise ratio (SINR) for decodability after the MMSE
filtering, and therefore forcing successive IC may result in higher detection latency.
This holds especially true when the BS is equipped with many receive antennas, or
many digital chains (in the case of hybrid analog/digital architectures), since fur-
ther interference suppression is achieved by the spatial-domain. Under a suitable
configuration of the UEs’ transmission rate, it is also possible that all UEs are de-
tected correctly with just a single pass of MMSE filtering, if the number of UEs K
is comparable to the product of L and NR.

11
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2.3 Simulation Setup

In this work, we employ two types of simulations: link-level and outage SINR-based
simulations. With link-level simulations, the whole transceiver operation is simu-
lated, starting from the generation of the bits, channel encoding/decoding, symbols
mapping/demapping, modulation/demodulation, channel convolution/equalization,
etc. In other words, we simulate everything up to the signal sample-level. This type
of simulation is used when we would like to investigate block error ratio (BLER) per-
formance, or when we would like to simulate in detail the performance of a certain
signal-processing stage. For this type of simulation, many of the signal processing
capabilities, such as channel coding, modulation, and channel generation is done
through the Vienna 5G Link-Level Simulator [32]1. For network-wide simulation
relying on link-level abstraction, the Vienna 5G System-Level Simulator [42] is also
offered. As for the SINR-based simulations, they are used when we would like to
characterize the outage probability or outage performance given a certain outage
threshold, without having to simulate all sample-level operations. This is beneficial
if we would like to run complex simulations that require a large number of simu-
lation repetitions and we are more interested in the behavior of the system rather
than exact link-level performance. This type of simulation is utilized throughout
Chapter 5, when we attempt to characterize and optimize operation with RISs.

Finally, in the following, we list some of the used parameters and metrics in the
simulations and elaborate on their meaning.

Average SNR (over log-domain)

This denotes the signal-to-noise ratio (SNR) of the received signal at the BS averaged
over all UEs in dB. For example, if there are two UEs, one with an SNR of 20 dB
and the other one with 10 dB, then the average SNR is 15 dB.

SNR spread or pathloss spread

The SNR or pathloss spread is used to mimic the differences in the average receive
power of the UEs due to large-scale fading. If the average SNR at the BS is 15 dB
and the SNR spread is ±5 dB, then this indicates that the SNR of the UEs at the
BS is uniformly distributed in the range of [10, 20] dB. For such an example, the
strongest and weakest UEs can have an SNR gap of up to 10 dB at the BS.

Average BLER

It denotes the BLER of the transmissions averaged over all UEs. This metric is ben-
eficial in order to gauge the overall performance of the system. If the average BLER
curve saturates and does not decline as the average SNR increases, then this can be
an indicator of the system suffering from non-resolvable multi-user interference.

1The simulator can be found here (available for free under an academic use license): https:

//www.nt.tuwien.ac.at/research/mobile-communications/vccs/vienna-5g-simulators/.
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2.3. Simulation Setup

Correctly detected/decoded UEs

This denotes the number of UEs that have their data successfully detected. In the
context of link-level simulations, this is the number of UEs that pass the CRC.
For outage-based simulations, this is the number of UEs with SINRs exceeding the
outage threshold.
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3
Transmit-Side Optimization:

NOMA Codebook Design

The design of the spreading codebook (or transmit signatures) in code-doamin
NOMA not only impacts the detection performance at the BS, but also determines
the type of receiver employed. Certain codebook designs permit the use of low-
complexity detection algorithms, which can be advantageous when the transmission
occupies many RBs, and when a large number of UEs access the resources at the
same time. Moreover, as the UEs generally experience different channel propagation
conditions, a fair and robust design is required in order to cope with the lack of
channel state information (CSI)-based adaptation, which is the case in grant-free
access schemes.

In this chapter, we consider the codebook design problem, focusing on dense-
spreading signatures, i.e., the sequences are not sparse. Specifically, in the first
part, we consider designing codebooks according to a Grassmannian criterion, which
is able to tackle the aforementioned issues of performance and complexity. We
show a new iterative construction algorithm that is capable of producing codebooks
with close-to-optimal correlation properties, while achieving a fast convergence rate
compared to other algorithms. In the second part, we consider the problem of jointly
designing codebooks across multiple groups of UEs, with the goal of optimizing their
cross-group interference. This could be in the form of jointly designed codebooks
for neighbouring cells, or for spatial clusters in massive MIMO.
The algorithms developed in this chapter are published in [33, 34].

3.1 The Codebook Design Problem

Let us consider the received signal at the BS (with a single antenna) given by

y =
K"

k=1

 
LPkhkskxk + n, (3.1)
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where the data-block index i was dropped for simplicity. It is clear that the detection
performance of such a system depends on the design of the spreading signatures
sk. The best-case scenario is to have an orthogonal set of signatures, i.e., sHl sk =
0, ∀l /= k. In this case, the UEs do not interfere with each other, and the detection
can be performed using a low-complexity matched filter (MF). For our NOMA
system, the number of UEs typically exceeds the spreading length, i.e., K > L,
for which we have to deal with non-orthogonal signature sets. Moreover, since
the UEs are received with different powers, due to uncorrelated fading realizations,
pathloss differences, and possibly different transmit powers, the optimal codebook
construction needs to take these constraints into account. This is important, since
for the NOMA detection, the filtering is combined with IC. For example, if two
UEs are received with equal power, then the BS should assign them near-orthogonal
signatures, allowing to eliminate the interference between them via filtering. On
the other hand, UEs with a large power difference should be assigned near-collinear
signatures, since the interference between these can be managed via IC by first
detecting the stronger UE, canceling it, and then detecting the weaker one. In
our system, the number of UEs is much higher than just two, and therefore the
optimization considering those aspects have to be done jointly over a larger set.

Throughout this work, we assume that the BS employs a fixed codebook, that is
only constructed once, and we assume that the BS is not capable of optimizing the
signature assignment, but rather the signatures are assigned randomly to the UEs.
On the one hand, this has the implication that the BS does not have to construct
codebooks and optimize them in an online-fashion, which reduces the overhead and
operation complexity. On the other hand, such an assumption is more realistic when
lacking CSI at the BS, which is the typical case in more general grant-free systems.
Under such a lack of knowledge regarding the channel conditions of the UEs, it
becomes natural to go for a robust min-max approach for the signature design. In
other words, we design the codebook according to

Srobust = argmin
S

max
sl,sk∈S∀l /=k

|sHl sk|. (3.2)

That is, every signature in the codebook is as uncorrelated as possible, or as far
away as possible from the other signatures, which at certain dimensionality results
in a perfect equiangular separation of the signatures. Such a design criterion ensures
fairness across the UEs, since each UE would experience similar level of interference
from the other UEs, and therefore no advantage is given to a certain UE in terms
of the detection performance.

The design criterion in (3.2) is known as the Grassmannian criterion, and the
resulting codebook is called a Grassmannian codebook, as it is directly related to
the Grassmannian line-packing problem [43] and frame theory [44], from which such
codebooks get their name as Grassmannian frames. An important subset of these
frames (or codebooks) are equiangular tight frames (ETFs), or better known in the
telecommunications field as Welch-bound-equality (WBE) sequences. As the name
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s1

s2s3

Figure 3.1: An ETF for K = 3 over R2, showing the maximum angular separation
between the signatures.

suggests, in addition to being a minimizer of (3.2), the resulting signatures have equal
cross-correlation, i.e., |sHl sk| = µWelch, ∀l /= k, where µWelch is the Welch bound [45].
Figure 3.1 shows an example ETF for K = 3 over R2. ETFs can be maximizers
of the UEs’ SINR under MF [46,47], and therefore under relatively low overloading
factor K/L, they might allow the MF to provide a sufficient SINR for decodability,
without having to rely on the more complex MMSE filter. Unfortunately, ETFs
only exist for certain combinations of K and L, and therefore the more general
Grassmannian criterion in (3.2) provides an extension. Note that such a signature
design has been considered for previous CDMA systems, as in [48].

3.2 Construction of Grassmannian Codebooks

The construction of Grassmannian codebooks is difficult in general, and although
there exist closed-form constructions, such as [43,49–52], those are usually restricted
to certain combinations of the space dimension L and the number of packed vectors
K. Numerical methods that iteratively minimize the codebook maximum cross-
correlation in (3.2), known as coherence, come in as a natural alternative. In [51],
the authors view the problem as sphere vector quantization and employ a gener-
alized Lloyd algorithm. The alternating projection (AP) algorithm, which iterates
between certain spectral and structural constraints, has been used in [53, 54]. An
algorithm based on the search for best complex antipodal spherical codes was pro-
posed in [55], which maximizes distances between charged particles. A faster variant
of that algorithm, known as the coherence-based Grassmannian codebook (CBGC)
algorithm followed shortly in [56]. We present next an iterative algorithm based
on a collision-based packing of equal-radius hyperspheres on the surface of a unit-
norm hypersphere. As shown by the results, the algorithm is capable of producing
codebooks with very low coherence levels, obtained together at a fast convergence.
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3.2.1 Preliminaries

Grassmannian Frames

Let S = {sk}K
k=1 be the set of K vectors lying in the L-dimensional Hilbert space

CL. This set is called a frame for CL, if there exist positive constants A and B such
that

A∥c∥2 ≤
K"

k=1

|cHsk|2 ≤ B∥c∥2, (3.3)

for all c ∈ CL, and where ∥.∥ denotes the Euclidean norm. Given a unit-norm frame
(i.e., ∥sk∥ = 1, ∀k), the coherence is defined as

µ(S) = max
sl,sk∈S∀l /=k

|sHl sk|. (3.4)

In other words, it is the maximum cross-correlation between any two distinct vectors
in the set. The set S is called a Grassmannian frame, if it is a minimizer of the
coherence, i.e.,

SGrass. = argmin
S∈CL×K

µ(S). (3.5)

Unfortunately, except for certain combinations of L and K and depending on the
space being RL or CL, the minimum coherence is generally unknown.

Lower Bounds on the Coherence

Under certain conditions, it is possible to derive lower bounds on the coherence. In
the following, we list some of them for the complex case.

Theorem 3.1 (Welch bound [44,45]). Let S ∈ CL×K be a unit-norm frame, then

µ(S) ≥ µWelch(L,K) =

�
K − L
L(K − 1)

. (3.6)

Equality can be achieved for the range K ≤ L2 when the frame S is tight (i.e.,
SSH = K

L
I) and for each l /= k we have

|sHl sk| =

�
K − L
L(K − 1)

. (3.7)

A frame (or codebook) with such properties is known as an ETF. It follows that all
ETFs are Grassmannian, since they are minimizers of the coherence.

Theorem 3.2 (Orthoplex bound [50, 57]). Let S ∈ CL×K be a unit-norm frame,
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then

µ(S) ≥
!

1

L
. (3.8)

The bound holds for the range L2 < K ≤ 2(L2 − 1). For large K, the bounds
by [58]

µ(S) ≥
�

2K − L2 − L
(L+ 1)(K − L) , (3.9)

and [51, 59]

µ(S) ≥ 1 − 2K− 1
L−1 , (3.10)

can be adopted. Putting these bounds together, the following composite bound is
obtained in a fashion similar to [51, 55]

µ(S) ≥

��������������������������������������

for K ≤ L2 :�
K − L
L(K − 1)

,

for L2 < K ≤ 2(L2 − 1) :

max

�!
1

L
,

�
2K − L2 − L

(L+ 1)(K − L) , 1 − 2K− 1
L−1


,

for K > 2(L2 − 1) :

max

��
2K − L2 − L

(L+ 1)(K − L) , 1 − 2K− 1
L−1


(3.11)

= µbound(L,K) .

We will use this bound when we present our results later on.

3.2.2 Minimizing Coherence by Euclidean Distance Maxi-
mization

As pointed out in previous works such as [55,60], the coherence can be minimized by
performing Euclidean distance maximization between the vectors of the codebook.
In the following, we identify key points for such an approach.

Consider the two vectors a, b ∈ RL constrained to the surface of a unit-norm hy-
persphere (i.e., they are unit-norm vectors). How should they be placed (or packed)
on that surface in such a way that the magnitude of their inner product |bTa| is
minimized? The quantity |bTa| is related to the Euclidean distance between the
two vectors. Therefore, one can attempt to pack the vectors in such a way that
they become as far apart as possible in the Euclidean sense. However, going for a
pure distance maximization will result in the two vectors being packed in an an-
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tipodal fashion. Obviously, this is not our goal, since the two vectors would be just
reflections of each other, i.e., |bTa| = |(−a)Ta| = 1. This problem can be tackled by
including the reflection of the vector into the distance maximization. In other words,
the vector a needs to maximize its distance not only against b, but also against its
reflection −b. By doing so, it is possible to obtain an orthogonal configuration
leading to |bTa| = 0.

When the two vectors are complex-valued, then not only the vector and its
reflection has the same magnitude of the inner product to the other vector, but
rather all of its complex-plane rotations. This can be easily seen through

|(ejφb)Ha| = |bHa|, (3.12)

for any φ ∈ [0, 2π], which includes the reflection as the special case of φ = π. For
a to minimize |bHa|, it has to stay away not only from b, but also from all its
complex-plane rotations ejφb. Our approach to this problem is to consider only the
rotation that is closest to a. Then, if a maximizes its distance to that point, it will
automatically maximize its distance to all of the complex-plane rotations of b.

Proposition 3.1. Given two unit-norm vectors a, b ∈ CL, the point p obtained by
a rotation of b in its complex-plane which has the smallest Euclidean distance to a,
is given by

p =
bHa

|bHa|b. (3.13)

Proof. We seek to perform the following minimization

min
φ∈[0,2π]

∥ejφb − a∥2. (3.14)

By expanding the squared distance, we get

min
φ∈[0,2π]

�
∥b∥2 + ∥a∥2 − 2R{e−jφbHa}

�
. (3.15)

Since a and b are unit-norm, the minimization is equivalent to the maximization of
the third term

max
φ∈[0,2π]

R{e−jφbHa}. (3.16)

This is maximized if the imaginary part of the input argument is zero, which is
achieved when ejφ = bHa / |bHa|.

The generalization of such a packing approach to more than two vectors is
straightforward: every vector needs to stay away from all other vectors and all
of their complex-plane rotations.
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3.2.3 Collision-Based Packing

Iterative Distance Maximization

How can we perform such a distance maximization? In this subsection, we describe
a collision-based algorithm that iteratively maximizes the distances between the
vectors under the constraint derived in the previous subsection. We start by giving
a general description of the algorithm:

1. Generate randomly K unit-norm vectors of dimension L. Consequently, these
vectors will be lying on the surface of a unit-norm hypersphere.

2. At each point (vector), generate a hypersphere of equal radius r.

3. Adjust r by a step γr.

4. In case of a collision (i.e., the hyperspheres overlapping), the hyperspheres repel
each other. This is achieved by moving their corresponding center vectors. The
amount of repulsion is proportional to how much they were colliding by.

5. Until a stopping criterion is met, repeat 3) and 4). As the vectors keep getting
pushed away from each other, we soon reach a configuration satisfying (3.2),
or at least close to it.

It is important to note that the collisions here are not only with respect to the
vectors themselves, but also with respect to their whole complex-plane rotations, as
pointed out in Section 3.2.2.
A collision between two hyperspheres with centers sk and sl occurs if

∥dk,l∥ < 2r, (3.17)

where dk,l is defined as

dk,l = sk − sHl sk
|sHl sk|sl. (3.18)

That is, we are checking the collision between sk and the rotation of sl in its complex-
plane which is closest to sk. To clear out the collision, sk is pushed away from that
rotation by the amount of collision using the movement vector

uk = (2r − ∥dk,l∥) dk,l

∥dk,l∥ . (3.19)

However, it can happen that sk collides with more than one vector. Therefore, the
movement vector uk is extended to

uk =
"
l∈Sk

(2r − ∥dk,l∥) dk,l

∥dk,l∥ , (3.20)
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where Sk is the index-set of all hyperspheres that are colliding with sk (i.e., satisfying
(3.17)). The centers of the hyperspheres are then adjusted according to

sk ← sk + uk

∥sk + uk∥ . (3.21)

The normalization is performed to make sure that the result lies again on the surface
of the unit-norm hypersphere.

The Packing Radius

The packing (or collision) radius is directly related to the coherence of the codebook.

Proposition 3.2. Given two unit-norm vectors sk, sl ∈ CL and dk,l as defined in
(3.18), then

∥dk,l∥ =
�

2
�
1 − |sHl sk|�. (3.22)

Proof. Expand the squared distance

∥dk,l∥2 = ∥sk∥2 +

$$$$ sHl sk
|sHl sk|sl

$$$$2

− 2R
��

sHl sk
|sHl sk|sl

�H

sk


. (3.23)

The first two terms belong to unit-norm vectors and therefore they are equal to one.
For the third term, we have�

sHl sk
|sHl sk|sl

�H

sk =
(sHl sk)

∗

|sHl sk| s
H
l sk = |sHl sk|. (3.24)

Plugging the result in (3.23), we get

∥dk,l∥2 = 2
�
1 − |sHl sk|�. (3.25)

Finally, we apply the square root to both sides.

When the hyperspheres are barely touching each other (no collision yet), then
the distance between them is ∥dk,l∥ = 2r. Using (3.22), we obtain

r =

!
1

2

�
1 − |sHl sk|�. (3.26)

We can now translate the lower bound of the coherence in (3.11) into an upper
bound on the maximum possible packing radius, i.e.,

rbound(L,K) =

!
1

2

�
1 − µbound(L,K)

�
. (3.27)

Consequently, it is not possible to have K vectors spaced larger than 2rbound from
each other, as this is not achievable at all in the L-dimensional ambient space.

22



3.2. Construction of Grassmannian Codebooks

The ICBP Algorithm

The implementation of the proposed algorithm is shown below. We call it iterative
collision-based packing (ICBP) 1. The starting points Sinitial are random complex-
valued unit-norm Gaussian vectors. The algorithm operates by setting a target
packing radius, and attempts to approach it iteratively. The initial target radius is
set equal to rbound, which is the largest possible. Collision clearance is then performed
according to (3.21). When the packing radius at the current iteration rcurrent is worse
than the packing radius achieved in the previous iterations rbest, then we decrease
the target radius by a step size γr, because it might be that the original target radius
is not achievable in CL. If it improves on the next iterations, then we increase it
back again. This way, we approach the best possible packing in the ambient space.
In certain cases, the algorithm might exhibit an oscillatory behavior. To address
that, a damping factor β is introduced in the update of (3.21). In our test cases, we
found that β = 0.8 yielded good results most of the time, and therefore we adopt it
here.

Algorithm 1: Iterative Collision-Based Packing (ICBP)

input : L, K, Sinitial, γr, Imax

output: The codebook S
S ← Sinitial, r ← rbound(L,K), rbest ← 0,β ← 0.8
for i ← 1 to Imax do

rcurrent ←
�

0.5
�
1 − µ(S)�

if rcurrent < rbest then
r ← r − γr

else
rbest ← rcurrent
r ← min{r + γr, rbound(L,K)}

for k ← 1 to K do

uk ←
"
l∈Sk

(2r − ∥dk,l∥) dk,l

∥dk,l∥
sk ← sk + βuk

∥sk + βuk∥
return S

Although our discussion was focused on the complex space, the algorithm can be
used to generate real-valued codebooks as well. This depends on whether the initial
set Sinitial is real or complex-valued.

1The algorithm is available for download at https://www.nt.tuwien.ac.at/

christian-doppler-laboratory/cd-download/
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3.2.4 Algorithm Performance

Convergence Performance and Achieved Coherence

We investigate the convergence performance of our algorithm and the achieved co-
herence of the constructed codebooks. As a reference, we also show the results
obtained by the CBGC and AP algorithms. The CBGC algorithm shares two as-
pects with our algorithm. First, it is in the category of distance maximization, and
second, the update step of their algorithm, although derived in a different way, uses
a similar approach as the one we used via Proposition 3.1. The AP algorithm on the
other hand, operates on the Gramian of the codebook, and is more flexible when it
comes to enforcing additional constraints on the vectors.

In our tests, it became clear that the starting set Sinitial has a significant impact
not only on the final obtained coherence, but also on the convergence behavior of
the algorithms. To address that, we ran all three algorithms ten times, in each run
the starting points were generated randomly. We then took the best result out of
those runs. For all of our tests in this subsection, a step-size of γr = 10−4 is used
for the ICBP algorithm.

First, we attempt to construct Grassmannian codebooks with K = L2 for L =
{4, 5, 6, 7}. For such a combination of L and K, an ETF exists, and therefore the
minimum coherence is equal to the Welch bound (refer to [61] for tables on existing
ETFs). In Figure 3.2 we plot the difference to the Welch bound versus the number of
iterations. The reason why the CBGC curve stops suddenly is because the algorithm
uses a convergence parameter of 10−10, which we did not change, as it affects the
performance within the sub-problems it tries to solve. Our algorithm managed not
only to hit the bound with high accuracy, but also achieved it with a much faster
convergence compared to the others. For the L × K = 5 × 25 configuration, we
measured the time each algorithm takes to hit an accuracy higher than 10−7. The
recorded run-times in seconds were 0.04, 0.38, 0.15 for the ICBP, CBGC, and AP
algorithms, respectively. This demonstrates the time saving that our algorithm can
offer, by requiring less iterations.

Next, we aim to construct Grassmannian codebooks at arbitrary combinations of
L and K. The coherence results for L = {4, 8, 12} are shown in Figure 3.3, where we
plot the difference to the composite bound of (3.11). The CBGC algorithm, in gen-
eral, requires significantly more iterations to achieve low coherence levels compared
to our algorithm. In the shown results, our algorithm achieves very close coherence
levels to the CBGC algorithm with a maximum number of iterations Imax that is
much less. Increasing the number of iterations for our algorithm did yield better
results. However, the CBGC algorithm kept outperforming it by a slight margin
when its number of iterations is set to 106. The AP algorithm showed the worse
performance compared to the other algorithms, and since it did not show a consid-
erable improvement beyond 104 iterations, we did not show the result for a higher
number of iterations. The reason for the worse performance is possibly due to the
lack of a target coherence adjustment during the iterations.
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(a) L = 4, K = 16.
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(b) L = 5, K = 25.
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(c) L = 6, K = 36.
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(d) L = 7, K = 49.

Figure 3.2: Convergence of the algorithms for the construction of ETFs withK = L2.

The algorithms seem to struggle at large L and K. For example, they were not
able to locate the ETFs of 8 × 64 and 12 × 45. Nonetheless, the obtained results
across all combinations (including ETFs) are close to the lower bound.

Detection Performance under MF and MMSE Filtering

Next, we evaluate the detection performance of a NOMA uplink utilizing those
signatures. We consider a setup consisting of K = 8 UEs, transmitting via spreading
signatures of length L = 4. All the UEs transmit with the same power over Rayleigh
channels, using 4-QAM and turbo-coding with a code-rate of 1/2. Figure 3.4 shows
the average BLER of all the UEs versus their average SNR at the BS. We compare
the detection performance using Grassmannian and randomly constructed codebooks
under MF with IC against the performance under MMSE filtering with IC. It
can be observed that the MMSE filter is able to provide the necessary interference
suppression capabilities for both codebooks, with only a small performance gap
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(b) L = 8.
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Figure 3.3: Coherence results of the constructed codebooks for arbitrary L and K,
with different maximum number of iterations.
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Figure 3.4: Codebook performance under MF and MMSE detection.

between them. As for the MF, a substantial improvement can be observed for the
transmission utilizing the Grassmannian codebook. This can help in reducing the
detection complexity by replacing the MMSE filter with a MF, especially when
the transmission is over many RBs, which would require the calculation of a large
number of MMSE weights.

3.3 Multi-Group Joint Codebook Design

So far, we have considered the codebook design problem for a single group of UEs.
However, the UEs are usually available in multiple groups. One example is cellular
deployments as depicted in Figure 3.5a, where each cell has a group of UEs, and each
BS only attempts to detect the transmissions from its own cell, while transmissions
from neighbouring cells cause inter-cell interference. The question here is, can we
do better by jointly designing the codebooks across the two cells, instead of reusing
the same codebook in each of them? This is especially important for cell-edge UEs,
as these would suffer the most from inter-cell interference. Another example is
the availability of spatial clusters, where a massive MIMO BS would be capable of
serving these clusters by forming beams towards them, as shown in Figure 3.5b.
Since residual inter-cluster interference might be present after beamforming, the
question is whether a joint design across the clusters can increase the robustness
to the inter-cluster interference. Therefore, in the remainder of this chapter, we
will consider the problem of designing codebooks that are optimized jointly across
multiple user groups.
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Group 1

Group 2

(a) Multi-cell deployment.

Group 1

Group 2

(b) Spatial clusters.

Figure 3.5: Example multi-group setups.

3.3.1 Cross-Codebook Optimization

Instead of reusing the codebook S across the interfering groups, we use different
codebooks that have the same correlation properties as of S, however, they are
designed jointly, in an attempt to reduce the impact of one codebook on another.
The reason for requiring them to have the same correlation properties is because
we do not want to reduce the inter-group interference at the cost of an increased
intra-group interference, and this is achieved by preserving the internal correlation
structure of the codebooks. The correlation properties of the codebook are fully
captured by the Gramian SHS. Therefore, we first have to determine what freedom
do we have in designing these codebooks, given that their Gramian is the same.
The answer to that is, codebooks with the same Gramian are equivalent up to an
isometry. In our case, since all the signatures have unit-norm, then the isometry is
just a rotation (including reflections). To understand why this is true, consider the
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3.3. Multi-Group Joint Codebook Design

two codebooks S1 and S2 with identical Gramian, i.e.,

SH
1 S1 = SH

2 S2. (3.28)

We can introduce two unitary matrices U1,U2 ∈ CL×L (UH
1 U1 = UH

2 U2 = IL)
without altering the equality

SH
1 U

H
1 U1S1 = SH

2 U
H
2 U2S2

(U1S1)
H(U1S1) = (U2S2)

H(U2S2),

⇒ U1S1 = U2S2,

(3.29)

from which follows that

S2 = U−1
2 U1S1. (3.30)

The quantityU−1
2 U1 is just another unitary matrix, and therefore the two codebooks

are related by a unitary transformation. In other words, S2 is a rotation (including
reflections) of S1.

Next, we need to answer two questions; what determines a good rotation, is there
a metric for it? And then, given the target metric, how to perform such a rotation
in the first place? Ultimately, we would like to have SH

1 S2 = 0K×K , where 0K×K is
the all-zeros matrix of size K×K; that is, the codebooks are orthogonal and do not
interfere with each other. However, in our case, this is not possible at all, because
we usually have K ≥ L, and according to (3.2), we design the signatures such that
they are as far apart as possible in the ambient space CL. Therefore, we end up
having span{S1} = span{S2} = CL. Since the codebooks cannot be orthogonal
with respect to each other, we turn our attention to getting close to orthogonality
by means of some metric ∥SH

1 S2∥. Metrics such as the Frobenius or spectral norm
cannot be used here. To see why, consider the trace definition of the Frobenius norm

∥SH
1 S2∥2

F = tr
�
SH
1 S2S

H
2 S1

�
. (3.31)

As mentioned before, a class of optimal solutions to (3.2) are ETFs satisfying SSH =
K
L
IL. Therefore, if our codebooks are ETFs, then S1S

H
1 = S2S

H
2 = K

L
IL, and thus

∥SH
1 S2∥2

F =
K

L
tr
�
SH
1 S1

�
=
K

L
∥S1∥2

F . (3.32)

This is a constant that does not depend on how S2 is rotated with respect to S1.
In a similar fashion, using the eigenvalue definition of the spectral norm, we can
show that it also takes a constant value for such codebooks. Moreover, following our
assumptions in Section 3.1, for which the BSs do not adapt their codebooks in an
online-fashion, our design metric should provide a robust and fair criterion.
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Consider the element-wise maximum norm defined as

∥A∥max = max
k,l

%%[A]kl
%%, (3.33)

where [A]kl is the element at the kth row and lth column of the matrix A. By
applying it to our problem, we obtain

∥SH
1 S2∥max = max

k,l

%%[SH
1 S2]kl

%% = max
a∈S1,b∈S2

|aHb|. (3.34)

Minimizing this Grassmannian-like metric would then guarantee that a certain sep-
aration (or angle) between the codebooks is maintained. In other words, for two
UEs belonging to two different groups and lying at the edge, they would never get
to use the same transmit signature, thus reducing their interference to each other.
Therefore, we adopt this metric in our joint design approach. Note that (3.34) is
a min-max problem that is similar to the Grassmannian design problem, which is
difficult to solve. Instead, we seek to bring the maximum cross-correlation between
the codebooks below a certain level µ.

Let the number of codebooks (groups) be J ; the goal is to find codebooks
S1,S2, . . . ,SJ ∈ CL×K with the following conditions

SH
i Si = SHS , ∀i,

∥SH
i Sj∥max ≤ µ , ∀i /= j. (3.35)

The first condition defines the internal structure of the codebooks, e.g., according
to (3.2), while the second condition enforces the cross-correlation between the sig-
natures of the different codebooks to go below a specific level µ. For two K = 3
ETFs over R2, this design approach is illustrated in Figure 3.6. Note that the
cross-correlation level µ cannot be arbitrarily small, but it is rather limited by the
maximum packing possible in the ambient space. We are unaware of lower bounds
to the packings of codebooks with non-orthogonal vectors, but µ is certainly larger
than the Grassmannian bounds of Section 3.2.1, such as the Welch bound, and it
cannot take values larger than 1. Our choice of µ is rather experimental, as explained
later in the results subsection.

The construction of such rotated codebooks can be performed using the iterative
algorithm of alternating projection [62, 63], in a fashion similar to the problem of
subspace packing on the Grassmannian manifold [64]. In our case, we do not have
subspaces, but rather codebooks that span the whole ambient space with generally
non-orthogonal vectors (signatures), and we pack those codebooks with respect to
the ∥.∥max norm.
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Group 1

Group 2

Figure 3.6: Optimization of two K = 3 ETFs over R2 according to their maximum
cross-correlation. Notice how the internal correlation structure of the codebooks is
preserved.

3.3.2 Alternating Projection

Let Σ =
�
S1 S2 . . . SJ

�
be the matrix containing the codebooks. The Gramian

of the codebooks is given by

G = ΣHΣ =


SH
1 S1 SH

1 S2 · · · SH
1 SJ

SH
2 S1 SH

2 S2 · · · SH
2 SJ

... · · · . . .
...

SH
J S1 SH

J S2 · · · SH
J SJ

 . (3.36)

The properties of the Gramian matrix G meeting the conditions in (3.35) are

• G is Hermitian.

• The diagonal blocks satisfy Gii = SHS.

• Every off-diagonal block satisfies ∥Gij∥max ≤ µ.

• G is positive semi-definite.

• G has a rank of L.

• G has a trace equal to KJ .

The first three properties are structural properties, while the last three are spectral.
Define the structural constraints’ set as

H = {H ∈ CKJ×KJ : H = HH , Hii = SHS, ∥Hij∥max ≤ µ, ∀ i /= j}, (3.37)

and the spectral constraints’ set as

G = {G ∈ CKJ×KJ : G � 0, rank(G) = L, tr(G) = KJ}. (3.38)

We use the alternating projection algorithm to find a matrix G satisfying both
constraint sets. Let the maximum number of iterations be T , the algorithm is
summarized as follows
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1. Start with a random Hermitian G(0) ∈ CKJ×KJ .

2. Set the iteration number t = 0.

3. Solve a nearest matrix problem to the set H

H(t) = argmin
H∈H

∥H − G(t)∥F . (3.39)

4. Solve a nearest matrix problem to the set G

G(t+1) = argmin
G∈G

∥G − H(t)∥F . (3.40)

5. Break if t = T . Otherwise, increase t and go to 3.

Let the eigendecomposition of G(T+1) be UΛUH , the codebooks’ matrix Σ is then
given by the rows of Λ1/2UH corresponding to the L largest eigenvalues.

Two nearest matrix problems need to be solved. Let us start with (3.39). From
the constraints set H, the diagonal blocks are forced to beHii = SHS. Therefore, the
nearest matrix problem is then concerned with the off-diagonal blocks only (i /= j)

Hij = argmin
A∈CK×K

∥A − Gij∥2
F , ∥A∥max ≤ µ. (3.41)

Both the objective and constraint functions are convex. Therefore, a unique solution
exists.

Proposition 3.3. For the optimization problem in (3.41), the solution is given by

[Hij]kl =

�
[Gij]kl, [Gij]kl ≤ µ,

µ[Gij]kl /
%%[Gij]kl

%%, [Gij]kl > µ.
(3.42)

That is, every element of the off-diagonal block G
(t)
ij which has its magnitude larger

than µ, is scaled to have a magnitude of exactly µ.

Proof. The key observation here is that the constraint ∥A∥max ≤ µ applies element-
wise. It does not enforce a relationship across the entire structure of the matrix A
from the feasible set. Expand the Frobenius norm in (3.41)

∥A − Gij∥2
F =

"
k

"
l

%%[A]kl − [Gij]kl
%%2. (3.43)

Since there is no relationship between the elements, and since each of the sum terms
is non-negative, then the minimum of ∥A − Gij∥2

F is obtained, when every sum

term
%%[A]kl − [Gij]kl

%%2 is minimized individually. We can then reformulate (3.41)
equivalently in terms of the elements

[Hij]kl = argmin
[A]kl∈C

%%[A]kl − [Gij]kl
%%2, %%[A]kl

%% ≤ µ, (3.44)
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from which directly follows that if |[Gij]kl| ≤ µ, the solution is [Hij]kl = [Gij]kl.
Otherwise, we look for a solution that satisfies the constraint and at the same time
is the closest to [Gij]kl, and that would be [Hij]kl = µ[Gij]kl /

%%[Gij]kl
%%.

As for the second nearest matrix problem in (3.40), it follows the same solution as
in [64], which is solved by applying the Karush-Kuhn-Tucker (KKT) conditions [65].

3.3.3 Case Study: Multi-Cell Deployment

We investigate a scenario consisting of two interfering cells, with a spreading length
of L = 8. Our focus is on the uplink performance of the cell-edge UE, as it is
the one that suffers the most from inter-cell interference. First, we construct a
NOMA codebook S of dimensions 8 × 24 according to our construction algorithm
in Section 3.2. From the Welch bound, we know that at such L and K, there is
a possibility that a Grassmannian codebook exists with a coherence of 0.2949. We
were able to construct a codebook with a coherence of 0.2972. Next, we apply our
joint optimization method to find the rotated codebooks for the two cells. For the
choice of µ, we start with a large value, say 0.9. If the algorithm succeeds in finding
such a packing, then we reduce µ to 0.8. If it again succeeds, then we further reduce
it, and so on (i.e., via a bisection method). The best packing we found was for
µ = 0.52. Going below that level caused the algorithm to fail in maintaining the
first condition of (3.35). The reason for that is due to the limit on the maximum
possible packing in the ambient space, which then would prevent finding a valid
Gramian in the step of (3.40). Furthermore, we also performed the packing for
an OMA system, by taking S to be a unitary matrix of dimensions 8 × 8. We then
applied our method and obtained a best packing of the two codebooks for µ = 1/

√
8.

In the primary cell, the SNR of the UEs at the BS is uniformly distributed in the
range [4, 20] dB. This corresponds to the variation between the received power of
the UEs due to their position within the cell. The cell-edge UE under consideration
has its SNR fixed to 4 dB. The SNR of the interfering UEs from the interfering cell
at the primary BS is distributed in the range [−12, 4] − Pcell-edge/Istrongest dB, where
Pcell-edge/Istrongest is the ratio between the average received power of our cell-edge UE
to the average received power of the strongest interferer. When this ratio is zero,
then the strongest interferer from the interfering cell can be as strong as our cell-edge
UE. All the UEs transmit using 4-QAM and turbo-coding with a code rate of 1/3,
with Rayleigh-fading assumed. At the BS, an MMSE-IC receiver is employed.

In Figure 3.7, the BLER of the cell-edge UE at different interference levels is
shown for a fully loaded OMA system; that is, NP = 8 and NI = 8, where NP and
NI are the number of active UEs in the primary and interfering cells, respectively.
The ‘reuse’ curve corresponds to the strategy where a single codebook is reused
in each cell, while the ‘joint’ curve corresponds to the jointly designed codebooks
obtained using our method. We observe that the jointly designed codebooks are able
to sustain higher interference power, while providing the same BLER as the reused
codebooks.
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Figure 3.7: Performance of the OMA cell-edge UE for NP = 8 (100%), and NI = 8
(100%).
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Figure 3.8: Performance of the NOMA cell-edge UE for NP = 24 (300%), and
NI = 8, 16, 24 (100, 200, 300%).
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Next, we consider a NOMA system of NP = 24, and different number of in-
terfering UEs NI = 8, 16, and 24. For a spreading length of 8, the 8, 16, and 24
activity corresponds to an overloading of 100%, 200%, 300%, respectively. We see
a similar trend in Figure 3.8 compared to the OMA system; the jointly designed
NOMA codebooks outperform the reuse strategy. We observe that the gain be-
comes smaller, as the number of interfering UEs increases. This is to be expected
due to the high amount of interference experienced at such high overloading levels
in both the primary and interfering cells.

We conclude that such a joint codebook design is beneficial for group-edge UEs,
if the number of strong interferes from the other groups are relatively not very high.

3.4 Final Remarks

Our focus in this chapter was on the design of spreading signatures for uplink code-
domain NOMA. We considered both the optimization of a single codebook, and
also the joint optimization of multiple codebooks. Our main design approach was
Grassmannian or Grassmannian-like, focusing on the correlation properties of the
codebooks. However, correlation is not the only relevant metric when it comes
to designing such codebooks. For example, when it comes to energy consumption,
transmitting signals with low peak-to-average-power ratio (PAPR) can be crucial for
UEs with strict battery-consumption constrains. Nonetheless, the designs proposed
here can be modified to support that. For the ICBP algorithm, we can replace the
line of

sk ← sk + βuk

∥sk + βuk∥
with the following two lines

sk ← sk + βuk,

[sk]l ←
!

1

L

[sk]l
|[sk]l| , l = 1, 2, . . . , L.

That is, we normalize each entry of sk by its magnitude. This gives us the closest
vector to sk with unit-modulus entries. The algorithm then keeps going with this
normalization step in each iteration. This would result in signatures that are well-
spaced, but at the same time, have unit-modulus magnitude. For the joint codebook
design, it is also possible to produce signatures with low PAPR. This is done by
enforcing additional constraints on the alternating projection algorithm, as done
in [53].

Finally, although our focus is on code-domain NOMA based on dense spreading,
we would like to mention that other code-domain signatures also exist, and can
provide good multi-user suppression capabilities, such as sparse spreading sequences,
user-specific interleaving, user-specific scrambling, and many more [8, 18].
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4
Receive-Side Processing:

NOMA Activity and Data Detection

Perhaps the main challenge when it comes to supporting uplink NOMA transmis-
sions is the detection procedure at the BS. The presence of multi-user interference
requires the joint detection across multiple UEs, which increases the detection com-
plexity, compared to the case where each UE is transmitting alone. Combining this
with multiple receive antennas can lead to a further complication, as the spatial do-
main should generally be utilized in a joint manner with the NOMA code-domain for
an improved detection performance. In the context of grant-free access, where the
BS is not aware of which UE is active at a certain time, activity detection is required
as a first step to identify the active set of UEs, before proceeding with the data detec-
tion. Therefore, in such systems, the entire procedure of activity detection, channel
estimation, and data detection, needs to be carried out in a low-complexity fashion.

The focus in this chapter will be on describing the NOMA detection procedure in
the context of a practical frame-structure, identifying possible issues and investigat-
ing low-complexity implementations. In the first part, we consider activity detection
in grant-free systems based on subspace methods. We propose the application of
masking sequences to ensure a robust performance under correlated time-frequency
fading, while for highly selective channels, we investigate different pilots’ allocation
strategies. In the second part, we focus on reducing the data detection complexity in
two ways: first, by utilizing the time-frequency correlation of the channel, we reduce
the number of calculated filters across the resources’ grid; and second, we utilize the
spatial domain to reduce the calculation complexity of the filters themselves. Our
goal is showing that the overall NOMA detection procedure can be carried out with
a practically viable complexity.
The framework developed in this chapter is based on our publications in [35–37].
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UE BS
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4-step random
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Uplink transmission

4-step
scheduling-grant

If still connected

Uplink transmission

Figure 4.1: Grant-based access.

4.1 Activity Detection in Grant-Free NOMA

Conventional wireless systems are grant-based, meaning that in order for the UE
to access the network, it has to be explicitly scheduled by the BS for each of its
data transmissions [11]. This is illustrated in Figure 4.1, where after establishing a
connection to the network via a 4-step random access procedure, it has to go through
a 4-step scheduling-grant every time it has data to transmit [66]. Such an access
scheme is efficient when the number of UEs accessing the network is small enough,
allowing each UE to occupy its separate time-frequency resources, and when the goal
is to support high data-rate per UE. However, for future systems, massive MTC will
require the support of a large number of devices that can activate and transmit at
an arbitrary time. The MTC traffic is typically a low-rate transmission, consisting
of relatively small packets. For example, it could be a traffic-monitoring sensor,
temperature meter, etc. Such a combination of massive connectivity and low-rate
transmission can render current access systems inefficient; on the one hand, a large
number of UEs attempting to access the network may result in a large scheduling or
queuing delays at the BS before the UE gets the chance to access the network [18].
On the other hand, due to the short-packet transmission, the actual data that is
transmitted in the end can be comparable in size to the control signaling required to
perform the scheduling-grant in the first place, leading to an inefficient utilization
of the network resources [13].

The framework of grant-free NOMA offers the possibility to tackle these issues.
With grant-free access, the BS does not have to coordinate the data transmissions of
the UEs, but rather the UEs transmit directly on their own, once they have data to
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Figure 4.2: Possible grant-free access setups.

transmit. In this case, multiple UEs may choose to transmit at the same time, and
therefore would contest the same resources. To manage the interference between
the UEs, grant-free access can be combined with NOMA, which naturally supports
multiple UEs transmitting simultaneously, and is able to manage the multi-user
interference effectively via code-domain processing. However, since the BS is not
aware of which UE is active at a certain time, the BS now has to perform activity
detection (e.g., by utilizing the pilot sequences of the active UEs), before it proceeds
with the channel estimation and data detection.

Figure 4.2 shows two possible setups, where such a framework is applied [67].
In Figure 4.2a, the scheduling grant procedure is removed, while the initial random
access procedure is still maintained, but now involves a preconfiguration by the
BS where the UE is informed about which resources to contest, and what pilot
sequence to employ. Then, for all future transmissions, the UE transmits directly
with the preassigned settings. This ensures that for different UEs contesting the
same resources, they utilize different pilot sequences, which avoids pilots’ collision
and ensures that channel estimation can be carried out. For the other case in
Figure 4.2b, the random access procedure is removed as well, and therefore there is
no prior configuration of the UEs. In this case, collisions of the pilot sequences can
happen, since the UEs pick the pilot sequences randomly on their own. In either
case, a sufficiently large pilots’ codebook, with possibly non-orthogonal sequences,
is required in order to handle a large number of active UEs.
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4.2. Optimizing Activity Detection via MUSIC

Note that in 5G Release-15, the concept of mini-slots has been introduced to
reduce the transmission latency by using shorter frames [68]. Also, in the recent
Release-16, the concept of 2-step random access is introduced, in which data is
transmitted directly together with the random access preamble [69], similarly to
what we just discussed. Both of these techniques can help reduce the access latency
and support connectivity for a large number of devices in 5G. The combination we
consider next with the NOMA framework is applicable to these techniques as well.

4.2 Optimizing Activity Detection via MUSIC

Activity detection algorithms aim to find the active set of UEs at a certain time.
Given the short-packet nature of MTC traffic and its sporadicity, the subset of
UEs active at a certain time is typically smaller than the total number of UEs
available. This sparsity has motivated the application of compressed sensing (CS)-
based methods, where the orthogonal matching pursuit (OMP) algorithm and its
extensions have been proposed in the literature, such as in [70–73]. Another category
of algorithms are those based on the estimated sample autocorrelation matrix, where
subspace methods, such as MUltiple SIgnal Classification (MUSIC) can be applied
to find the active subsets, as in [74, 75]. In [76] joint activity and data detection
using approximate message passing (AMP) and expectation maximization (EM) is
proposed. Other algorithms such as expectation propagation (EP) has been applied
in [77]. Deep learning was also considered for this problem, as in [78].

4.2.1 Considered Model for Subspace Detection

In this work, we focus on activity detection using subspace methods; namely, the
MUSIC algorithm. Compared to CS-based methods, AMP, and EP, it is non-
iterative and can be implemented in a parallel fashion with low-complexity. Different
from the majority of the mentioned works, we assume that the data and pilots employ
different spreading sequences (or signatures). Typically, relatively long sequences
are employed for the activity detection and channel estimation in order to support
a large number of devices; however, applying these long sequences to the data part
can be highly inefficient, as it can substantially reduce the spectral efficiency of the
data transmission. Therefore, for the data part we employ short spreading (e.g.,
L = 4), and the long sequences are only employed for the pilots. Of course, this can
impact the activity detection performance, since now only the pilots can be utilized
for it, while the data part can not. But, as we will see later, using the MUSIC
algorithm and the pilots only is sufficient to achieve good performance. Moreover,
we apply the activity detection in the context of a frame-structure that is similar to
the LTE uplink, and therefore the formulated solution is more applicable to practice.
In Figure 4.3, the frame-structure is re-illustrated again for completeness, consisting
of two RBs. In the middle OFDM symbol of each RB, a pilot signature of length
Lp = 12 is assumed (similar to LTE). The data part consists of spread blocks, each
of length L = 4.
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Figure 4.3: Considered frame-structure with 12 subcarriers and 14 OFDM symbols.

Formulation of the Subspace Detector

Let the number of active UEs at a certain instant be Ka out of total K, the received
signal at the BS at pilot-block i is given by

yp,i =
Ka"
k=1

 
LpPk akhk,i + np,i, i = 1, 2, . . . , Bp, (4.1)

where ak is the pilot signature of UE k, hk,i and np,i are channel coefficient and noise
at pilot-block i, respectively, and Bp is the total number of pilot-blocks. Here, for the
start, it is assumed that the fading is flat across the pilot-block; hence, it is given as a
scalar. LetA = [a1, a2, . . . , aKa ], hi = [

 
LpP1h1,i,

 
LpP2h2,i, . . . ,

 
LpPKahKa,i]

T ,
(4.1) can be written equivalently as

yp,i = Ahi + np,i. (4.2)

Under such a system model, the autocorrelation matrix of the received signal is

Ryp = E{ypy
H
p } = ARhA

H + σ2nI, (4.3)

where Rh = E{hhH}. As can be seen, the autocorrelation matrix consists of two
components, corresponding to the signal and noise parts. The idea behind subspace
methods is, as long as 0 < Ka < Lp, then the eigenspace of the autocorrelation
matrix can be divided into signal-plus-noise and noise-only subspaces. The active
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signatures live in the signal subspace, and theoretically, they have zero contribution
to the noise subspace. Based on this, it is possible to tell which signature is active
based on how much energy it has in the noise subspace. To elaborate further,
consider the eigenvalue decomposition of Ryp given by

Ryp = UΛUH , (4.4)

with Λ = diag(λ1, λ2, . . . , λLp) being the matrix of eigenvalues with order λ1 > λ2 >
· · · > λLp , and U = [u1,u2, . . . ,uLp ] is the matrix of the corresponding eigenvectors.
Given that Ka UEs are active, the noise subspace Un is given by the collection of
eigenvectors corresponding to the smallest Lp −Ka eigenvalues, i.e.,

Un = [uKa+1,uKa+2, . . . ,uLp ]. (4.5)

The MUSIC spectrum is then calculated as

M(k) =
1

∥UH
n ak∥2

, k = 1, 2, . . . , K, (4.6)

which simply measures the energy of all possible pilot signatures in the noise-
subspace. The Ka signatures with highest M(k) are then declared active. All
the other signatures that are not active occupy a portion of the noise-subspace and
therefore will result in smallM(k). In practice, we do not have access to the true au-
tocorrelation matrix, but rather we estimate it from the received pilot-blocks. That
is, we utilize the sample autocorrelation matrix calculated as

R̂yp =
1

Bp

Bp"
i=1

yp,iy
H
p,i. (4.7)

If multiple receive antennas are available at the BS, then this estimate can be further
improved by averaging over the pilot-blocks from all of the receive antennas.

Estimation of Ka

In order to determine the noise subspace in (4.5) and consequently pick the strongest
Ka signatures from (4.6), we need to know Ka a priori; however, that is not possible
in grant-free access, since the BS is not aware of how many UEs are active at a
certain time. A similar issue also exists in other activity detection methods, such
as in CS, where the sparsity level of the problem needs to be known. Therefore,
Ka has to be estimated from the received signal as well, and here, we utilize the
Bayesian information criterion (BIC) [79,80], which estimates the dimensionality of
a fitting model from measured samples. Other information criteria also exist, such
as the Akaike information criterion (AIC) [81]; but BIC generally is preferred, as it
is a consistent selector [82], i.e., as the number of available samples (pilot-blocks)
increases, the probability of choosing the correct model (with correctKa) approaches
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100%. However, as argued in [82], this inconsistency might not necessary be a flaw
in AIC, as it can provide an advantage for certain problems compared to BIC. In
our own testing in the context of activity detection in grant-free NOMA, we found
that BIC performs better, and therefore this is what we adopt next. Note that BIC
has been applied already for NOMA activity detection in [74]. Compared to that
work, we formulate it here for the case where the noise power is known at the BS,
in a fashion similar to [83]. The BIC is defined as

BIC(Ka) � − log f
�
yp; θ̂(Ka)

�
+

1

2
|θ̂(Ka)| lnBp, Ka = 1, 2, . . . , Lp − 1, (4.8)

where f
�
yp; θ̂(Ka)

�
is the likelihood function of the received pilot-blocks, evaluated

at the maximum likelihood (ML) estimate of the underlying distribution parameters
θ̂(Ka) under the assumption of Ka active components, and |θ̂(Ka)| is the number
of parameters. Under the assumption of Gaussian noise, zero-mean received signal,
and the samples being i.i.d, (4.8) becomes [83]

BIC(Ka) = Bp

Lp"
k=1

�
λ̂k

λ̄k
+ ln λ̄k

�
+BpLp ln π +

Ka

2

�
2Lp −Ka

�
lnBp, (4.9)

where λ̂k is the k-th eigenvalue of the estimated sample autocorrelation matrix R̂yp ,
and we set λ̄k as

λ̄k =

�
λ̂k, k = 1, 2, . . . , Ka,

σ2n, k = Ka+1, ..., Lp.
(4.10)

That is, for the current Ka under investigation, the eigenvalues up to Ka are set
equal to their ML estimate which we simply obtain from an eigendecomposition of
the sample autocorrelation matrix, while the remaining eigenvalues are supposed to
belong to the noise-only subspace and thus are set equal to the known noise power.
Our estimate of Ka is then the one that minimizes BIC, i.e.,

K̂a = argmin
Ka

BIC(Ka). (4.11)

It can happen that at a certain time, no UE is active (i.e., Ka = 0), which we
would not be able to tell from (4.8). Typically, BSs have a certain threshold for
decodability; signals with powers below that threshold are considered too weak to
be detected anyway. Therefore, one way to tell whether there is an activity at all, is
to compare the strongest estimated eigenvalue to that threshold. Let the threshold
be σ2min, then Ka is estimated as

K̂a =

�
0, λ̂1 < σ

2
min,

argminKa
BIC(Ka), otherwise.

(4.12)
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4.2.2 Impact of Strong Time-Frequency Correlation

The subspace activity detector was formulated under the assumption that the auto-
correlation matrix can be divided into distinguished signal-plus-noise and noise-only
subspaces. However, in order for this to work, the autocorrelation matrix of the
channel coefficients, i.e., Rh has to be full rank in order for the whole product of
ARhA

H in (4.3) to have a rank equal to the number of active UEs. To get a full
rank Rh, the channel coefficients across the different pilot-blocks need to be i.i.d.,
which corresponds to the case where the channel is highly selective from one pilot-
block to another; however, typically, the channel is correlated in time and frequency,
and therefore neighbouring pilot-blocks, especially in time, are likely to experience
a similar channel. This is utilized in practical wireless systems, where only a few pi-
lots are transmitted with the data, which are then used to obtain channel estimates
at their positions, and then for the data positions, the channel is simply obtained
by interpolation between the pilots. In other words, in many situations, the signal
received at the pilot-blocks can be highly correlated, and this can be an issue for
our detector. To further elaborate on this, let us consider the worst-case scenario
where all the UEs undergo flat-fading in both time and frequency. Under such an
assumption, we will have h1 = h2 = · · · = hBp = h, i.e., a constant, resulting in
Rh = E{hhH} = hhH . The term hhH is simply an outer product of a vector with
itself, i.e., a rank-1 matrix. Our resultant autocorrelation matrix is then given by

Ryp = AhhHAH + σ2nI. (4.13)

Consequently, the signal part is rank-1; hence, we can only detect one active UE.
This can also be observed by looking at the sample autocorrelation matrix in (4.7).
If the samples (pilot-blocks) used are correlated, or in a worst-case scenario identical,
then it would be a sum of the same outer product, resulting in a rank-1 estimate
of the signal part of the autocorrelation matrix. Note that the BIC expression in
(4.9) is derived under an i.i.d. factorization of the likelihood function. Therefore,
the correlation between the pilot-blocks also impacts this simplified BIC calculation.

Here, to tackle this issue, we propose the use of masking sequences, applied on
top of the pilot-blocks. Figure 4.4 illustrates the application of masking sequences for
UEs transmitting over four RBs, where UE1 transmits with the red pilot signature,
while UE2 transmits with the blue one. Instead of transmitting the pilot signatures
directly, they are overlaid with a masking sequence. In the considered example, UE1
uses the masking sequences [+1,+1,−1,−1], while UE2 uses [+1,−1,+1,−1]. The
system model now becomes

yp,i =
Ka"
k=1

 
LpPk akhk,imk,i + np,i, (4.14)

where mk,i is the i-th coefficient of UE-k masking sequence applied at the i-th pilot-
block. Let mi be the collection of the masking coefficients across the different UEs
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Figure 4.4: Illustration of the masking sequences for two UEs over 4 RBs.

at block i, then

yp,i = A
�
hi ◦ mi

�
+ np,i, (4.15)

where ◦ denotes the element-wise Hadamard product. Treating the mi as a random
process across the pilot-blocks, it can be easily shown that the autocorrelation matrix
then is given by

Ryp = A
�
Rh ◦ Rm

�
AH + σ2nI, (4.16)

where Rm = E{mmH}. Therefore, by designing the masking sequences to be like
an i.i.d. process across the UEs, then it would be possible to recover a correct
estimation of the signal part of the autocorrelation matrix. For example, even if we
haveRh = hhH , the product hhH ◦Rm can still be full rank ifRm is full-rank, which
is achieved by designing the masking sequences random-like. One way to design these
sequences is to pick them randomly from the alphabet {−1,+1}, as illustrated in
the example of Figure 4.4. Other designs are also possible, which might enjoy more
structure, such as binary Golay sequences [84]. Those masking sequences would be
defined in the standard in a similar fashion as the pilot signatures, preferably having
a one-to-one correspondence with them. That is, for each pilot signature, there is a
corresponding masking sequence.

In the next stage where channel estimation is performed, the effect of employing
the masking sequence is removed from the channel estimate. Let the matrix of
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estimated active signatures be Â, the masking-free channel estimate is given by

ĥi =
�
(ÂHÂ)−1ÂHyp,i

� ⊘ mi, (4.17)

where ⊘ denotes the element-wise division. Once the channel estimates are obtained
over all pilot-blocks, linear interpolation (and also extrapolation) is performed to
obtain the channel for the whole time-frequency grid.

Example Scenario with Eight Active UEs

We now evaluate the performance of the considered activity detection framework
with masking sequences under a grant-free system with preconfiguration (i.e., as in
Figure 4.2a). We consider a scenario where there are K = 32 possibly active UEs;
however, at a certain time, only Ka = 8 UEs are active. They contest a resources’
region of 72 subcarriers × 14 time symbols corresponding to 12 RBs, and the BS
employs 2 receive antennas. This brings the number of pilot-blocks that are used
to calculate the sample autocorrelation matrix to 24 (12 for each antenna). The
task of the receiver is then find the active pilot set, perform channel estimation, and
finally equalize the data part and decode it. We consider a scenario with high time-
frequency correlation, by assuming a Pedestrian-A channel model, which has a low
root-mean-square (RMS) delay spread of 45 ns, and assume the UEs are static and
therefore the channel is time-invariant. We assume that there is a pathloss spread
of ±5 dB between the UEs, meaning that the strongest and weakest UEs can have
a gap in the receive power of up to 10 dB. Both the data and pilot signatures are
from Grassmannian codebooks. As for the masking sequences, we construct them
randomly once from {+1,−1}, and then fix them for all the simulation repetitions.
The simulation parameters are summarized in Table 4.1.

Figure 4.5 shows the average number of correctly decoded UEs using the proposed
method versus their average SNR at the BS. The goal here is to have all of the 8
active UEs identified and decoded correctly. The perfect activity detection denotes
the case where the BS knows exactly which UEs are active, and therefore it only
has to perform channel estimation and data detection. This serves as a baseline for
our results. As can be seen in the figure, combining the subspace activity detector
with the masking sequences results in a performance that is very close to the case
with perfect activity detection. When no masking sequences are employed, then due
to the correlation of the channel, it is difficult for the signal part to be constructed
properly, thus greatly deteriorating the performance.

Note that if the data part was also spread with the same signatures as the pilots,
as commonly done in the literature, then in that case, the received signal from the
data part can also be utilized in the construction of the sample autocorrelation
matrix. As the data symbols can be assumed i.i.d., they would serve a similar
function as the masking sequences, allowing the signal part of the autocorrelation
matrix to reach the required rank. However, as we mentioned, spreading the data
symbols with long sequences can be spectrally inefficient, and therefore we utilize
only the pilots for this task, necessitating the application of the masking sequences.
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Parameter Value

Active UEs Ka = 8 out of total K = 32

Contention region 72 subcarriers × 14 time symbols

Data signatures L = 4 (4 × 16 Grassmannian codebook)

Pilots signatures Lp = 12 (12 × 32 Grassmannian codebook)

Masking sequences Randomly generated from {+1,−1}
Receive antennas NR = 2

Center frequency 2 GHz

Subcarrier spacing 15 kHz

Pathloss spread ±5 dB

Channel model Rayleigh, Ped-A (45 ns RMS), velocity = 0

Modulation 4-QAM

Channel coding Turbo, code-rate 2/3

Activity detection BIC + MUSIC

Channel estimation LS with linear inter/extrapolation

Data detection MMSE-PIC (max. 6 iters)

Table 4.1: Simulation parameters for activity detection with correlated channels.
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Figure 4.5: Activity detection via the detector with masking sequences.
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4.2.3 Impact of Strong Time-Frequency Selectivity

In the previous subsection, we discussed the benefit of having a selective channel, as
it can reduce the correlation between the received signal at the pilot-blocks, which
in turn can improve the detection performance. However, since our transmission
is sequence-based, we require the channel to be flat within the spreading interval.
Therefore, if the channel is too selective, then our system model would not hold
anymore, since different parts of the sequence would experience different channel
conditions. This is illustrated in Figure 4.6 for a tapped-delay-line-C (TDL-C)
channel [85] with a 300 ns RMS delay spread, shown over two RBs. As can be
seen in the considered example with Lp = 12, the channel can vary substantially
within the pilot-block, thus possibly destroying the structure of the pilot signatures.
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Figure 4.6: Illustration of a frequency-selective channel over the pilot-blocks.

This modification of the pilot signature changes from one pilot-block to another,
and also it is different for the different UEs. Under such conditions, the eigen-
structure of the autocorrelation matrix no longer reflects the activity of the pilot
signatures, but rather a modified version of them. The more selective the channel
is, the more corrupt the estimated autocorrelation matrix will be. In Figure 4.7a,
the eigenvalues of a realization of the autocorrelation matrix for a TDL-C channel
with no selectivity is shown for Ka = 6 and Lp = 12. A clear distinction can be
seen between the signal part and the noise part in terms of the magnitude of the
eigenvalues. On the other hand, Figure 4.7b shows the case with 300 ns RMS delay
spread. As can be seen, the subspaces are not very clearly separable, which makes
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Figure 4.7: Eigenvalues of one realization of R̂yp over a TDL-C channel for Ka = 6
and Lp = 12.

it challenging for our subspace detector. The easiest solution to the selectivity prob-
lem, is to use shorter pilot sequences; however, the shorter the pilot sequences are,
the smaller is the number of UEs that can be supported. Therefore, we have to
keep the pilot sequences long enough, in order to support a sufficient number of
connections, while at the same time reduce the impact of selectivity. To that end,
we consider here repositioning the pilot-blocks around the RBs. Instead of insert-
ing the pilot sequence along a single RB over 12 consecutive subcarriers, it is split
over two neighbouring RBs in time. This is illustrated in Figure 4.8, where a pilot
sequence of length Lp = 12 is split over two blocks, each with a length of 6. With
such a setup, the pilot length in the frequency direction is halved, and therefore
less frequency-selectivity is experienced per sub-sequence. The drawback of such an
allocation is the worse time-resolution for the channel estimation, since now only a
single effective sequence is used to estimate the channel in time.

We investigate the benefit of such an allocation strategy using the same setup
of Table 4.1, but we change the channel model to TDL-C with varying RMS delay
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First pilot-block

Second pilot-block

Figure 4.8: Splitting the pilot sequences over two blocks in time for Lp = 12.

spread and fix the average SNR of the UEs to 20 dB. The result is shown in Fig-
ure 4.9. There are two factors impacting the performance here. On the one hand, due
to the increased frequency-selectivity, the performance of the activity detection de-
teriorates, as we just explained before. On the other hand, the frequency-selectivity
impacts the channel estimation performance as well, i.e., as the channel gets more
selective, denser pilots are required in order to be able to track the variations in
the channel. As can be seen in the figure, splitting the pilot sequence provides
gains for both of these issues. The gain for the activity detection can be seen by
comparing the performance under BIC + MUSIC, which shows better robustness
against the selectivity with the splitting strategy. The channel estimation gain can
be clearly seen when comparing the performance under perfect activity detection. In
this case, the split strategy offers better frequency resolution, which helps to provide
a better estimation of the channel. Of course, this comes at the cost of decreased
robustness to time-selectivity. If time-selectivity is an issue, then one solution is to
allocate more OFDM symbols to the pilots. For example, the 5th and 12th OFDM
symbols would hold pilot-blocks as well, and then the split can occur over neigh-
bouring OFDM symbols only, leading to less time-variation within the split-block.
The disadvantage of doing so is a lower data transmission rate.

Finally, it is important to mention that the setup we considered here is a worst-
case scenario in which the channels of all the UEs are suffering from high delay
spreads. This might not be the case in practice. Also, per 3GPP [85], 300 ns is
already considered a long delay spread, and they declare the nominal delay spread to
be 100 ns. Therefore, above 400 ns would represent extreme cases. Under moderate
conditions, the deterioration in performance may not be severe then, especially when
combined with those splitting strategies.
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Figure 4.9: Detection performance over a frequency-selective channel with Ka = 8.

4.3 Reducing Data Detection Complexity

The previous part of the chapter focused on the pilots’ part of the received signal,
which is utilized for the activity detection in the case of grant-free systems, and for
channel estimation. In the remainder of this chapter, we focus on the data part.
We continue here with the same frame-structure as the one we considered before in
Figure 4.3. For each of the data-blocks, multi-user detection is performed in order
to recover the transmit symbols of the UEs. More specifically, from (2.6), the BS
calculates an MMSE estimate for each spreading-block i, i.e.,

xMMSE
i = GH

i (GiG
H
i + σ2nILNR

)−1 yi, i = 1, 2, . . . , Bd. (4.18)

Once the Bd symbol estimates of the entire subframe are obtained, channel decoding
is performed and the resulting messages are checked for CRC. All the UEs that pass
the CRC get their signals removed via IC, and the remaining ones are equalized
again through a next iteration of IC using the cleared-up signal from the previous
iteration.

Depending on whether the right- or left-pseudoinverse is used when calculating
the MMSE filter, its complexity can scale with the number of UEs, the spreading
length, and/or the number of receive antennas. Moreover, the calculation in (4.18)
is done Bd times, i.e., for each of the data-blocks, which can be an issue for large Bd.
In the following, we investigate possible ways to reduce the detection complexity,
either by reducing the number of calculated filters, or by reducing the calculation
complexity of the filter itself.
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4.3.1 Exploiting Time-Frequency Correlation

Following the same structure as in Figure 4.3, each RB consists of 12 subcarriers
and 7 symbols, with a pilot-block in the middle, and we adopt a data spreading of
length L = 4. Therefore, a RB would consist of 12 × 6 /4 = 18 data-blocks. In
this case, the BS needs to calculate an MMSE filter 18 times in every RB, since
there are 18 of them. However, by inspecting Gi, we notice that the only changing
quantity from one data-block to another are the channel fading coefficients hk,i.
The spreading signature sk and the transmit power Pk are fixed during the entire
subframe transmission. This motivates us to look into the dynamic behavior of
hk,i, because if the whole subframe has a constant hk,i, then Gi would be constant
in i, and the BS would only need to calculate a single MMSE filter and reuse it
for the entire subframe. Such an assumption does not hold in general, due to the
frequency-selectivity and time-selectivity resulting from multi-path propagation and
motion, respectively. However, as we have seen in the previous sections, as long as
the selectivity is not so severe, the wireless channel will exhibit correlation in time
and frequency, at least between neighboring blocks.

Let us analyze the effect of reusing filters on the post-filtering/equalization SINR.
Consider the detection of data-block i using a filter calculated at another block j.
Let gk,i be the k

th column of Gi, then from (4.18), the post-filtering SINR of the kth

UE at block i is given by

SINRMMSE
k,i =

%%gH
k,j Z

−1
j gk,i

%%2#
l /=k

%%gH
k,j Z

−1
j gl,i

%%2 + σ2n$$Z−1
j gk,j

$$2 , (4.19)

where

Zj = GjG
H
j + σ2nI. (4.20)

where we write I short for ILNR
. Under the assumption that the fading is independent

across the different UEs, the interference power term in (4.19) will not be affected
by the choice of j with respect to i. The noise power term is also unaffected by the
choice of j. Therefore, we only need to consider the desired signal power term. Since
Z−1

j is Hermitian positive semi-definite, we can apply the Cholesky decomposition

Z−1
j = UH

j Uj, where Uj is an upper-triangular matrix. The numerator of (4.19)
becomes %%gH

k,j Z
−1
j gk,i

%%2 = %%gH
k,j U

H
j Uj gk,i

%%2. (4.21)

Using the Cauchy-Schwarz inequality, we formulate an upper bound on the desired
signal power as follows%%gH

k,j U
H
j Uj gk,i

%%2 ≤ $$Ujgk,j

$$2

2

$$Ujgk,i

$$2

2
, (4.22)

with the maximum achieved in the case of proportionality, i.e., for some constant α,
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we have

Ujgk,j = αUjgk,i

gk,j = α gk,i,
(4.23)

where in the last step, the inverse of Uj was applied to both sides, as Uj is always
invertible. One maximizer is the choice j = i, i.e., we filter block i using a filter
calculated at block i, which is the trivial case. However, we can also see that as
long as gk,j is similar to gk,i, that is, they are correlated, then the loss in the post-
filtering SINR might be acceptable. In general, we would like to choose an optimal
j∗, such that the minimum post-filtering SINR across all the blocks and all UEs, is
maximized, i.e.,

j∗ = argmax
j

min
k,i

%%gH
k,j Z

−1
j gk,i

%%2, (4.24)

which is difficult to solve, especially when considering correlated fading. Of course,
we can also perform this search on a per-RB basis, instead of the entire subframe,
which is then expected to perform better in the case of high selectivity. Still, it does
not make it easier to solve. We thus turn our attention to low-complexity suboptimal
strategies based on the correlation properties of the channels. We consider the
following four strategies, which are depicted in Figure 4.10:

– Receiver (a): assumes the channels are highly selective in frequency, but correlated
in time. It only calculates MMSE filters for the spreading-blocks in the middle of
the subframe (7th OFDM symbol), and then these filters are reused for the other
time symbols.

– Receiver (b): assumes the channels are moderately selective in frequency, but
correlated in time. It only calculates MMSE filters for the middle subcarrier
group of each RB at the middle time symbol (7th OFDM symbol).

– Receiver (c): assumes the channels are highly selective in frequency, but moder-
ately selective in time. It calculates MMSE filters for all spreading-blocks of the
4th and 11th OFDM symbols. Then, for the first slot, the 4th symbol filters are
reused, and for the second slot, the filters from the 11th symbol are reused.

– Receiver (d): assumes the channels are moderately selective in both frequency and
time. It calculates a single MMSE filter in the middle of every RB, and then the
entire RB is filtered with that filter.
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(a) (b)

(c) (d)

Figure 4.10: Receiver strategies under consideration. The solid blocks indicate the
place where the MMSE filters are calculated. The shades indicate where they are
reused.

Simulation Scenario Setup

We put the different receiver strategies to test, and compare them against a full
receiver that calculates MMSE filters for all spreading-blocks. The setup is as follows:
Ka = 12 of K = 16 UEs are simultaneously transmitting with a spreading length
of L = 4 in a grant-free manner. We assume here perfect activity detection and
channel estimation at the BS, and also the transmit signal is multiplied directly
with the channel coefficients, without actual OFDM modulation and demodulation.
The reason for doing so is to assess the performance loss coming only from the reuse
of the calculated filters between the blocks, and not due to activity detection and
channel estimation errors, or due to the impact of delay and Doppler spread on
the OFDM transmission. The other simulation parameters are similar to what we
considered before and are summarized in Table 4.2 below.

All the results shown next are accompanied by the performance of a single user
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Parameter Value

Active UEs K = 12

Contention region 72 subcarriers × 14 time symbols

Data signatures L = 4 (4 × 16 Grassmannian codebook)

Receive antennas NR = 2

Center frequency 2 GHz

Subcarrier spacing 15 kHz

Average SNR 6dB

Pathloss spread ±5 dB

Channel model Rayleigh, TDL-C

Modulation 4-QAM

Channel coding New-radio LDPC, code-rate 1/2

Activity detection Perfect

Channel estimation Perfect

Data detection MMSE-PIC (max. 6 iters)

Table 4.2: Simulation parameters for the filters’ reuse scenario.

occupying the time-frequency resources alone, detected without any of the approx-
imations that we propose here. This represents the performance of a perfect OMA
spreading system that does not suffer from multi-user interference, and thus serves
as a baseline to our NOMA results. Note that for L = 4, an OMA system can only
support up to four UEs.

Performance over Delay Spread

First, we investigate the performance of such a system in terms of the average BLER
at various levels of the RMS delay spread. All the UEs are moving at a fixed velocity
of 50 km/h. The results are shown in Figure 4.11. We observe that receivers (b) and
(d) exhibit a bad performance at very high delay spreads. This is expected since the
MMSE filters for those receivers are only calculated at the middle subcarrier groups,
and therefore when the channels are highly frequency-selective, the calculated filters
fail to represent the other subcarrier groups. Also, in the simulation, we set all the
UEs to have the same delay spread, i.e., the results represent a worst-case scenario.
In practice, some UEs will experience short delay spread, others will experience a
long one. Based on that, we conclude that for moderate to long delay spreads, any of
the receiver strategies is applicable with a small difference in performance compared
to a full receiver that calculates an MMSE filter for every spreading-block. Also, we
notice that receivers (a) and (b) have a slightly worse performance than (c) and (d)
at low delay spreads. The difference is due to the UEs moving at 50 km/h, i.e., the
channels are time-variant, for which the later receivers are better suited, as we see
next.
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Figure 4.11: Performance of the receiver strategies at different levels of delay spread.

Performance over Velocity

Now, we fix the delay spread of the UEs to be 300 ns, and we investigate the BLER
performance at different velocities. The results are shown in Figure 4.12. We observe
that receivers (c) and (d) are more robust to the time-selectively, especially at high
velocities. This is due to the MMSE filters being calculated in each time-slot of the
subframe, which allow them to better approximate the filters in each slot, compared
to the case where a single filter is used to approximate the entire subframe (two
slots) in the case of receivers (a) and (b).

Discussion

From the previous results, we propose employing receiver strategy (d). It exhibits
only a small performance loss in moderate to long delay spreads, and it is very robust
to high Doppler spreads. In terms of complexity saving, it calculates a single filter
in the middle of each RB, which is then applied to the entire RB. Since each RB has
18 data-blocks as mentioned before, then receiver (d) would provide a complexity
reduction of 18/1 = 18 times, compared to a full blown receiver that calculates
an MMSE filter at every data-block. If the environment is expected to be highly
frequency-selective, then receiver (c) would be a better choice, but it will have a
reduction in complexity of only 18/3 = 6 times, compared to a full receiver.

It can also be noticed that in both figures, the performance of the full receiver
gets better as the channels get more selective. The reason for that is due to the
diversity gain harvested by the channel code at the bit-level [86], and also by the
short spreading signatures when the channel becomes highly selective in the direction
of spreading (frequency in our case). However, under practical activity detection,
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Figure 4.12: Performance of the receiver strategies at different velocities.

channel estimation, and realistic OFDM modulation, we expect the performance to
become worse at high delay and Doppler spreads, as the impact of these imperfec-
tions would dominate the overall detection performance.

4.3.2 Exploiting the Spatial Domain

Adding more receive antennas at the BS makes the columns ofGi in (2.2) longer, i.e.,
the effective signatures of the UEs get longer. Combined with the assumption that
the antennas experience sufficiently uncorrelated fading, these resultant signatures
will in turn have a lower cross-correlation, i.e., less interference between the UEs.
This behavior is well-known in the context of massive MIMO, which results in linear
receivers performing close to optimal, and even a MF can provide a good performance
[87]. In our case, we do not have a massive MIMO assumption, and we employ
iterative receivers. The question then is, as we add more antennas, do we really need
to use an exact MMSE filter for the NOMA detection in (4.18), or is it sufficient to
employ an approximation, such as a MF? To answer that, consider the MMSE filter
given by

VMMSE
i = GH

i (GiG
H
i + σ2nI)

−1.

Let Zi = GiG
H
i + σ2nI as in (4.20). Using a Neumann series expansion, its inverse

can be approximated as [87–89]

Z−1
i ≈ βi

N−1"
n=0

(I − βiZi)
n, (4.25)
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where N is the number of terms used for the approximation, and βi is a parameter
that should be chosen such that the sum converges as N → ∞. For guaranteed
convergence, the spectral radius of I − βiZi must satisfy [88]

ρ(I − βiZi) < 1, (4.26)

where ρ(.) denotes the spectral radius. Since Zi is positive semi-definite, then con-
dition (4.26) is equivalent to

|1 − βiλmax(Zi)| < 1, (4.27)

where λmax(Zi) denotes the maximum eigenvalue of Zi. Solving (4.27) yields the
following range for βi

0 < βi < 2/λmax(Zi). (4.28)

The idea is to choose a βi that results in a fast convergence, that is, with as few
sum terms as possible. However, this can be computationally problematic, since it
involves the calculation of eigenvalues. Therefore, we use a low-complexity approxi-
mation given by the trace, i.e., we choose βi as

βi = 2/tr(Zi). (4.29)

Now, if we take a zeroth-order approximation, we end up with the MF. Let us
instead consider a first-order approximation

Z−1
i ≈ βi(I+ (I − βiZi)) = βi(2I − βiZi). (4.30)

Our approximate filter then is given by

VApprox
i = βiG

H
i (2I − βiZi). (4.31)

Note that for modulation orders higher than 4-QAM, both the MF and approximate
filter outputs need to be scaled down by the effective filter-channel gains to get
correct amplitude scaling for the demapping operation. In our case, we only consider
4-QAM, and therefore we ignore the exact scaling.

Example Scenario with Two and Four Antennas

We consider a simulation scenario with a similar setup as in Table 4.2. All the UEs’
channels have an RMS delay spread of 300 ns, and all the UEs are moving at a
velocity of 50 km/h. We employ receiver strategy (d), in which only a single filter
is calculated in every RB. We compare the case where the BS is equipped with two
antennas (as in previous simulations) against the case where it is equipped with four.
In each case, we compare exact MMSE filtering against the first-order approximation
in (4.31) and against a MF. The x-axis this time is the average SNR of the UEs,
and similarly to the previous section, a pathloss spread of ±5 dB is applied.
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Figure 4.13: Performance of the approximate filter and the MF for the cases of
R = 2 and 4. Strategy (d) is employed here.

Figure 4.13 shows the BLER performance of the different filters. It can be
observed that for the two antennas case, a substantial gap exists between the ap-
proximate and exact filters. However, the gap becomes almost non-existent once we
switch to four antennas. Similarly, for the MF, the gap is much smaller compared
to the two antennas case. The interesting point here is that by adding only two
additional antennas, we almost closed the gap to the exact MMSE filter. We did
not need to go for a large number of antennas. This trend suggests that for even
a higher number of receive antennas, a MF would be a proper replacement of the
exact MMSE filter, with only a small impact on performance. Also, we see that the
gap to the OMA user is reduced as well, suggesting that receiver strategy (d) now
incurs even less performance loss compared to a full receiver.

Complexity-wise, it might seem that the approximate filter has a cubic complex-
ity order, as it involves a matrix-matrix multiplication. However, since we are only
interested in the filter output, it can be implemented as a cascade of two MFs [87],
i.e., first apply (2I−βiZi), and then filter the output with βiG

H
i . This requires only

matrix-vector multiplications which have a complexity order of O(L2N2
R +KLNR).

On the other hand, exact MMSE filtering can also be implemented through cascade
filters, however, one of the cascade filters requires a matrix inverse computation,
and therefore the exact filter has a complexity order of O(L3N3

R +L2N2
R +KLNR).

As can be seen, it is much higher compared to the first-order approximate filter,
especially in the range where K ≤ LNR.
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4.4 Final Remarks

We considered in this chapter receive-side aspects of the NOMA transmission, with
the goal of describing low-complexity implementations. In the first part, we dealt
with the problem of user activity detection in the context of grant-free access, where
we utilized subspace methods, and investigated the influence of the channel selectiv-
ity on the performance. Although showing promising results in terms of providing
reliable detection capabilities, there are still aspects that have not been considered
in detail. The length of the pilot signatures considered was Lp = 12, similar to LTE.
However, if the number of simultaneously active UEs is higher than that, then such
a setup would not work anymore, and the length of the pilot sequences has to be
increased. This increase, however, should be done in a way which does not cause fur-
ther channel variability along the spreading interval. Spreading pilots in 2D might
offer good robustness in this case. The other aspect is with respect to the number
of RBs occupied. Recall that subspace methods are based on the estimated sample
autocorrelation matrix. Therefore, it is important that the number of pilot-blocks
over the time-frequency grid and across the different receive antennas, exceed the
number of active UEs. This can be a problem, if the transmission is allocated a very
small number of RBs, which could be the case for MTC. However, as long as the BS
is equipped with a sufficient number of antennas, this issue can be circumvented.

In the second part, we utilized the correlation of the channel to reuse the calcu-
lated filters between neighbouring spreading blocks over the time-frequency frame.
We also utilized the increase in the dimensionality stemming from the spatial domain
to replace exact MMSE filtering with a lower-complexity approximation requiring
no inverse calculation. Implementing this in practice requires further investigation,
because how much the link performance is susceptible to those approximations de-
pends on the used rate parameters, such as the coding rate, modulation order, and
spreading length. For higher transmission rates, the residual errors due to those
approximations might prevent correct decodability.

60



5
Controlling the Channel:

RIS-Assisted Uplink NOMA

For beyond fifth-generation (B5G) wireless networks, RISs have been identified as a
key technology to enhance the spectral- and energy-efficiency at low-cost. Consist-
ing of configurable nearly-passive elements, these surfaces are capable of altering the
propagation of the electromagnetic waves impinged on them, allowing to perform
passive beamforming of the waves from and to a certain point, suppress interference,
extend the coverage area, and more. The combination of RISs with NOMA has at-
tracted attention recently, showing promising gains in terms of the energy efficiency,
sum-rate, and outage performance. As these surfaces are capable of adjusting the
received powers of the UEs, optimizing them has a direct impact on the IC detection
order at the BS. Hence, identifying proper RIS configurations for such a combination
with NOMA is important.

In the previous two chapters, we considered optimizing the transmitter and re-
ceiver for NOMA operation, accepting whatever the channel provides and dealing
with its randomness. In this chapter, we take control of the channel by employ-
ing RISs, focusing mainly on adjusting the received powers of the UEs at the BS.
First, we consider a RIS-assisted power-domain NOMA uplink with two UEs only.
We attempt to characterize the statistics of the resulting propagation channel by
approximating the received powers as gamma random variables. This allows us to
characterize the outage performance of UEs under various RIS configurations, and
to identify robust operating points. Then, in the second part, we bring the NOMA
code-domain into the mix, and target scenarios supporting massive connectivity.
Namely, we consider a massive MIMO cluster-based deployment, where each cluster
is served by RIS in combination with code-domain NOMA.
The analysis and results in this chapter have been first published in [38–40].
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5.1. Reconfigurable Intelligent Surfaces

BS UE

RIS

Figure 5.1: RIS-assisted transmission with blocked LOS to the BS.

5.1 Reconfigurable Intelligent Surfaces

RISs, also known as intelligent reflecting surfaces (IRSs), are surfaces consisting
of a large number of elements that can actively interact with the electromagnetic
waves incident upon them. By electrically controlling these elements, those surfaces
can produce reflected waves with modified phase, amplitude, frequency, and/or po-
larization [22]. Being able to control the propagation channel can lead to favorable
wireless transmission with improved spectral and energy efficiency [20,21]. The most
considered form of wave-front modification is phase-shifting of the impinging waves
upon the different elements. In this case, a form of passive beamforming can be
achieved, which is beneficial in the context of extending the coverage area, focusing
the energy towards a certain UE, reducing interference, etc [22, 23]. An example
application would be to provide a better coverage for a UE that has a blocked line-
of-sight (LOS) to the BS, as illustrated in Figure 5.1. This is achieved by aligning
the channels across the different elements in phase, resulting in a focusing of the
energy from the transmitter to the receiver.

To gain further insights, let us consider the system model for single-antenna
transmitter and receiver with blocked LOS, assisted by a RIS consisting of N ele-
ments. The received signal at the BS transmitted by UE-k is the sum of the signals
reflected along the individual elements, i.e.,

y =
 
lBSlhk

Pk h
T
BSΦhk xk + n, (5.1)

where hBS ∈ CN , and hk ∈ CN are the small-scale fading vectors of the BS-RIS
and RIS-UE links, respectively. The parameters lBS and lhk

are the corresponding
pathlosses, Pk and xk are the transmit power and symbol of the kth UE, and n is
the zero-mean Gaussian noise with power σ2n. The matrix Φ ∈ CN×N is a diagonal
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5.1. Reconfigurable Intelligent Surfaces

matrix defined as

Φ = diag
�
η1e

jφ1 , η2e
jφ2 , . . . , ηNe

jφN
�
, (5.2)

where ηl and φl are the amplitude adjustment and phase-shift applied at the lth-
element of the RIS, respectively. Note that the RIS term is nothing more than the
sum of individual channels across the elements, i.e.,

hT
BSΦhk =

N"
l=1

ηle
jφlhBS,lhk,l, (5.3)

where hBS,l and hk,l are the lth elements of hBS and hk, respectively. We assume
that no amplitude adjustment happens at the surface (not even material loss), and
therefore we fix η1 = η2 = · · · = ηN = 1. We also assume that the elements of the
RIS are sufficiently spaced from each other, such that uncorrelated fading across the
elements holds at least approximately.

To maximize the receive power of the kth UE, i.e., coherently combine its reflected
waves, the phase-shifts are set as

φl = − arg
�
hBS,lhk,l

�
, (5.4)

which can be shown by a simple application of the triangular inequality on the
received amplitude. This results in the following expression for the RIS term

hT
BSΦhk =

N"
l=1

|hBS,l||hk,l|. (5.5)

Assuming i.i.d. hBS,l and hk,l, where E{|hBS,l|2} = E{|hk,l|2} = 1 and E{|hBS,l||hk,l|} =
µ, the mean power of the sum can be expressed as

E
�%%%% N"

l=1

|hBS,l||hk,l|
%%%%2 = E

� N"
l=1

|hBS,l||hk,l|
2

+Var

� N"
l=1

|hBS,l||hk,l|


=

� N"
l=1

E{|hBS,l||hk,l|}
�2

+
N"
l=1

Var
�|hBS,l||hk,l|

�
= N2µ2 +N(1 − µ2).

(5.6)

This shows a quadratic scaling of the receive power with N . Similarly, under the
random combining case, in which φl is drawn randomly from the range [0, 2π], one
can show that the receive power is given by

E
�%%%% N"

l=1

ejφlhBS,lhk,l

%%%%2 = N, (5.7)
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5.2. RIS-Assisted Two-User NOMA Uplink

which shows only a linear scaling with the number of elements. The quadratic
and linear gains achieved under coherent and random combining, respectively, are
subject to controversy. The reason is that one may argue that the RIS channel should
be normalized as part of the environment, and therefore the sum term should be
scaled by 1/

√
N . This would be the case if the RIS is to be deployed along an

already existing structure in the environment, such as a building wall. In this case,
a beamforming gain of only N would be observed under coherent combining, while
under random combining there would almost be no gain, since the RIS would be
producing random reflections, similar to what the wall beneath it would otherwise
produce. In the remaining of this chapter, we will assume that the RIS occupies a
new space in the environment, e.g., on a building roof-top, adding new propagation
paths, and therefore the quadratic gain would make sense.

5.2 RIS-Assisted Two-User NOMA Uplink

The combination of NOMA with RISs has been gaining attention in the literature,
with many works showing potential gains in terms of energy efficiency, sum-rate, and
outage performance [25–31]. Given the multi-user nature of NOMA, an important
aspect is how to configure the elements of the surface across the multiple UEs. In
some works, the phase shifts across the different elements are set jointly according
to a certain design criterion [26, 27, 90], such as maximizing the sum-rate. Other
works consider the case where the entire surface is used to boost one of the NOMA
UEs [25, 28]. In this section, we consider a two-UE RIS-assisted NOMA uplink, in
which the elements of the RIS are split between the two NOMA UEs, i.e., part of
the surface is used to coherently combine the signal of the first UE, while the other
part is used to coherently combine the signal of the second one. We assume the
communication to take place primarily through the surface, e.g., due to blockage
of the direct links to the BS. All the links are assumed to undergo Nakagami-m
fading, allowing to flexibly capture line-of-sight (LOS) and non-line-of-sight (NLOS)
propagation conditions [91]. Our goal is to analyze the outage probability under
NOMA interference cancellation (IC) for different splits of the elements and pathloss
differences between the UEs.

5.2.1 Two-UE System Model

We consider a single-antenna two-UE NOMA uplink assisted by an N -elements RIS,
as shown in Figure 5.2. At the BS, the received signal is given by

y =
2"

k=1

 
lBSlhk

Pk h
T
BSΦhk xk + n. (5.8)
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BS
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UE1
UE2
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Figure 5.2: The uplink RIS-assisted NOMA setup.

To be flexible in terms of modeling LOS and NLOS propagation conditions, the links
are assumed to undergo Nakagami-m fading, i.e.,

|hBS,l| ∼ Nakagami(mBS, 1),

|hk,l| ∼ Nakagami(mhk
, 1),

(5.9)

where mBS and mhk
are the corresponding distribution parameters.

As mentioned, we consider the case where the elements of the RIS is split between
the two UEs, i.e., a total of N1 elements are configured to coherently combine the
signal of UE1, while N2 = N −N1 elements are configured for UE2. The phases are
then set to

φl = − arg
�
hBS,l hk,l

�
, l ∈ Ck, (5.10)

where Ck is the set of elements that are configured to boost the kth UE. Therefore,
the RIS term can be written as

hT
BSΦhk =

"
l∈Ck

%%hBS,l

%%%%hk,l

%%
� �� �
coherently combined
part of the kthUE

+
"
l∈Ck

ejφlhBS,l hk,l� �� �
randomly combined
part of the kthUE

, (5.11)

where the complement set Ck is the set of elements that are not configured for the
kth UE, and thus will result in a random combining of its phases. Note that C1 = C2,
i.e., the part that will coherently combine the signal of one of the UEs, will randomly
combine the signal of the other one. This is under the assumption that the channels
of the two UEs are uncorrelated.
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5.2.2 Outage Analysis

Our goal is to obtain expressions that describe the outage probability of the kth UE
in combination with IC. In the presence of the interference from the other jth UE,
the SINR outage for the kth UE is defined as

p
(k)
out = P

�
ZkPk

ZjPj + σ2n
≤ 𝜖


, (5.12)

where Zk, as defined below in (5.14), is the effective channel power of the kth UE,
and 𝜖 is the outage threshold. If the interference is removed via IC, then the outage
is defined for the SNR as

p
(k)
out, SNR = P

�
ZkPk

σ2n
≤ 𝜖


, (5.13)

which is simply the cumulative distribution function (CDF) of Zk evaluated at
𝜖σ2n/Pk. In order to evaluate these probabilities, an access to the distributions of
Zk and Zj is required, which are difficult to characterize, let alone obtaining exact
closed-form expressions from them. For that reason, we resort to approximating the
received powers as gamma random variables (RVs) via moment matching in a fashion
similar to [92]. On the one hand, the gamma distribution encompasses many power
distributions as special cases, allowing to model various propagation conditions, and
on the other hand, it allows for tractability when evaluating the outage. To do so,
we need access to the moments of Zk and Zj, for which we first need to characterize
their statistics. Before going further, we state how the gamma moments matching
is performed.

Lemma 5.1. Let X be a non-negative RV with first and second moments given by
µX = E{X} and µ

(2)
X = E{X2}, respectively. The gamma RV Y ∼ Γ(v, θ) with the

same first and second moments has shape v and scale θ parameters

v =
µ2X

µ
(2)
X − µ2X

, θ =
µ
(2)
X − µ2X
µX

.

Additionally, gamma RVs satisfy the scaling property, in the sense that if Y ∼
Γ(v, θ), then cY ∼ Γ(v, cθ).

Proof. It can be found in statistics books, such as [93].

Statistics of the Received Power

Let Zk be the channel power of the kth UE, i.e.,

Zk = lBSlhk

%%%%"
l∈Ck

%%hBS,l

%%%%hk,l

%%+"
l∈Ck

ejφlhBS,l hk,l

%%%%2. (5.14)
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Our goal here is to approximate Zk as a gamma RV via second-order moments
matching, which requires an access to its first two moments. To simplify matters,
we first address the statistics of the two sum terms inside.

Lemma 5.2. For the two sum terms in (5.14) given by

SCk =
"
l∈Ck

%%hBS,l

%%%%hk,l

%%,
SCk

=
"
l∈Ck

ejφlhBS,l hk,l,

their distributions are approximated as

SCk
approx∼ Γ

�
Nk

µ2k
1 − µ2k

,
1 − µ2k
µk

�
,

SCk

approx∼ CN �
0, N −Nk

�
,

with

µk =
Γ(mBS +

1
2
)Γ(mhk

+ 1
2
)

Γ(mBS)Γ(mhk
)(mBSmhk

)1/2
,

where Γ(.) is the gamma function.

Proof. For SCk , all the fading terms are positive in-phase aligned, constituting a sum
of identical unit-power double-Nakagami RVs. By the causal form of the central limit
theorem (CLT) [94], we can approximate the sum of positive RVs by a gamma RV
via Lemma 5.1 (similar approximation for Rayleigh fading can be found in [95]). For
that, we need the first and second moments of the sum. Note that the denominator of
v and the numerator of θ in Lemma 5.1 are the variance, which is easier to calculate
here. The mean and variance of the sum under unit-power i.i.d. conditions are given
by

µSCk
=

"
l∈Ck

E
�|hBS,l||hk,l|

�
= Nkµk,

µ
(2)
SCk

− µ2SCk
=

"
l∈Ck

Var
�|hBS,l||hk,l|

�
= Nk(1 − µ2k),

with

µk = E
�|hBS,l||g1,n|� = E

�|hBS,l|
�
E
�|g1,n|�

being the product of the mean of two independent Nakagami RVs. Substituting the
values, we arrive at the final result. For the second term SCk

, it consists of out-
of-phase complex unit-power i.i.d. RVs, which can be approximated by a complex-
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(b) Density of |S2|.
Figure 5.3: Density of S1 and |S2| for N1 = N2 = 4, mBS = 3, mg1 = 1, and φl being
uniformly distributed.

Gaussian through the conventional CLT. As shown in [29], even under correlation
of the real and imaginary parts, the CLT still provides a good approximation.

Figure 5.3 shows in log-scale the density of the sum terms obtained empirically
by simulation vs. our approximations for N1 = N2 = 4. As can been seen in
Figure 5.3a, the gamma approximation of SCk holds very well even in the case of
only four elements, showing good match at the tails of the distribution as well. As
for SCk

, we compare its magnitude to our Rayleigh fit (magnitude of Gaussian). We
see that it does provide a good fit; however, it is not as good at the tails compared to
the gamma approximation in the case before. For a larger number of elements, the
assumptions based on the CLT will hold tighter and therefore the approximations
will further improve.
We can now write the channel power compactly as

Zk = lBSlhk
|SCk + SCk

|2, (5.15)
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with the first two moments given by the following lemma.

Lemma 5.3. The first two moments of the channel power under elements splitting
are given by

µZk
= lBSlhk

�
µ
(2)
SCk

+ µ
(2)
|SCk |

�
,

µ
(2)
Zk

= (lBSlhk
)2
�
µ
(4)
SCk

+ µ
(4)
|SCk |

+ 4µ
(2)
SCk
µ
(2)
|SCk |

�
,

where

µ
(p)
SCk

=
Γ
�
Nk

µ2
k

1−µ2
k
+ p

��
1−µ2

k

µk

�p

Γ
�
Nk

µ2
k

1−µ2
k

� ,

µ
(p)
|SCk |

= Γ
�
1 +

p

2

�
(N −Nk)

p/2.

Proof. Expanding (5.15), we have

µZk
= lBSlhk

E
�
S2
Ck + |SCk

|2 + 2SCkR{SCk
}�.

We make the assumption here that the phase of SCk
is zero-mean symmetric. This is

valid since it results from an out-of-phase summation of the terms. Therefore, its real
part will be zero-mean as well, leading to E

�
SCkR{SCk

}� = E
�
SCk

�
E
�R{SCk

}� = 0,

giving the final result. We proceed in a similar manner for µ
(2)
Zk
. After the expansion

we get

µ
(2)
Zk

= (lBSlhk
)2E

�
S4
Ck + |SCk

|4 + 2S2
Ck |SCk

|2 + 4S3
CkR{SCk

}
+ 4SCk |SCk

|2R{SCk
} + 4S2

CkR{SCk
}2
�
.

Following the assumptions of independence and zero-mean symmetry, we have

E
�
S3
CkR{SCk

}� = E
�
S3
Ck
�
E
�R{SCk

}� = 0,

and

E
�
SCk |SCk

|2R{SCk
}� = E

�
SCk

�
E
�|SCk

|2R{SCk
}�

= E
�
SCk

�
E
�R{SCk

}3 + J{SCk
}R{SCk

}�
= 0,

where the final result follows from the fact that the third moment is zero as well (due
to symmetry), and independence between the real and imaginary parts. For the last
term, we assume that the power is split equally across the real and imaginary parts,
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and therefore

E
�
S2
CkR{SCk

}2
�
= E

�
S2
Ck
�
E
�|SCk

|2�/2.
We get the final results by collecting the terms back and substituting the moments
of gamma and Rayleigh (magnitude of Gaussian) RVs.

Finally, after scaling with the transmit power, the received power of the kth UE
is expressed as

ZkPk
approx∼ Γ

�
vk, Pkθk

�
, (5.16)

where vk and θk are the gamma parameters matched to the moments in Lemma 5.3.

Outage Probability under Interference Cancellation

Next, we calculate the outage probability for the uplink RIS-NOMA system under
IC. First, we evaluate the outage probability without IC.

Proposition 5.1. Let ZkPk ∼ Γ(vk, Pkθk) be the received power of the kth UE,
ZjPj ∼ Γ(vj, Pjθj) the received power of the jth UE, with σ2n being the noise power.
The RIS-NOMA outage probability without IC is given by

p
(k)
out ≈ I

�
𝜖θ̂j

θ̂k + 𝜖θ̂j
; v̂k, v̂j

�
,

where I(.; ., .) is the regularized incomplete beta function, and

v̂k = vk , θ̂k = θkPk ,

v̂j =

�
vjθjPj + σ

2
n

�2
vj(θjPj)2

, θ̂j =
vj(θjPj)

2

vjθjPj + σ2n
.

Proof. Let X ∼ Γ(vX , θX) and Y ∼ Γ(vY , θY ) be two independent gamma RVs, then
their ratioR = X/Y is known to be beta prime distributed, i.e., R ∼ β

��
vX , vY , 1, θX/θY

�
,

with its CDF given by

P
�
R ≤ 𝜖

�
= I

�
𝜖θY

θX + 𝜖θY
; vX , vY

�
.

However, the denominator in (5.12) is not gamma distributed, due to the presence
of the noise term. Therefore, we approximate the interference-plus-noise term by an
equivalent gamma RV, again, via moments matching. By doing so, and using the
gamma scaling property, we are arrive at the final results.

The detection scheme we consider here is parallel, in the sense that UE1, UE2, or
both can be detected correctly at the first iteration and removed from the received
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signal. Whatever remains can be detected in the second iteration after IC. Such
a formulation allows us to assume an arbitrary cancellation order and saves us the
hassle of order statistics as would be required under successive IC. This is formulated
in the following proposition.

Proposition 5.2. The RIS-NOMA outage probability of the kth UE under IC is
given by

p
(k)
out, IC ≈ 1 − min

�
p(k)succ + p

(j)
succ p

(k)
succ, SNR , p

(k)
succ, SNR

�
, (5.17)

where p
(k)
succ = 1− p(k)out and p

(k)
succ, SNR = 1− p(k)out, SNR are the success probabilities, with

p
(k)
out, SNR as defined in (5.13) is the gamma CDF given by

p
(k)
out, SNR = γ

�
vk,

𝜖σ2n
θkPk

�
(5.18)

with γ(., .) being the regularized incomplete gamma function.

Proof. There are two paths for a successful detection of the kth UE: it is detected
correctly in the first iteration; or, it is not, but the other UE is detected correctly,
and after IC, the kth UE is detected interference-free in the presence of noise only.
Following these events, we can approximate the success probability under IC as
p
(k)
succ, IC ≈ p

(k)
succ + p

(j)
succ p

(k)
succ, SNR. The detection sequence just mentioned is not of

fully independent events; hence, the approximation sign. To further improve the
approximation, we make use of the fact that the performance cannot be better than
that of the interference-free noise-only case. We get the final results by taking the
minimum between that expression and the noise-only case.

5.2.3 Analysis of an Example Scenario

We consider a scenario where the communication between the NOMA UEs and the
BS takes place through a 32-elements RIS, and evaluate the outage performance
using (5.17). We assume the RIS to have a strong LOS connection to the BS, while
the UEs have moderate LOS to the RIS, with UE1 having a stronger LOS than UE2.
This is set by adjusting the corresponding Nakagami m parameters. The pathloss
of UE1 is fixed to −70 dB, while for UE2, it varies. Without loss of generality,
we assume that both UEs are transmitting with the same power, i.e., P1 = P2.
In practice, the UEs might transmit with different powers; however, that does not
affect the validity of our analysis here. It holds for any choice of P1 and P2. The
simulation parameters are summarized in Table 5.1.

Impact of Elements Splitting

We define the split factor α as the percentage of elements that are allocated for the
coherent combining of the signal of UE1. Given that N1 elements are allocated to

71



5.2. RIS-Assisted Two-User NOMA Uplink

Parameter Value

RIS elements N = 32

Transmit powers P1 = P2 = 30dBm

Nakagami parameters mBS = 6
mh1 = 3, mh2 = 1.5

Pathlosses lBS = −65 dB
lh1 = −70 dB, lh2 is variable

Noise power σ2n = −110 dBm

Table 5.1: Simulation parameters for the elements’ split scenario.

UE1, the split factor then is defined as

α = N1/N, (5.19)

and thus the number of elements allocated for UE2 is

N2 = N − ⌈αN⌉. (5.20)

When α = 1, all the elements are allocated to UE1, while for α = 0, all the elements
are allocated to UE2, etc.

We investigate the outage performance over the split factor α for different values
of the outage threshold 𝜖. Figure 5.4a shows the performance when the UEs have
equal pathloss. In this case, the outage probability for both UEs is minimized, if
most of the elements are configured to boost one of the UEs. The reason for this is,
when the split is close to 50%, then it is more likely that both UEs will be received
with similar strength at the BS. This, in turn, makes IC more difficult, since the
UEs would suffer strong interference from each other. Therefore, when the pathloss
difference between the two UEs is small, it makes sense to focus on boosting one of
the UEs, such that the power gap between them increases, allowing the stronger UE
to be detected correctly with high probability at the first IC iteration. This should
be done such that the weaker UE still gets assigned a sufficient number of elements,
ensuring that its signal is also sufficiently boosted. For example, in Figure 5.4a for
𝜖 = 1dB, operating around a split of 0.2 or 0.8 offers a balanced setup for both UEs.

Figure 5.4b and Figure 5.4c show the outage performance when the pathloss of
UE2 is 5 dB and 10 dB higher than UE1, respectively. We observe that as the gap
increases, and at low outage thresholds, the split moves towards boosting UE2. In
this case, the two UEs have a natural power gap due to the pathloss difference, and
therefore the RIS can be used to enhance the performance of the weaker user (UE2).
It can also be observed that as the gap increases, better performance is achieved for
both UEs. This indicates that when it comes to NOMA user pairing, the BS should
avoid pairing users with similar pathlosses. However, the weak UE should be strong
enough such that after the combining at the surface, it is able to overcome the noise
at the BS receiver.
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Figure 5.4: Outage probability vs. the split factor for different outage thresholds.
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(a) Equal pathloss case.
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(c) UE2 10 dB weaker.
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Regarding the accuracy of the analysis, we observe that the approximations hold
well for the strong UE. As for the weak UE, and at low outage thresholds, a relatively
large gap exists between analysis and simulation for some values of the split factor,
suggesting that the gamma approximation of the power does not hold well under
such splitting conditions.

Selection of the Split Factor

We consider the selection of the split factor α from a robust perspective. To ensure
that boosting the performance of one UE does not come at the cost of degrading
the performance of the other one, the split factor is chosen according to

αrobust = argmin
α

max
k
p
(k)
out, IC. (5.21)

In Figure 5.4a to 5.4c, this would correspond to the points where the UE2 outage
diverges from UE1 and starts saturating (on the right side). However, at high outage
thresholds, it can be observed that the outage probability of UE2 is very high, no
matter what split is applied. For that reason, we introduce the notion of a limiting
threshold λ. If the weak UE outage probability is higher than λ, then the entire RIS
is used to boost the strong UE, as allocating elements to the weak UE would be a
waste of the surface elements. Assuming UE2 is the weaker UE, (5.21) is modified
as follows

αrobust =

�
argminα maxk p

(k)
out, IC, if p

(2)
out, IC < λ,

1, otherwise.
(5.22)

Although the analysis results shown in the previous subsection is not very accurate
at low outage thresholds, it can be seen that the robust point occurs almost at the
same α for both analysis and simulation. This motivates the use of the analysis
as a method to determine αrobust. Solving (5.22) in closed-form is difficult due to
the complexity of the functions involved. We thus rely on performing a search
for determining the optimal point. Recall that α = N1/N with N1 = 1, 2, . . . , N
(i.e., the maximum number of possibilities is N), meaning that the search can be
performed quickly.

Figure 5.5 shows αrobust obtained by search through exhaustive simulations vs.
analysis for different pathloss gaps between the two UEs. We observe that at low
pathloss gaps, the split is chosen to boost UE1 (the stronger UE), since it improves
the performance of the NOMA IC. As the pathloss of UE2 increases, the robust RIS
strategy attempts to compensate for the high pathloss by allocating more elements
to UE2. The sudden jumps to 1 are due to the limiting threshold, which is set to
λ = 10−1 here. This indicates that at those outage thresholds, the performance
of UE2 is unacceptable anyway, that it is better to use the entire surface to boost
UE1. Also, at low outage thresholds, we observe that a split close to 50% seems
to be the robust selection, while at high outage thresholds, the selection across the
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Figure 5.5: Robust selection of the split factor for different pathloss gaps (search via
analysis vs. exhaustive simulations).

different gaps can vary substantially. Note that at low outage thresholds, the outage
probability is very low, which makes the simulation-based selection inaccurate, since
it would require a huge number of simulation samples. This is the advantage of the
analytical based approach, since it can predict the performance, even at very low
outage probabilities.

5.3 Combination with Code-Domain NOMA

In the previous part, we considered the combination of RISs with power-domain
NOMA for two UEs. We saw how the RIS configuration can heavily impact the
NOMA IC performance, as it can alter the receive powers of the UEs at the BS.
We now investigate the combination of a RIS with code-domain NOMA, in the
context of a cluster-based massive MIMO deployment. As it is likely that those
surfaces would be deployed at rooftops, we make the assumption that each cluster
is served by a RIS having a strong LOS connection to the BS. The BS forms beams
towards the clusters’ RISs, allowing to simultaneously boost the received power of
the target cluster and suppressing inter-cluster interference, as depicted in Figure 5.6.
In order to support massive connectivity, code-domain NOMA via short spreading is
employed in each cluster. At the BS, and after spatial filtering, MMSE-IC detection
is carried out to detect the NOMA UEs. The question then is, how to configure the
RIS such that a large number of UEs is supported?
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Target cluster

Interfering cluster

Figure 5.6: The cluster-based RIS-assisted NOMA uplink.

5.3.1 System Model Combined with Code-Domain NOMA

We consider a cluster of K single-antenna UEs communicating with an NR-antennas
BS through an N -elements RIS. Due to blockage, we assume the communication
to take place primarily through the RIS, and therefore we drop the direct paths
between the UEs and the BS. We will further justify this assumption later. With
each UE transmitting using a short spreading signature sk, the received signal at
the BS, y ∈ CLNR×1, is given by

y =
K"

k=1

 
lBSlhk

PkL
�
HBSΦhk ⊗ sk

�
xk + z+ n, (5.23)

where the matrix HBS ∈ CNR×N represents the small-scale MIMO fading channel of
the BS-RIS link. The term z ∈ CLNR×1 is the sum of all received signals from outside
the intended cluster, i.e., inter-cluster interference. Since the RIS is deployed in a
LOS to the BS, the BS-RIS channel is rank-1 (assuming far-field with respect to the
BS), and is given by HBS = abH , where a and b are the array responses at the BS
and RIS, respectively. The received signal can then be written as

y = (a ⊗ IL)
K"

k=1

 
lBSlhk

PkL
�
bHΦhk ⊗ sk

�
xk + z+ n. (5.24)

Equipped with a large number of antennas, the BS forms a beam towards the clus-
ter’s RIS, boosting the received power on the one hand, and on the other hand,
suppressing inter-cluster interference. To achieve this, beam forming via maximum-
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ratio combining (MRC) is performed. This further justifies the assumption of drop-
ping the direct path between the UEs and the BS, as it would be even weaker after
beamforming. The MRC spatially filtered signal ỹ = (aH ⊗ IL)y is given by

ỹ =(aHa ⊗ IL)
K"

k=1

 
lBSlhk

PkL
�
bHΦhk ⊗ sk

�
xk + (aH ⊗ IL)z+ (aH ⊗ IL)n.

(5.25)

With the beamforming towards the target RIS, inter-cluster interference is greatly
reduced, i.e., (aH ⊗ IL)z ≈ 0. Since we have aHa = NR, and letting ñ = (aH ⊗ IL)n
be the spatially filtered noise with σ2ñ = NRσ

2
n, (5.25) is further developed as

ỹ =
K"

k=1

�
N2

RlBSlhk
PkL

�
bHΦhk ⊗ sk

�
xk + ñ. (5.26)

Notice that bHΦhk is a scalar and therefore ⊗ is no longer necessary. Let βk =�
NR

2lBSlhk
PkL, w = diag(ΦH), and ĥk = b∗ ◦ hk, where ◦ denotes the Hadamard

product, the post-spatially filtered signal can finally be written as

ỹ =
K"

k=1

βk(w
Hĥk) skxk + ñ. (5.27)

In order to detect the UEs within the cluster, the BS performs MMSE-IC detection,
with a UE being detected correctly if its SINR exceeds a certain rate threshold.
Assuming, for simplicity, a successive IC in which one UE is detected per IC stage,
and assuming a detection order of UE1, UE2, . . . , UEK, the post-filtering SINR of
the kth UE is given by

SINRk =
|βk

�
wHĥk

�
vH
k sk|2#K

l=k+1 |βl
�
wHĥl

�
vH
k sl|2 + σ2ñ∥vk∥2

, (5.28)

where vk is the MMSE filter applied at the kth stage. As can be seen, every time a
UE is removed, the next UE in the next IC stage experiences less interference, until
we reach the last UE, in which it only has to deal with noise. The goal now is to
design w such that

SINRk ≥ 𝜖k, ∀k, k = 1, 2, . . . , K, (5.29)

where 𝜖k is the detection (or outage) threshold of the kth UE. In other words,
we choose the phase-shifts at the RIS such that the power gaps between the UEs
combined with the MMSE filtering and IC result in SINRs exceeding the required
threshold for decodability, at each of the IC stages.

We have multiple problems here; first, the detection order of the UEs, to begin
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with, is unknown and it depends on the choice of w. This can be clearly seen in
(5.27), where the received power of the users is directly impacted by the choice of w.
In other words, the optimal detection order and w need to be determined jointly,
requiring a search over all possible detection orders, which can be of prohibitive
complexity for large K; second, the resulting SINR at each stage depends on the
MMSE filter vk; however, vk also depends on w and the detection order (coupled),
and therefore determining w depends on the resulting vk; third, even if everything
is known, how do we find a w satisfying all of the K inequalities in (5.29)?

5.3.2 Sum-Rate Optimized Phase-Shifts

It is known from the MIMO literature that MMSE-IC is a sum-rate optimal detection
scheme [96]. Therefore, one way to avoid the aforementioned problems with the
detection order and the choice of the MMSE filter, is to optimize w such that the
sum-rate of the cluster is maximized. To that end, the sum-rate is given by

Rsum =
1

L
log2 det

�
IL +

1

σ2ñ

K"
k=1

β2
k(w

Hĥk)sks
H
k (ĥ

H
k w)

�
. (5.30)

Due to the determinant operator det() and the sks
H
k term, maximizing the above

sum-rate expression is not an easy task. To manage that, we drop the spreading, and
optimize the system as if no spreading is employed, i.e., we set L = 1 and sk = 1, ∀k.
Such an optimization would correspond to a pure power-domain NOMA system, i.e.,
a worst-case scenario in which the spreading has no impact. Then, (5.30) becomes

R(no spread.)
sum = log2

�
1 +

1

σ2ñ

K"
k=1

β2
kw

Hĥkĥ
H
k w

�
. (5.31)

Let H =
#K

k=1 β
2
kĥkĥ

H
k , the sum-rate maximizer is given by

wsum =argmax
w

wHHw

s.t. |[w]n| = 1, n = 1, 2, . . . , N,
(5.32)

where the condition |[w]n| = 1 refers to the nth element of w performing a phase-
shift only. In order to solve (5.32), we relax it to a conventional quadratic problem.
Therefore, the maximizer of wHHw is given by the eigenvector of H corresponding
to its maximum eigenvalue. Let umax be that eigenvector, the elements of wsum are
then set to

[wsum]n = exp(j∠[umax]n), n = 1, 2, . . . , N, (5.33)

i.e., wsum is set such that it performs the same phase-shifts as umax.
The issue with the sum-rate optimized shifts is that if the UEs have similar
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receive powers, then the RIS would boost all of them by an equal amount, i.e., it
only provides a SNR gain (the strongest eigenvector would point in the direction
that favors all the UEs). This is beneficial if the system suffers from low SNR;
however, our major problem here is multi-user interference, and the goal is to boost
the UEs with different portions, such that sufficient power gaps are created between
them, allowing the IC to operate successfully. Also, in our optimization above,
spreading is not taken into account. However, if the UEs have sufficient power
gaps between them (e.g., due to different pathlosses), then wsum can provide a good
solution, as the strongest eigenvector would point in the direction of the strongest
UEs, and this helps to further enlarge the gaps (the RIS would boost the stronger
UEs further), resulting in better sequential SINRs under IC. We will see this effect
later in Section 5.3.4.

5.3.3 Proposed Optimization Approach

Robust optimization of the phase-shifts requires solving the inequalities of (5.29).
However, as we mentioned before, the optimal solution is difficult to obtain, due to
the coupling between the detection order and the MMSE filter with the RIS phase-
shifts. In the following, we propose a suboptimal procedure that allows us to obtain
a solution to the problem.

Detection Order

The optimal solution requires an exhaustive search over all possible detection orders,
consisting of K! possibilities. This can be prohibitive for large K, and it is the
large K that we are interested in. A suboptimal approach that can provide a good
performance [27], is to order the UEs based on their received signal strength, i.e,
|βkwHĥk|. However, we can see that it depends on w, which we seek to find in the
first place. For that reason, we do the ordering based on the sum-rate optimized
shifts, i.e., by ordering the UEs according to |βkwH

sumĥk|. In other words, wsum is
employed as the initial solution for determining the detection order. In the following,
and without loss of generality, we assume the resultant UEs’ ordering is

|β1wH
sumĥ1| ≥ |β2wH

sumĥ2| ≥ · · · ≥ |βKwH
sumĥK |, (5.34)

that is, after ordering, UE 1 is the strongest user, while UE K is the weakest one.
This assumption is only applied to simplify notation for the next parts.

MMSE Filtering

The next coupled variable is the MMSE filter. We follow a similar approach as with
the detection order. We calculate the MMSE filters based on the sum-rate solution.
Therefore, given our determined detection order and wsum, the MMSE filters applied
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in (5.28) are such that

vH
k = gH

k

� K"
l=k

glg
H
l + ILσ

2
ñ

�−1

, (5.35)

where gk = βk(w
H
sumĥk) sk.

Phase-Shifts Optimization

Having both the detection order and MMSE filter determined based on wsum, we
now proceed to finding our final phase-shifts. First, we rewrite (5.28) as

wH
�
β2
k|vH

k sk|2 ĥkĥ
H
k

�
w

wH
�#K

l=k+1 β
2
l |vH

k sl|2 ĥlĥ
H
l +

σ2
ñ∥vk∥2
N

IN

�
w
, (5.36)

where the fact that wHw = N has been applied to the noise term. Let

Ak = β2
k|vH

k sk|2 ĥkĥ
H
k ,

Bk =
K"

l=k+1

β2
l |vH

k sl|2 ĥlĥ
H
l +

σ2ñ∥vk∥2

N
IN ,

(5.37)

our optimization problem is then formulated as

find w

s.t.
wHAkw

wHBkw
≥ 𝜖k, k = 1, 2, . . . , K,

|[w]n| = 1, n = 1, 2, . . . , N.

(5.38)

To find a solution to these series of inequalities, we relax (5.38) into a semidefinite
programming (SDP) problem, which can be solved efficiently using convex opti-
mization algorithms [97]. Let W = wwH ; using the trace operator, we have
wHAkw = tr

�
AkwwH

�
= tr

�
AkW

�
. Similarly, we have wHBkw = tr

�
BkW

�
.

The SINR condition is then written as

tr
�
AkW

� − 𝜖k tr
�
BkW

� ≥ 0,

tr
��

Ak − 𝜖kBk

�
W

�
≥ 0.

(5.39)

80



5.3. Combination with Code-Domain NOMA

Finally, our SDP-relaxed problem is given by

find W

s.t. tr
��

Ak − 𝜖kBk

�
W

�
≥ 0, k = 1, 2, . . . , K,

W � 0, [W]n,n = 1, n = 1, 2, . . . , N,

(5.40)

where [W]n,n is the nth diagonal element of W. In this work, the optimizer used
is based on CVX [98]. If a solution is found, then we set wprop (proposed) such
that it performs the same phase-shifts as the eigenvector of W corresponding to its
maximum eigenvalue (best rank-1 approximation) in a similar fashion as in (5.33).
If no solution is feasible, then we rely on the sum-rate solution, i.e., we set wprop =
wsum.

5.3.4 Investigation of an Example Scenario

We consider a scenario where K active UEs in the target cluster communicate with
a 32-antennas BS through a 32-elements RIS. A 4 × 16 Grassmannian codebook
is employed for the spreading. The BS-RIS channel is LOS with pathloss lBS =
−65 dB, while the RIS-UE channels are modeled as Rayleigh fading with the pathloss
uniformly disturbed as lhk

∼ U(−65 − s,−65 + s) dB, i.e., a mean component of
−65 dB plus a spread of ±s. By adjusting s, we can control the pathloss differences
across the UEs, and thus the average received power difference between the UEs at
the BS. We assume the UEs to transmit with an equal power of Pk = P = 30dBm,
∀k. The noise power is set to σ2n = −110 dBm. Also, we assume all the UEs to have
the same outage threshold of 𝜖k = 𝜖.

In Figure 5.7, we compare the detection performance using our proposed ap-
proach versus the sum-rate optimized phase-shifts and random ones. The results are
shown for a pathloss spread of ±3 dB, and over the outage thresholds of 𝜖 = 1, 4, and
9 dB. The desired result here is a 1:1 line, i.e., all active UEs are detected correctly.
We observe that our proposed RIS adaptation allows for a substantial increase of the
number of correctly detected users. This is achieved at both low and high outage
thresholds. As the threshold increases, it becomes more challenging for the RIS to
satisfy all the inequalities of (5.29). If the threshold is too high for the number of
active UEs, then no feasible solution would be possible, and the number of correctly
detected UEs begins to drop.

Next, we set K = 12 and 𝜖 = 4dB and investigate the performance over different
pathloss spreads. We also compare our NOMA (Grassmannian) codebook to an
OMA codebook, e.g., a 4 × 4 identity matrix. In the case of the OMA codebook,
we only have 4 signatures, and therefore unique signature assignment to the 12
UEs is not possible, i.e., the orthogonal signatures must be reused between the
users. The results are shown in Figure 5.8. We observe that, at least for the
considered configuration, the NOMA codebook offers substantial improvement over
the OMA codebook reuse strategy, across the different adaptation approaches. The

81



5.3. Combination with Code-Domain NOMA

0 2 4 6 8 10 12 14 16
0

2

4

6

8

10

12

14

16

𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB𝜖 = 1dB

𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB𝜖 = 4dB

𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB𝜖 = 9dB

95% confidence interval

Active UEs K

C
or
re
ct
ly

d
et
ec
et
ed

U
E
s

Proposed

Sum-rate

Random

Figure 5.7: Detectability under different K. Here N = 32, P = 30 dBm, and the
pathloss spread is ±3 dB.

NOMA codebook distributes the interference across all the signatures, which leads
to improved performance under IC, as canceling one UE would help in improving
the SINR of all remaining UEs, and not just to a limited subset as would occur when
reusing the OMA codebook. We see that our approach provides a robust adaptation
of the RIS phase-shifts with respect to the pathloss spread, and is able to create the
necessary power gaps that result in the required SINR levels. As for the sum-rate
optimized phases, we observe that the performance improves as the pathloss spread
increases. As explained in Section 5.3.2, the power gap between the UEs resulting
from the larger pathloss spreads goes in the favor of the sum-rate solution. At low
pathloss spreads, their user-separability performance approaches that of the random
shifts. The gain at those ranges is mostly an SNR gain, which is not visible in the
figure due to the relatively high transmit power.

To further investigate that, in Figure 5.9 we show the performance over the
number of RIS elements N , for low and high transmit powers of P = −5 dBm and
30 dBm, respectively. We set the pathloss spread to ±0 dB and 𝜖 = 3dB. First,
we make the observation that a certain number of elements is required in order
for (5.29) to be solvable; second, at low transmit powers and 0 dB pathloss spread,
the sum-rate optimized phase-shifts clearly provide an SNR gain compared to the
random phase-shifts, converging towards the performance of that at high transmit
power as N increases. Our approach, as can be seen, is capable of providing both
SNR and SINR gains under IC.
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Figure 5.8: Impact of the pathloss spread and codebook design on the performance.
Here N = 32, K = 12, and 𝜖 = 4dB.
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Figure 5.9: Scaling of the performance with N . Here K = 12, 𝜖 = 3dB, and the
pathloss spread is ±0 dB.
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5.4 Final Remarks

This chapter considered the combination of uplink NOMA with RISs. In the first
part, we characterized the outage performance of a two-UE RIS-assisted NOMA
uplink, where the surface elements are split in boosting either of the UEs. Our results
show the strong impact of the RIS optimization on the detection performance under
IC, and how it is possible to optimize it in a way that guarantees robust transmission
for both UEs. We made here the assumption that the phase-shifts applied at the
RIS elements are from a continuous range. In practice, however, it is most likely that
the RIS implementation will be based on a discrete set of phase-shifts. Therefore, it
makes sense to extend these results taking into account the effects of discrete phase-
shifting. Another aspect is the channel estimation for those surfaces; the results
given assume perfect knowledge of the channel, which is not available in practice.

In the second part of the chapter, we considered the combination of RISs with
code-domain NOMA under a clustered massive MIMO deployment, where each clus-
ter is served by a RIS. We showed how the clusters’ RISs can be optimized in order
to improve the number of UEs supported. We utilized sum-rate optimized phase-
shifts as an initial solution to determine the detection order and the applied filters,
and then found the final phase-shifts via a semi-definite relaxation of the problem.
Further aspects not considered are as follows. The spatial filtering applied is based
on MRC, following the assumption of the BS being equipped with a large antenna
array. If strong inter-cluster interference is present, then MMSE-based spatial filter-
ing is a possibility. The model in (5.27) would still hold, except that an MMSE filter
is applied instead of aH . Another solution, which is based on the code-domain, is to
jointly design the spreading codebooks across the different clusters as in Section 3.3,
such that the cross-correlation between the signatures of the neighbouring clusters
is reduced. Although we assumed the use of successive MMSE-IC detection, several
alternatives are possible. For example, parallel IC can be performed, allowing mul-
tiple UEs to be detected per IC iteration, which reduces the detection latency for
large K. Also, under certain conditions, the NOMA filtering can be performed in
a low-complexity manner as discussed in Section 4.3. Finally, for the extraction of
the final phase-shifts in (5.40), a rank-1 approximation based on the strongest eigen-
vector was applied. In general, a better solution might be achieved via a Gaussian
randomization procedure [97].
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6
Conclusion and Outlook

Addressing the demands of future mobile networks for high data-rates and increased
connectivity requires the exploration of new technologies. In the context of support-
ing massive connectivity, NOMA has been identified as a promising solution, relaxing
the current limitations of OMA by allowing multiple UEs to access the same time-
frequency resources simultaneously. Motivated by the potential gains of NOMA, we
investigated in this dissertation various aspects of the NOMA communication chain,
focusing on uplink code-domain transmission.

6.1 Summary of Contribution

The first part of the dissertation dealt with the optimization of the transmitter.
We considered the problem of designing the spreading signatures across the differ-
ent UEs, and investigated a Grassmannian-based approach to the design problem.
We proposed an iterative algorithm for constructing Grassmannian codebooks, and
showed that the resulting codebooks enjoy close-to-optimal correlation properties,
enabling good detection performance even under suboptimal detectors. We then ex-
tended the design problem to the case where the UEs are available as groups, such
as cells or spatial clusters, and proposed a joint codebook design approach. The
results show that the proposed designs can improve the detection performance of
the UEs, especially those suffering from high inter-group interference.

In the second part, we switched our attention to the receiver side. We considered
the problem of activity detection in the context of grant-free access, and formulated
a subspace detector with MUSIC based on a practical frame-structure, and realistic
data and pilots’ allocation. We found out that the selectivity of the channel can
have a substantial impact on the performance. Accordingly, in order to address
the influence of strong time-frequency correlation, we proposed to overlay the pilot-
blocks with user-specific masking sequences. This allows to fully recover the rank
of the signal part of the autocorrelation matrix, which then guarantees a successful
operation of the subspace detector. On the other hand, in order to deal with strong
time-frequency selectivity, we proposed to readjust the resources’ allocation in order
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to reduce the experienced channel variability along the sequences. Then, we consid-
ered reducing the detection complexity for the data part of the transmission. We
showed how the time-frequency correlation of the channel can be utilized to reduce
the number of calculated filters across the time-frequency grid, and allow their reuse
among neighbouring spreading blocks. We also utilized the availability of multiple
receive antennas at the BS to replace exact MMSE filtering with an approximate
filter having a lower computational complexity.

The last part of the dissertation focused on the controllability of the channel via
RISs. We first characterized the outage performance of a two-UE NOMA uplink,
in which part of the RIS elements are configured to boost the signal of one of the
UEs and the other part is configured to boost the second one. We proposed to
apply a gamma approximation of the receive powers and derived expressions for
the outage probability under IC. Our results further illustrate the impact of the
RIS optimization on the NOMA performance under IC, and also allow to identify
robust operating points that enable sufficient link reliability for both UEs. We
finally considered the combination of RISs with aK-UE code-domain NOMA uplink,
in the context of cluster-based massive MIMO deployment, where each cluster is
served by a RIS. We proposed to optimize the RIS in two steps: first, using an
initial solution based on the sum-rate, we determine the detection order and applied
filters; then, having those determined, the final phase-shifts are found via a semi-
definite relaxation of the problem. Our results show that the considered optimization
approach can greatly improve the number of UEs supported by the system.

6.2 Possible Future Work Directions

Throughout this work, we assumed the spreading signatures are constructed once
and then get assigned randomly to the UEs. However, in the case of grant-based
access, and also in grant-free access with preconfiguration, controlled signature as-
signment can be beneficial. For example, if the BS knows that on a certain resources’
region the number of active UEs is less than the spreading length, then it makes
sense to assign them orthogonal signatures, avoiding multi-user interference. Only
when the activity increases beyond the spreading length, then the BS switches to
the non-orthogonal codebook. This holds true for both the data and pilot spread-
ing. Also, the resources’ allocation was assumed to be static, while in practice it
might be adjusted over time depending on the load. Therefore, it can be interesting
to investigate the influence of resources’ allocation and signature assignment under
varying user load and activity.

The considered results were mainly based on link-level simulations investigat-
ing the performance of certain signal processing stages. It would be interesting to
perform system-level abstraction of the considered aspects, which then would allow
us to evaluate the performance on a network-wide basis, involving the simulation
of hundreds, or even thousands of UEs. This allows to properly gauge the benefit
that NOMA brings to an entire network, across various supported service types,
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and not just considering the performance under a specific link setup. Alternatively,
evaluating the performance analytically of the entire system, including the effects of
codebook design, activity detection, channel estimation, and data detection would
be an interesting topic as well, albeit difficult to achieve.

In the 5th chapter, the RISs considered were based on a reflective model. That
is, the incident waves upon the RISs are reflected with modified phase, amplitude,
etc. However, the concept of simultaneous transmitting and reflecting reconfigurable
intelligent surfaces, known as STAR-RISs, has also been considered lately [99]. In
this case, the incident waves are not just reflected off the surface, but also transmitted
through it. With this comes the modification of amplitude and phase not only of
the reflected waves, but also of the transmitted waves as well. For example, such
a surface can be deployed along windows, and therefore can serve both indoor and
outdoor UEs simultaneously. It is then interesting to investigate the considered
topics here with this type of surfaces, especially that they naturally provide clusters
of indoor and outdoor UEs, which can be utilized by our joint codebook design.

Finally, almost all the considered topics in this dissertation can be investigated
from a machine-learning perspective. On the transmitter side, deep-learning can
be used for constructing the codebooks (e.g., as in [100]). From the receiver-side
perspective, the detection procedure can also be implemented with the aid of deep-
learning. For example, it is possible to train neural networks that are capable of
performing activity detection [78]. Similarly for the optimization of the RISs, deep
learning can also be utilized [101]. Therefore, investigating machine-learning models
that generalize well to practical scenarios for our code-domain NOMA setup, and
using them to solve problems that are otherwise difficult to address with direct
processing, can be an interesting research direction.
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List of Abbreviations

1G 1st generation

2G 2nd generation

3G 3rd generation

4G 4th generation

5G 5th generation

AIC Akaike information criterion

AMP approximate message passing

AP alternating projection

B5G beyond fifth-generation

BIC Bayesian information criterion

BLER block error ratio

BS base station

CBGC coherence-based Grassmannian codebook

CDF cumulative distribution function

CDMA code-division multiple-access

CLT central limit theorem

CRC cyclic-redundancy-check

CS compressed sensing

CSI channel state information

EM expectation maximization

EP expectation propagation

ETF equiangular tight frame

FDMA frequency-division multiple access

FFT fast-Fourier-transform

IC interference cancellation

ICBP iterative collision-based packing

IoT Internet-of-things

IRS intelligent reflecting surface

KKT Karush-Kuhn-Tucker

LDPC low-density parity-check
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List of Abbreviations

LOS line-of-sight

LS least-squares

LTE long-term evolution

MA multiple access

MF matched filter

MIMO multiple-input multiple-output

ML maximum likelihood

MMSE minimum mean square error

MRC maximum-ratio combining

MTC machine-type communication

MUD multiuser detection

MUSIC MUltiple SIgnal Classification

NLOS non-line-of-sight

NOMA non-orthogonal multiple access

OFDM orthogonal frequency-division multiplexing

OFDMA orthogonal frequency-division multiple access

OMA orthogonal multiple access

OMP orthogonal matching pursuit

PAPR peak-to-average-power ratio

PIC parallel interference cancellation

QAM quadrature amplitude modulation

RB resource-block

RE resource-element

RIS reconfigurable intelligent surface

RMS root-mean-square

RV random variable

SDP semidefinite programming

SIC successive interference cancellation

SINR signal-to-interference-plus-noise ratio

SNR signal-to-noise ratio

SCMA sparse-code multiple access

SVD singular value decomposition

TDL-C tapped-delay-line-C

TDMA time-division multiple access

UE user equipment

WBE Welch-bound-equality
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Notation

In the following table, we describe the notation used throughout this work.

x, X Non-boldface letters denote scalars

x Lowercase boldface letters denote vectors

X Uppercase boldface letters denote matrices

X Calligraphic letters denote sets

IL Identity matrix of size L× L
0L×K All-zeros matrix of size L×K
diag(x) Diagonal matrix with the elements of x on its diagonal

|x| Magnitude of a scalar

|x| Number of elements in a vector

∥x∥ Euclidean norm of a vector

∥X∥F Frobenius norm of a matrix

∥X∥max Element-wise maximum norm of a matrix

|X | Size of a set

[X]i,j Element at the ith row and jth column of a matrix

(.)T Transpose operation

(.)H Hermitian operation

(.)−1 Inverse operation

(.)1/2 Square-root operation

tr(.) Trace of a matrix

det(.) Determinant of a matrix

ρ(.) Spectral radius of a matrix

⊗ Kronecker product

∗ Column-wise Khatri–Rao product

◦ Element-wise (Hadamard) product

⊘ Element-wise division
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Notation

E{.} Excepted value of a random variable

Var{.} Variance of a random variable

CN (µ, σ2) Complex Gaussian distribution with mean µ and variance σ2

Nakagami(m, 1) Nakagami distribution with shape m and a spread of 1

Γ(v, θ) Gamma distribution with shape v and scale θ

I(.; ., .) Regularized incomplete beta function

γ(., .) Regularized incomplete gamma function
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