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Abstract

The fabrication of increasingly powerful microelectronic processors, enabled by tran-
sistor scaling, has been a main driver of technological progress in most fields since
the 1950 s. Until recently, this scaling of electronic components was mainly achieved
through improved control of process conditions, rather than innovations in fabrication
techniques. However, with the introduction of new materials and three-dimensional
transistor structures, processing techniques have become highly complex and expen-
sive. Therefore, process technology computer aided design (TCAD) has become in-
dispensable for manufacturers in order to evaluate possible future technologies. The
simulation of manufacturing processes has already become essential in modern de-
sign technology co-optimisation (DTCO) cycles which are used to produce the next
generation of smaller, more efficient and more performant semiconductor circuits.

The capabilities of a process simulator are often restricted by the numerical meth-
ods underlying its operation. Most simulators employ the level set method for the
description of evolving material interfaces during manufacture. However, sharp edges,
which might occur during epitaxial crystal growth, cannot be handled appropriately
due to fundamental limitations of this method. In order to solve this problem, a novel
numerical scheme for the exact description of crystal facet evolution was developed
within this work, which finally allows epitaxial processes to be described accurately
within a level set description.

Recently, the emulation of process steps, which aims to reproduce the geomet-
ric outcome of processes rather than simulating the underlying physics, has become
increasingly important for advanced DTCO cycles due to its high computational ef-
ficiency. Using emulation, complex transistor structures can be generated within
seconds, allowing for the fast evaluation of new transistor geometries using combined
device and circuit simulations. Within the scope of this work, for the first time, the
emulation of fabrication processes in the level set has been made possible through
the design and implementation of a geometric advection algorithm. This algorithm
allows for large changes in material interfaces to be modelled in a single step.

The development of these fundamental techniques and their implementation in a
single process modelling framework, ViennaPS, combines highly physical process sim-
ulation capabilities with computationally efficient process emulation and thus allows
for a full description of modern and possible future manufacturing techniques. There-
fore, this work provides the missing link between process emulation and simulation,
finally enabling the unrestricted combination of both methods to accelerate DTCO
cycles and thus the discovery of novel technologies for semiconductor fabrication.
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Kurzfassung

Die Herstellung von immer leistungsstärkeren Mikroprozessoren durch die Verkleiner-
ung von Transistoren ist bereits seit den 1950 er Jahren ein Haupttreiber für technolo-
gischen Fortschritt in fast allen Bereichen. Bis vor Kurzem konnte diese Verkleinerung
hauptsächlich durch bessere Kontrolle von Prozessbedingungen und ohne drastische
Änderungen der Herstellungstechnik erzielt werden. Durch die Einführung von neuen
Materialien und dreidimensionalen Transistorgeometrien wurden diese Prozesse je-
doch komplex und teuer. Daher wurde Technology Computer Aided Design (TCAD)
für Hersteller unverzichtbar, um mögliche Technologien der Zukunft zu evaluieren.
Die Simulation von Herstellungsprozessen ist daher essenziell für moderne Design
Technology Co-Optimisation (DTCO) Zyklen, mit denen die nächste Generation von
kleineren, effizienteren und leistungsstärkeren Halbleiterschaltkreisen produziert wird.

Die Fähigkeiten eines Prozesssimulators sind häufig durch die verwendeten nu-
merischen Methoden eingeschränkt. Die meisten Simulatoren basieren auf der Level
Set Methode um bewegte Materialoberflächen während der Herstellung zu beschreiben.
Jedoch können scharfe Kanten, welche in Epitaxieverfahren entstehen können, durch
fundamentale Limitierungen dieser Methode, nicht angemessen beschrieben werden.
Um dieses Problem zu lösen, wurde in dieser Arbeit ein neuartiges Advektionsschema
für die genaue Beschreibung von Kristallflächen entwickelt, welches es möglich macht,
Epitaxieverfahren in einem Level Set zu beschreiben.

Die Emulation von Herstellungsschritten, welche statt der grundlegenden Physik
eines Prozesses nur das geometrische Ergebnis beschreibt, hat durch seine hohe Ef-
fizienz immer mehr an Bedeutung für DTCO Zyklen gewonnen. Mit Emulationen
können komplexe Transistorstrukturen innerhalb von Sekunden generiert werden und
neue Transistorgeometrien schnell, mithilfe von Bauteil- und Schaltungssimulatio-
nen, evaluiert werden. In dieser Arbeit wurde, zum ersten Mal, die Emulation
von Herstellungsprozessen direkt in einem Level Set durch die Entwicklung eines ge-
ometrischen Advektionsalgorithmus ermöglicht. Dieser Algorithmus erlaubt es, große
Veränderungen von Materialoberflächen in einem einzige Schritt zu modellieren.

Die Entwicklung fundamentaler Methoden und deren Implementierung in einem
Prozesssimulator, ViennaPS, kombiniert physikalische Prozesssimulation mit effizien-
ter Prozessemulation und erlaubt so eine ganzheitliche Beschreibung von modernen
und potentiell zukünftigen Herstellungsverfahren. Daher konnte mit dieser Arbeit das
fehlende Glied zwischen Simulation und Emulation geschaffen werden, welches das
uneingeschränkte Zusammenwirken beider Methoden ermöglicht, um DTCO Zyklen
und die Entdeckung neuartiger Halbleiterfertigungsmethoden zu beschleunigen.
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Chapter 1

Introduction

Semiconductor devices are omnipresent in today’s everyday life. Phones have become
high performance computers, there are microchips in almost all objects of daily use
ranging from cars to bicycles, from washing machines to fridges, and having microelec-
tronic sensors and life preserving devices implanted in humans cannot be considered
unusual anymore. This abundance of semiconductor technology in our lives has been
made possible by the decades-long, continuous miniaturisation of electrical circuits
in accordance with Moore’s Law [1]. The invention of the bipolar junction transistor
(BJT) in 1948 [2] and the monolithic silicon integrated circuit (IC) in 1959 [3] paved
the way for decades of ever smaller electronic devices shaping modern society. Also in
1959, the metal-oxide-semiconductor field-effect transistor (MOSFET) was invented
and led to the transistor becoming the most frequently fabricated object in human
history [4]. For decades, MOSFET design did not change drastically [5], while its
size could be decreased due to improved fabrication techniques, such as more focused
lithography processes thanks to better optics [6]. Lower power consumption and
faster switching times, and thereby improved performance, were achieved through
smaller dimensions and thinner insulating layers, meaning that smaller concentra-
tions of electrical charges were required for switching. However, starting in the early
2000 s, new fabrication techniques, such as strain engineering [7], new materials [8]
and three-dimensional (3D) geometries [9] became essential to keep improving upon
the previous scaling processes. Nowadays, processors made of billions of single tran-
sistors contain numerous different materials in complex 3D arrangements, fabricated
in meticulously calibrated steps performed at highly stable temperatures, pressures
and gas concentrations for well-defined time periods.

The required reliability and reproducibility of the complex fabricated structures
made it necessary to develop physical models of devices and their operation from
the beginning of transistor fabrication [10]. Starting in the 1960 s, the simulation
of complex models on computers was becoming increasingly important in order to
improve the understanding of the underlying physical processes at play and to in-
crease the quality of the fabricated devices [11]. As the fabrication techniques and
the produced devices became more complex, so did their modelling and simulation
approaches. By the 1970 s, modelling the fabrication and operation of semiconductor
devices, referred to as technology computer aided design (TCAD), had become an
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essential and widely used tool for manufacturers. This trend was only accelerated in
later years and proper modelling is now crucial in all areas of microelectronic device
development, including fabrication, circuit design, as well as operation and long-time
reliability. The inclusion of technological effects in the manufacture has become es-
pecially important, leading to several advances in design technology co-optimisation
(DTCO), which relies heavily on TCAD.

In order to better separate the wide range of modelling approaches, the simulation
of fabrication steps such as etching, deposition, ion implantation and oxidation is
referred to as process TCAD, while the simulation of the electrical characteristics of
the fabricated devices is referred to as device TCAD [12, 13]. In a modern DTCO
cycle, the results of process TCAD are used in device TCAD to generate accurate
descriptions of single devices, which are then used in circuit TCAD to simulate their
interaction in large electronic circuits. In this way, entire processors can be simulated
to ensure that their desired functionality and reliability are achieved [14].

As process TCAD is the first step in modern development cycles, it is crucial that
process-induced effects are well understood in order to ensure the reliable manufacture
of modern devices and circuits. Due to the ever smaller sizes, even small process
deviations may lead to the catastrophic failure of components. Therefore, meaningful
descriptions of each process step are critical for the correct prediction of the resulting
fabricated structure.

Additionally, the fast development cycle of modern processors requires that large
circuits and the potential interference of devices spaced closely on a microchip can be
described in short time frames. Hence, the computational efficiency of fundamental
simulation methods, as well as process models, is key for modern microelectronic
device development.

Therefore, the main focus of this work is centred on process TCAD. Specifically,
the physical description of several different deposition and etching processes is con-
sidered, sometimes referred to as topography simulation. Fundamental simulation
concepts for the description of these process steps, as well as intricate physical mod-
els are developed and applied to advanced device structures. In order to meet the
requirements of time-limited DTCO development cycles, efficient approximations of
these models are developed to allow for the fast evaluation of new circuit designs.

In this chapter, a general process flow for semiconductor fabrication is presented,
highlighting the main steps this work will focus on, followed by the motivation and
goals of this research, and an outline of the thesis.

1.1 Semiconductor Fabrication Process Flow

The fabrication of semiconductor devices consists of many steps which must produce
well-defined structures with little deviations from one device to the next. Previous
and subsequent fabrication steps must be taken into account at every step to ensure
the required high fabrication quality is achieved. Most processes are carried out
in vacuum chambers by introducing different gaseous chemicals, which modify the
surface by reacting with the substrate. The formation of the smallest features of an
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IC is referred to as front-end of line (FEOL) [15], which most of this work will focus
on. The most important process steps during FEOL fabrication are explained in the
following, using the process flow of the 22 nm technology node for the fabrication of
the FinFET shown in Fig. 1.1.

Figure 1.1: FinFET of the 22 nm technology node with a single gate and three source
and drain contacts, respectively. ➞2012 IEEE [16]

Illustrations of the most important fabrication steps are shown in Fig. 1.2. In-depth
descriptions of how each of these steps can be modelled will be presented in Chapter 5.
The FEOL steps of the fabrication of a FinFET usually are similar to the following:

1. The process initiates with a cleaned and polished crystalline silicon wafer.

2. Photolithography: In order to form the future conducting channel, i.e. the
fin, a mask is created using photolithography, whereby only certain regions of
the waver are covered by the mask material. Lithographic processes have a max-
imum resolution which depends on the wavelength of light used. The smallest
possible dimension which can be achieved with the commonly used ultra-violet
light of 193 nm wavelength is around 30 nm [17]. In order to achieve smaller fea-
tures, self-aligned double patterning (SADP) is used, which generates smaller
masks by depositing a thin layer isotropically using chemical vapour deposi-
tion (CVD) [18]. This thin layer is then etched directionally using reactive
ion etching (RIE), leaving behind thin pillars of deposited material which are
then used as the mask, as shown in Fig. 1.2a. Repeating this process a second
time using the resulting pillars as the initial mask is referred to as quadru-
ple patterning (QP). In order to avoid these complicated multiple patterning
techniques, some manufacturers have already implemented extreme ultra-violet
(EUV) photolithography [19].
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3. Fin Patterning: At this stage, the crystalline silicon substrate is etched, leav-
ing fins below the mask, which will later form the conductive channel of the
MOSFET. As indicated in Fig. 1.2b, the etch process is tuned so the fins are
positively tapered and thus increase in width towards the bottom.

4. Shallow trench isolation (STI): Since each fin may be part of a different
transistor, they must be electrically insulated from each other. This is achieved
by depositing a dielectric material everywhere. The wafer is then polished using
chemical mechanical planarisation (CMP) to create the flat top surface shown
in Fig. 1.2c.

5. Fin Release: Once the surface has been polished, the dielectric can be etched
selectively, leaving the crystalline silicon intact. The fins are therefore released
again and reach out of the dielectric as shown in Fig. 1.2d, while being isolated
from each other to a sufficient depth.

6. Metal Gate Deposition: A high-k metal gate usually consists of a stack of
three different materials: A thin layer of a material directly around the fin with
a high dielectric constant, often denoted κ, hence the name high-k; Another
slightly thicker layer of a metal, referred to as gate metal; And finally a much
thicker layer of a gate contact material, usually polycrystalline silicon (poly-
Si). These materials are deposited using either CVD or atomic layer deposition
(ALD).

7. Gate Patterning: On top of the gate contact material, another mask is created
using photolithography. The gate materials are then etched, one after the other,
leaving the gate only covering the centre part of the silicon fins, as shown in
Fig. 1.2e.

8. Gate Spacer: In order to electrically isolate the gate from the source and drain
(S/D) regions, a spacer dielectric is deposited isotropically using CVD. Similar
to SADP, it is then removed directionally by RIE, leaving the polymer only on
the side of the gate materials. As can be seen in Fig. 1.2f, RIE is not selective
and the silicon fins are also eroded during this fabrication step.

9. Fin Recess: The silicon fins are then etched in order to clean them in prepa-
ration for the subsequent process, leading to an under-etch of the fins under the
dielectric spacer, as shown in Fig. 1.2g.

10. Source and Drain Epitaxy: Now that the surface of the fins has been cleaned,
crystalline S/D contacts can be created using epitaxial growth. The rate of this
growth varies strongly with the crystal direction resulting in the characteristic
diamond shapes observed in Fig. 1.2h.

11. Interlayer Dielectric: Another layer of dielectric material is deposited to
isolate the S/D contacts before the wafer is polished using CMP, resulting in the
final MOSFET structure shown in Fig. 1.2i, concluding the FEOL fabrication.
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After the FEOL steps are completed, all transistors are connected to form electric
circuits during metallisation, which is part of the back-end of line (BEOL). This is
performed in several layers, each layer increasing in size, ultimately providing metal
contacts large enough to connect the IC to peripheral components. A single wafer
may contain hundreds of chips which are manufactured simultaneously. Since all
transistors and interconnects are now formed, the wafer can be cut into single chips.
Each chip is then packaged with connectors suitable for the specific application.

1.2 Motivation and Research Goals

All the discussed processing steps must be configured to tie perfectly into the entire
process flow in order to yield robust device performances. Since carrying out physical
fabrication is very expensive, especially at advanced nodes, the simulation of these
process steps can help to understand common problems encountered in the fabrication
and thus can strongly decrease the cost of optimising manufacture and designing new
devices. It can also assist in tuning the fabrication settings and providing an insight
into fabrication-induced variability and reliability.

This work builds on simulation efforts conducted previously at the Institute for
Microelectronics, TU Wien, based mainly on the topography simulator ViennaTS
[20], which employs the level set (LS) method to describe material interfaces. How-
ever, due to design restrictions, this simulator does not allow for the description of
volume properties of materials, which is crucial for the modelling of certain fabrica-
tion processes. Furthermore, the LS method does not allow for the efficient emulation
of fabrication processes. This means, that a process must be modelled in time and
material interfaces moved discretely. However, for certain processes it is much more
efficient to simply describe their geometric effect on a structure, which is referred to
as emulation [21]. Additionally, due to the software design of ViennaTS, it cannot be
combined with other simulators straight-forwardly to create a full DTCO toolchain.

Therefore, the goal of this work is to create a broadly applicable high performance
simulation framework for the modelling of semiconductor manufacturing processes.
This includes fast structure generation using emulation methods, as well as highly
sophisticated physical simulations. This framework will allow for the fast creation of
masks and initial geometries for microelectronic fabrication processes. The develop-
ment of new fundamental methods are required to perform process emulation directly
on a level set, which is one of the main goals of this work.

Additionally, a modelling framework for highly physical process descriptions, in-
cluding transport, surface and volume reactions, as well as their effect on material
interfaces will be implemented. This requires the application of stochastic methods,
such as ray tracing, to model the transport of chemical reactants above the wafer.
This allows for the straight-forward development of physical models with great flex-
ibility regarding the computational methods required for the description of physical
phenomena. This framework is then used to develop and apply sophisticated physical
models, as well as efficient emulation models, describing the etching and deposition
of materials during the manufacture of semiconductor processors.
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1.3 Outline of the Thesis

The fundamental mathematical concepts and numerical methods required for the
modelling of semiconductor fabrication simulations are presented in Chapter 2. These
include numerical material and interface representations, as well as the description
of material evolution in time. Common modelling approaches and their mathemat-
ical foundation are presented, highlighting their relative benefits and limitations. A
comprehensive review of the LS method and different variants thereof is presented,
as well as commonly applied discretisation schemes for space and time.

The fundamental concepts for modelling particle transport in chemical reactors
are introduced in Chapter 3, focussing on the specific requirements for semiconductor
manufacturing and the related processing equipment used in this field.

In Chapter 4 the implementation of the numerical concepts introduced in Chap-
ter 2 and Chapter 3 within the software toolchain developed in the course of this work
is presented in detail. The applied algorithms and implementation details thereof are
provided, highlighting potential pitfalls and limitations of the underlying methods
when applied to the simulation of semiconductor fabrication processes. Results gen-
erated by individual components of the software toolchain are presented to guide the
reader visually and show the capabilities of the presented simulation framework.

Chapter 5 includes a collection of complete process models, discussing their phys-
ical and chemical foundation and input parameters. Starting with models for CVD,
selective epitaxial growth (SEG) and several wet and plasma etching processes, more
complex fabrication steps, such as the Bosch process, are presented. Each model is
discussed in detail, including physical mechanisms dominating the process, as well as
the required input parameters and results for typical structures. Furthermore, the
fundamental difference between process emulation and process simulation models is
presented using the resulting geometries of the respective process models. A num-
ber of process flows for entire devices and circuits are presented thereafter. These
include the fabrication of a replacement metal gate (RMG) FinFET at the 22 nm
technology node, as it is currently produced in many industrial applications, and
a stacked nanowire transistor which is a commonly proposed solution for transistor
scaling beyond the 5 nm technology node.

Finally, Chapter 6 provides a summary of the findings of this work, concluding
with an outlook for future directions of research.
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(a) SADP mask on top of
silicon substrate.

(b) Silicon fins fabricated
using a directional etch into
the substrate.

(c) STI deposited and pol-
ished in order to isolate in-
dividual fins.

(d) Fin release to achieve
gate contact with silicon.

(e) Deposition and pattern-
ing of the gate stack.

(f) Gate spacer deposition
to isolate the gate.

(g) Fin recess. (h) S/D epitaxy. (i) Final FinFET structure.

Figure 1.2: FEOL process steps for the fabrication of a 22 nm FinFET.





Chapter 2

Numerical Modelling

In this chapter, the computational methods required for the description of evolving
material surfaces and interfaces are discussed.

First, the length scales involved in semiconductor manufacturing and the mod-
elling approaches required and applied at these scales are discussed. Then, fundamen-
tal modelling approaches are reviewed and relevant assumptions about the modelled
material surfaces and their interfaces are presented. This includes a description of
continuum material descriptions and a motivation for their use in this work.

Different material representations for the continuum regime are introduced next,
including a thorough review of the level set method which is applied for the modelling
of material interfaces in this work. Different volume-based material representations
are then presented, including a discussion of cell-based meshes in combination with
the level set method.

Finally, different numerical approaches to the modelling of material evolution in
time are presented. These include approaches developed within this work to overcome
fundamental limitations of previous methods. The modelling of physical processes and
their application to material evolution is ultimately provided.

2.1 Modelling of Reactor Regions

Modern silicon wafers are circular with a diameter of 300mm or 3 · 10−1m [22], while
the smallest features generated in the manufacture are on the order of nanometres
or 10−9m [23]. Therefore, a full description of an entire wafer and all of its features
would span more than 8 orders of magnitude, too much to be represented in a single
simulation, as shown in Fig. 2.1. However, the simulation of a process can be divided
into different size scales and performed separately, using the result of one simulation
as an input for the next one. The largest part to be simulated is the space in which the
wafer is being modified, the reactor. Therefore, the first step is to carry out a reactor-
scale simulation to determine the properties of the gas-phase around the wafer, which
includes the chemical composition as well as the electromagnetic properties which
influence the fabrication processes.

9
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70 nm

3 ➭m

Figure 2.1: Length scales of semiconductor manufacturing. In the top left, a single
SRAM cell of the 5 nm node with a total size of tens of nanometres is shown. It is
part of the larger array of SRAM cells with a size of several micrometres shown in
the top right. A large number of these arrays and additional control circuits form
the SRAM region of the processor shown in the bottom right ➞2021 IEEE [24]. One
edge of the entire SRAM region is not larger than a few millimetres. The final chip
is not larger than one centimetre, a small part of the wafer shown in the bottom left
which is 300 millimetres in diameter ➞2020 IEEE [25].

2.1.1 Reactor Scale Modelling

Every fabrication step of the semiconductor manufacturing process takes place inside
a closed reaction chamber, such as a vacuum chamber or a plasma reactor. Gas inlets
are used to control the flow of possibly several different reactive gases which ultimately
control the composition of the atmosphere inside the reaction chamber. Using data
from experiments [26] or simulations [27, 28], models for the distribution of different
atoms or molecules in the gas phase above the wafer surface can be generated. Thus,
engineers can optimise the reactor such that the molar concentration, as well as the
angular and energetic distributions of gases impinging on the wafer surface are as
uniform as possible across the wafer. This type of simulation does not model detailed
features on the wafer surface, as they are too small to play a role in the description
of the atmosphere above the wafer. However, the distributions generated by reactor
scale models can be used as an input for subsequent feature scale simulations, which
are then used to investigate how the specific properties of the reactor, such as gas
inlet geometry and gas flow rates influence the feature scale topography and thus the
devices fabricated on the wafer surface.
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2.1.2 Feature Scale Modelling

The feature scale represents the scale at which electronic devices are built on the
wafer. It is therefore closely tied to the size of the structure being manufactured
and can range from a few nanometres for a single transistor [29] to several hundred
micrometres for large microelectromechanical systems (MEMS) devices [30]. The dif-
ferent properties of the gas phase above the wafer, as discussed in Section 2.1.1, are
used to model how different atoms or molecules impinge on the surface and subse-
quently react with it. Many different types of radicals can be involved in a single
process, resulting in complex behaviour depending on the specific properties of the
impinging species and the composition, as well as geometry, of the substrate. In
plasma processes, energetic ions frequently hit the surface in a specific direction,
heavily influencing chemical reactions and thus the effect of a process on the wafer.
In order to model the impinging of atoms and molecules and the subsequent surface
reactions properly, the materials in the feature scale must be represented robustly.
Several different numerical methods for the representation of material interfaces will
be discussed in the next section.

2.2 Numerical Material Representations

The choice of numerical methods used to represent the materials in a simulation
has great implications on the modelling capabilities of a simulator. The material
representation must be chosen depending on the requirements of the models to be
carried out. Therefore, in order to choose the correct representation for a specific
task, it is important to develop a deep understanding of the required capabilities, as
well as the properties of each material representation.

As discussed in Section 1.2, the goal of this work is to allow for the description of
entire electronic circuits in a computationally efficient manner applicable for design
technology co-optimisation (DTCO). Therefore, fast simulation times and the ability
to represent large structures for the developed simulator is critical. In the following,
different modelling approaches and their relative advantages and disadvantages are
presented.

2.2.1 Atomistic Modelling

The most physically rigorous way to represent a material is to consider the structure of
the atoms and molecules forming the substance. Computationally, atomistic models
can be simulated using molecular dynamics [31] or Monte Carlo (MC) methods [32].
Using these methods, each fabrication process is simulated considering every single
atom or molecule impinging on the atoms of the substrate and modelling each chemi-
cal reaction and forces between these atoms. Even surface roughness, which describes
the properties of a surface at the smallest scale, can thus be modelled. Therefore,
this approach results in the most rigorous physical description possible, but as every
single atom has to be considered, it is computationally very costly and it is unfeasible
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to model large structures, even when large-scale computational resources are avail-
able. Hence, the number of atoms which can be modelled using these approaches is
limited [33], so these methods cannot be employed to simulate the manufacture of
entire microelectronic devices. They are rather applied to understand specific regions
of a device, such as a certain material - gas molecule interactions on the interface
[34]. These models have also been used to extract certain process parameters which
are then applied in a kinetic Monte Carlo or continuum model, which work at larger
time scales [35].

2.2.2 Continuum Approach

Due to the computational limitations of atomistic modelling, a continuum approach
is commonly employed to model semiconductor manufacturing processes. In this
approach, the surface of a material is considered continuous with no abrupt changes
or steps [36], as would be the case when considering individual atoms. Therefore, a
modelled material is considered a single solid body in the region M ∈ RD, where
D is the number of spatial dimensions of the simulation domain. The interface of
the material is thus described by the bounding surface S of M. Any change to the
interface of a material is modelled by moving the surface S and thus changing M.

During semiconductor manufacturing, several materials are combined in a single
structure, where each material has specific properties which are commonly assumed to
be constant in the continuum model. Therefore, each material Mi describes a region
of space with a specific set of physical properties. The interface between two separate
materials is described by the two bounding surfaces, so the physical properties change
abruptly across the material interface. Hence, smooth transitions in material compo-
sition cannot be modelled straight-forwardly using this approach. However, if there
is no long range smooth transition of physical properties and the modelled structure
sizes are greater than the lattice constant of the modelled materials, it is sufficient
to model the bounding surfaces of all materials to achieve an appropriate description
of all materials. Additionally, the continuum approach allows for the resolution of
the modelled interfaces to be adjusted to the requirements of a specific simulation,
compared to the fixed resolution of the atomistic approaches given by the size of
atoms.

Due to the improved computational efficiency and greater flexibility of the con-
tinuum approach, it is the principal method employed in commercial and academic
process TCAD tools [37] and was chosen for the modelling carried out in this work.
Several numerical material representations using this approach are discussed in the
following sections.

2.3 Continuum Material Representations

Using the continuum approach, the materialM can simply be described by its bound-
ing surface S, as discussed in Section 2.2.2. If all physical properties of a material
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are homogeneous, describing the material interfaces is sufficient to capture all the
relevant information without having to include a description of the entire volume.

2.3.1 Explicit Surfaces

The most straight-forward means to describe a surface is by defining points in space
which are found on this surface and connecting them with surface elements. Such
representations are referred to as explicit surfaces, because the location of the surface
is given explicitly by the points, or nodes, on the surface. This approach is also
referred to as segment-based, as the surface is segmented by the elements connecting
the nodes [38]. In two-dimensional (2D) simulations, the surface elements are usually
straight lines forming a closed loop surrounding M. The surface normal of each
surface element (i.e., straight line in 2D) is usually chosen to point toward the outside
of the material, as shown in Fig. 2.2a. By convention, the normal points to the left
side when going from the first node of a line segment →x0 to the second →x1, so the
normal vector is given by:

→n =

|
(→x0 − →x1) · ê0
(→x1 − →x0) · ê1

|
, (2.1)

where êi is a unit vector in the ith Cartesian direction. Using this method, the order of
the nodes of the line segmentation describes which side of the surfaces S corresponds
to the inside of the material M.

(a) Line segmentation of a circle in 2D. (b) Triangulation of a sphere in 3D.

Figure 2.2: Explicit surface describing a circle in two and a sphere in three dimensions
with nodes in red and surface normals indicated by arrows.

In three-dimensional (3D), the simplest surface elements to describe S are triangles
which must form a closed volume describing M, as shown in Fig. 2.2. As in the 2D
description, the surface normals point outwards from M to indicate which side of the
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surface is inside of the material. The surface normal →n is generated by the order of
the nodes →x0, →x1, →x2 forming the triangle:

→n = (→x1 − →x0)× (→x2 − →x0) . (2.2)

Since the normal vectors of all elements are known, a point →x is inside of M if it is
inside of every surface element, thus requiring to check all segments to test whether
→x is inside the material.

Explicit representations are used in many applications, including graphics render-
ing [39] or computer-aided design (CAD) [40]. Several desirable properties make it
a good choice for these applications, such as no limitation on resolution as the posi-
tion of the surface is given by the location of the surface nodes, which can be placed
anywhere in space. Another desirable property is the minimal memory requirement,
as surface elements scale with the represented surface area and no extra memory is
needed. Additionally, visualisation is straight-forward as all coordinates of the surface
elements are known. If a process is dependent on the volume of a material, such as
oxidation which is limited by the oxidisable substrate available inside the surface, the
volume can be calculated straight-forwardly [41]. Therefore, explicit surfaces are ideal
for representing complex shapes at varying resolutions and for extracting geometric
properties, such as surface area or volume.

In addition, multiple materials can be represented straight-forwardly, by simply
storing several different closed surfaces with a material identifier for each triangle,
specifying which material the triangle describes.

2.3.2 Implicit Surfaces using the Level Set Method

Implicit surface representations do not store the location of the surface using nodes
defining the exact coordinates, but rather another property is stored, which can be
used to find the explicit location of the surface. These values are given by the implicit
function φ(→x), which returns a value for any point in space →x. In this work the
convention is used that the exact location of the surface is given by the set of →x for
which φ(→x) = 0. Hence, the location of the surface is given implicitly through the
function φ(→x).

A common choice for φ(→x) is the signed distance function (SDF) s(→x), which
returns the shortest distance to the surface S, defined by surface points →xs, from a
given point →x:

s(→x) = min ||→xs − →x||2 , (2.3)

where || · ||2 denotes the Euclidean norm or l2 norm. The SDF is not solved for a
variable, but used to find the set of all points →xc, which let the SDF go to a specific
scalar value c:

{→xc} = {→x|s(→x) = c} (2.4)

This set of points is an isocontour of the SDF, i.e. a contour of equal height, which is
why this set of level points is referred to as the level set (LS) of s, Lc(s) [42], giving
this method its name. In order to represent a surface, c is usually chosen to be zero
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out of convenience [43, 44]. This convention is convenient because the zero LS L0(s)
describes the exact location of the explicit surface S:

S = L0(s) = {→x|s(→x) = 0} (2.5)

Hence, the surface is given by all points in space →x for which the SDF s(→x) is zero.
Essentially, all points with zero distance to S must be on the surface itself, as expected.
All points which are not part of S store the shortest distance to the surface with their
sign denoting whether they are inside or outside of M. In this work, the convention
that points inside of M are negative is followed. Hence, if φ(→x) ≤ 0, the point →x must
be inside the material or on its surface and outside otherwise. This makes it very
simple to check whether a point is part of M without any further considerations,
which is not the case when using explicit surfaces.

Since it would be complex to represent all possible surfaces analytically, φ(→x) is
defined on a rectilinear grid with grid spacing Δg, storing its value at every grid point
→g. For numerical stability and simplicity, φ(→x) is then normalised to the grid spacing,
such that the distance between two grid points is unity. In order to initialise φ(→g)
from an explicit surface, a signed distance transform is used to construct the SDF at
all grid points from the points →xs of the explicit surface S bounding the volume M:

φ(→x,M) =
1

Δg


−s(→g), for →g ∈ M
0, for →x ∈ S
+s(→g), for →g /∈ M

(2.6)

For simplicity, the dependency of φ(→x) on M is not written explicitly every time,
but was added here for clarity. Thus, after initialisation, all grid points store the
normalised signed distance to the original surface, which means that the LS values
φ(→x) are not equivalent to the SDF defined in Eq. (2.3) anymore due to the additional
scaling. However, this scaling does not affect the signed distance property of φ(x)
and can thus be applied without further consideration.

Figure 2.3: Level set method on a full grid, storing φ(→x) for all grid points. The black
line represents the location of the explicit surface.
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2.3.2.1 The Narrow Band Method

In the LS method discussed above, all grid points in the simulation domain hold the
signed distance to the surface S. Therefore, the number of grid points used to store
the location of S scale with volume as opposed to surface area, which would be the
ideal case, achieved only using explicit surface representations [45]. In the narrow
band method, the number of required grid points →g is reduced, by considering that
only grid points close to the surface contribute significantly to the surface description
[46].

The contribution of a grid point to the surface description depends on its distance
to the surface and thus its LS value φ(→g). Therefore, it is useful to classify points into
layers Li, based on their LS value:

Li =

,,
{→x | i− 1

2
≤φ(→x) < i+ 1

2
}, for i < 0

{→x | − 1
2
≤φ(→x) ≤ 1

2
}, for i = 0

{→x | i− 1
2
<φ(→x) ≤ i+ 1

2
}, for i > 0

(2.7)

Layer Li then contains all points in space within one grid spacing around the set Li.
In the LS method, all layers Li for i ∈ Z are included in the set of grid points,

meaning there is no maximum value for φ(→g). In the narrow band method, the set of
grid points is substantially smaller by only considering the layers Li for −k

2
< i < k

2

[47], where k is the narrow band width. Therefore, only grid points inside the narrow
band, the region with thickness kΔg centred around the zero LS L0, are stored.
These grid points are referred to as defined points and are shown in Fig. 2.4. The
narrow band width is chosen depending on the needs of the specific application,
where lower values result in better memory efficiency, but may also result in loss of
accuracy depending on the application. There is no universally ideal narrow band
width. Compared to the LS method, memory and computational requirements are
thus reduced from O(ND) to O(ND−1k), where N is the number of grid points in
each direction and D is the number of dimensions.

2.3.2.2 The Sparse Field Method

When the narrow band width k, introduced in Section 2.3.2.1, is reduced to 1, only
the layer L0 is stored. The grid points within this layer are called active points →a,
analogously to the defined points in the narrow band method, and satisfy:

|φ(→a)| ≤ 1

2
, (2.8)

which is the same as Eq. (2.7) with i = 0. The value of 1
2
means that every active grid

point has exactly two neighbouring active grid points, as shown in Fig. 2.5. Since
there cannot be fewer active grid points without creating a hole in the surface, the
resulting LS is the smallest set of points being able to describe a surface robustly.
This set of grid points is called sparse field [48] and leads to the optimal O(ND−1)
memory scaling behaviour, which is identical to that achieved by explicit methods.
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Figure 2.4: An explicit surface (black) described implicitly using the narrow band
method, storing only points for which |φ(→x)| ≤ k

2
. Here, the LS for the commonly

used value of k = 5 is shown.

Figure 2.5: Using the sparse field method, the explicit surface (black) is only rep-
resented by the grid points in the layer L0, resulting in the smallest set of points
possible to describe the surface.

However, this sparse set of points requires additional attention in order to form a
valid and efficient surface description. By definition, the surface is described by L0

which must be located between two grid points of opposite sign. As φ(→x) is normalised
to the grid spacing Δx, only one of the two oppositely signed points will be active,
unless for the rare case of both being exactly 0.5. However, it is sometimes necessary
to generate the neighbour points of active points, for example to compute geometric
properties of the surface, as will be discussed in Section 2.3.2.3. Using Fig. 2.6a as a
visual guide, the set of active points (red) is used as a starting point to generate the
set of nearest neighbour points (blue). As every point should store the distance to
different parts of the surface, calculating the required values is not straight-forward.
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This problem is expressed in the Eikonal equation

|∇φ(→x)|F (→x) = 0 , (2.9)

which must be solved for every nearest neighbour grid point. The act of calculating
neighbouring φ(→x) values is usually referred to as re-distancing, reinitialisation, or
normalisation when it is applied after moving full grid or narrow band level sets
[49]. Currently available numerical methods to obtain the solution to this problem
include the fast marching method [44, 50] and variations thereof [51, 52, 53], the fast
sweeping method [54, 55, 56] and the fast iterative method [57]. Although some of
these methods have optimal scaling properties of O(N) for N neighbours to calculate,
they may depend on certain assumptions about φ(→x) and all of them still require
considerable computational effort as the differential equation needs to be solved at
every point.

The problem of generating neighbour points can be simplified greatly by choosing
a different norm for the SDF describing φ(→x) [58]. By changing the norm in Eq. (2.3),
the SDF

m(→x) = min ||→xs − →x||1 (2.10)

is obtained, where || · ||1 represents the Manhattan or l1 norm. The numerical LS
function is then defined as in Eq. (2.6) with m(→g) instead of s(→g). Every grid point
now stores the shortest grid line distance to the interface and φ(→g) can be generated
by simply checking where S intersects the grid lines meeting at →g. As shown in
Fig. 2.6, this norm also leads to a more sparse set of grid points, as the green points
in Fig. 2.6a are part of L0 using the Euclidean norm, but have higher LS values using
the Manhattan norm. Furthermore, neighbour point calculation is straight forward,
as a neighbour point can be generated by simply adding unity to an active point. If
a neighbouring point has more than one active point, the smallest value plus unity is
simply taken as the final LS value, reducing the computational effort to a maximum
of 2 ·D comparisons and 1 addition, a significant reduction in effort when compared
to solving a differential equation several times for every neighbour using the l2 norm.

2.3.2.3 Geometric Properties of Implicit Surfaces

During simulations, geometric properties of the surface, such as surface normals or
curvature are often required [59]. Hence, it is vital to obtain these properties effi-
ciently. When applying the LS method, finding the surface normals and curvature is
straight-forward by considering that the explicit surface is the isocontour of the LS
at the value 0. Since φ(→x) increases monotonically with the distance from the explicit
surface, the gradient of φ(→x) gives the normal direction from the surface. Thus, all
geometric properties of the stored surface can be found by calculating derivatives of
the LS.

Normal Vectors

One of the most frequently required geometric properties is the normal vector on
the surface. Considering that φ(→x) is a SDF with the location of the surface being
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(a) Distances using the Euclidean norm. (b) Distances using the Manhattan norm.

Figure 2.6: Different types of normalisation of the implicit function φ(→x). The distance
to the surface (black) a) using the Euclidean or l2 norm and b) using the Manhattan
or l1 norm. Red points indicate active grid points, blue points indicate values smaller
than 1. Green points indicate active grid points which are not necessary for the
description of the surface, leading to an inefficient set of grid points.

defined as the zero LS L0, the surface is simply the isocontour at φ(→x) = 0. Since the
gradient of a function is always perpendicular to the isocontours of that function, the
unit normal vector of φ(→x) at the point →x is found using

n̂(→x) =
∇φ(→x)

||∇φ(→x)||2 . (2.11)

If →x is a point on S, Eq. (2.11) gives the surface normal at that point.
As the level set is stored numerically on the grid, the gradient is usually com-

puted using finite differences. We therefore define the forward D+
i and backward D−

i

differences as

D±
i (φ(→g)) = ±φ(→g ±Δgêi)− φ(→x)

Δg
, (2.12)

where êi is the unit vector in direction i. The numerical derivative, i.e. the gradient
∇φ(→x), on the grid can be approximated by taking the central difference, the average
of the forward and backward differences, at the grid point →g:

Di(φ(→g)) =
D+
i (φ(→g)) +D−

i (φ(→g))

2
=

φ(→g +Δgêi)− φ(→g −Δgêi)

2Δg
. (2.13)

Using the definition in Eq. (2.11), the ith component of the normal vector at the
grid point →g can thus be approximated using central differences:

ni(→g) =
1

||∇φ(→g)||2
∂φ(xi)

∂xi
≈ Di(φ(→g))√∑D

j=1 Dj(φ(→g))2
. (2.14)

The normal vector at the grid point →g is a good approximation of the normal at a
surface point →xcp close to →g, shown as the green point in Fig. 2.7. Therefore, in order
to obtain the surface normals, it is usually sufficient to generate them for every grid
point in the layer L0, as shown in Fig. 2.8.
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n̂

dn̂ →xcp

→g

0.5-1.5

-0.5

-1.5

0.2

Figure 2.7: Normal vector calculation at the grid point →g in the LS method using finite
differences to approximate the normal at the closest surface point →xcp by shifting the
grid point a distance d in the normal direction. This distance is calculated directly
from the level set value of →g using Eq. (2.15). Blue and red arrows indicate which
distances were used to generate the LS values at the neighbouring grid points of →g.

Closest Point Approximation

If a point on the explicit surface is needed, the closest surface point →xcp to a grid
point →g can be generated directly from the normal and the level set value at →g [60].
The point →xcp can be approximated straight-forwardly by shifting the grid point a
distance d along the normal direction n̂(→g), as indicated by the light blue arrow in
Fig. 2.7. Due to the signed distance property of the LS, d is calculated by simply
normalising φ(→g) by its gradient:

→xcp(→g) = →g − dn̂ ≈ →g − φ(→g)

||∇φ(→g)|| n̂ (2.15)

where || · || is the norm with which the implicit function was defined. For the SDF
defined in Eq. (2.3) this is the l2 norm. If another norm was used, such as the l1 norm
for the sparse field LS defined in Eq. (2.10), this norm must be used here to obtain
the correct distance to the surface. By repeating this procedure for all grid points
within the L0 layer, a set of normal vectors spaced roughly by Δg is generated, which
is shown for 2D and 3D in Fig. 2.8 analogously to the explicit surfaces in Fig. 2.2.

Curvature

The curvature of a surface can be used for the detection of features, irregularities or
for the smoothing of a surface as will be shown in Section 4.2.5.3. The mean curvature
is given by the second derivative of the implicit function and is expressed as

κ(→x) = ∇ · ∇φ(→x)

||∇φ(→x)||2 = ∇→n(→x) . (2.16)
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(a) Shifted active grid points of a circle
in 2D.

(b) Shifted active grid points of a sphere
in 3D.

Figure 2.8: The closest surface points →xcp generated from all grid points in the L0

layer shown in the colour of the LS value of the original grid point. The normal vector
approximated for each closest surface point is shown as an arrow starting at →xcp.

Therefore, the simplest approximation to the mean curvature is the central difference
of normals around the current grid point:

κ(→g) ≈
D∑
i

Di(→n(→g)) =
D∑
i

ni(→x+Δgêi)− ni(→x−Δgê)

2Δg
(2.17)

Although the above approach gives reasonable results and can be implemented straight-
forwardly, a more accurate and robust approximation to the mean curvature in 2D
and 3D is given by [44]

κ(→g) ≈
∑

i /=j (D
2
iDjj −DiDjDij)|∑D
i=1 D

2
i

| 3
2

, (2.18)

where the dependence of the derivatives on φ(→g) is not written explicitly and the
second order derivatives are given by

Dij = Di(Dj(φ(→g))) . (2.19)

In 3D, the mean curvature is the average of the two principal curvatures. Their
product, the Gaussian curvature, can also be calculated directly in the level set [61]:

κG ≈
∑

i /=j /=k [D
2
i (DjjDkk −Djk) + 2DiDj(DikDkj −DijDkk)]|∑3

i=1 D
2
i

|2 (2.20)
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2.3.2.4 Boolean Operations

Boolean operations are frequently used to combine two geometric objects in order to
generate a new one. In process technology computer aided design (TCAD) this is
useful for generating initial geometries or to add masks on top of materials. Boolean
operations are defined using the subspaces or materials MA and MB which are
combined to result in MC . There are three basic Boolean operations which can be
used to construct all possible combinations of materials. Using inside or outside of
the material as a binary state, these are equivalent to common logic operations:

Union : MC = MA ∪MB OR : MC = MA ∨MB (2.21)

Instersection : MC = MA ∩MB AND : MC = MA ∧MB (2.22)

Complement : MC = RD \MA NOT : MC = ¬MA (2.23)

Using surface representations, Boolean operations are used to combine two sur-
faces and compute the resulting interface. In order to combine explicit surfaces in such
a way, the elements making up the surface must be cut and recomputed, requiring ex-
pensive intersection and reconstruction algorithms [62]. However, when representing
these surfaces as level sets, Boolean operations become simple algebraic expressions
which can be can be solved efficiently [63, 64]. In certain applications it was shown to
be more efficient to convert to an implicit representation, conduct Boolean operations
and then convert back to explicit surfaces instead of performing Boolean operations
directly on the explicit surface[65, 66]. The operations on the level sets φ(→x)A, φ(→x)B
and φ(→x)C corresponding to the Boolean operations in Equations (2.21) to (2.23),
respectively, are:

Union : φC(→x) = min(φA(→x), φ(B→x)) (2.24)

Instersection : φC(→x) = max(φA(→x), φB(→x)) (2.25)

Complement : φC(→x) = −φB(→x) (2.26)

The exact operations to carry out on the level set depends on the convention of the
sign denoting inside or outside. Here, the convention of negative values being inside
the material are used. Using these expressions, the resulting value φC(→x) can be
computed by simply considering the level set value at the same location →x in the level
sets φA(→x) and φB(→x), as shown in Fig. 2.9. Therefore, a single pass over the grid is
sufficient to compute the resulting level set surface, meaning this operation is highly
efficient. The efficiency of this approach is especially clear for the complement, where
the level set values only have to be inverted.

2.3.2.5 Multiple Materials

The simulation of semiconductor fabrication processes requires different types of ma-
terials to be represented accurately. The process flow in Section 1.1 requires more
than 10 different materials to be represented inside one simulation domain. As dis-
cussed in Section 2.3.1, several different materials can be stored straight-forwardly
using explicit meshes. However, using the LS method, only one single surface can
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Figure 2.9: Boolean operation on the level set to generate the union of two surfaces
represented implicitly. The new surface is created by taking the lowest LS value at
every grid point. This automatically results in a valid LS describing the union of
both surfaces.

be represented, as the LS only stores the signed distance to the boundary. Hence it
is necessary to store one level set for each material. Storing the level set values on
the same grid thus results in a sufficient description of multiple materials within a
single simulation domain. However, when thin layers must be represented, the limited
resolution of the LS grid leads to numerical difficulties, as shown in Fig. 2.10.

Materials spanning at least two grid points can be represented accurately. How-
ever, if there is only one grid point describing both surfaces, the level set values lose
their normalisation and at least one of the two boundaries cannot be represented
accurately anymore. Fig. 2.10b highlights this symmetric shrinking of the explicit
surface if the material is too thin to be represented robustly in a LS. Since the exact
location of the surface depends on two neighbouring LS values with opposite sign
and the centre grid point can only store one value, both explicit surfaces must be
generated using this value, leading to the observed discrepancy. This effect is even
stronger if there is no grid point inside the surface since there are no oppositely signed
neighbour grid points anymore which could be used to reconstruct the explicit surface.
Thus, a thin material layer would disappear in the LS representation, although it may
still be almost a grid spacing wide. For physical process simulations, this can lead
to large problems, as several fabrication steps, such as plasma etching [67], depend
on very thin passivation layers protecting the surface. Furthermore, the deposition of
few-atom thick layers [68] is an important fabrication step for various modern devices
and therefore must be represented appropriately.
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(a) Initial layer, only two
grid spacings wide, whose
top surface is moved down-
wards (e.g., etching).
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(b) As the layer is thinned
to only one grid spac-
ing, the level set values
are not normalised any-
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ric shrinking.
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(c) Once the last row of
grid points is outside of the
layer, it ceases to exist, al-
though it should still be al-
most one grid spacing wide.

Figure 2.10: Different position of a plane surface represented in a level set. The
difference to the next position is indicated by red arrows. Grey points indicate the
grid, black lines the surface and dashed green lines the correct position of the surface.
The level set values of each row are shown to its right.

In order to solve this problem, it helps to consider that such thin layers are only
formed on thicker substrates and usually do not occur as thin pillars or spikes on
their own, but rather as envelopes covering an underlying substrate. Thereby, the
bottom surface does not need to be represented at all since the combined knowledge
of the top surface and the surface where another material starts are sufficient to
describe a thin layer. This essentially describes this material wrapping or enveloping
the material below it. The level set which represents the thin layer then describes
not only the thin layer material, but also the material on top of which it was grown.
The difference is shown in Fig. 2.11 for a thin passivation layer on the surface of a
substrate, as commonly encountered in plasma etching processes.

(a) Thin material without layer wrapping. (b) Layer wrapping used to accurately rep-
resent a thin material.

Figure 2.11: a) Thin layers (green) of a material cannot be represented accurately by
the level set method. b) If the thin layer is defined on top of another material, as
is the case in semiconductor fabrication processes, layer wrapping can be employed
to achieve an accurate surface representation (purple) matching the explicit surfaces.
The explicit material interfaces are indicated by thin black lines.

The so-called layer wrapping approach thus leads to the expected results and can
be used to appropriately describe thin layers. In order to achieve a robust material
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representation, including thin layers, each LS φi(→x) must be defined to encompass the
union Mi of all underlying materials Mj:

φi(→x) = φi(→x,Mi) Mi =
i/

j=1

Mj (2.27)

Unwanted effects, such as spaces between materials, symmetric shrinking and disap-
pearance of thin layers are thereby solved robustly, as shown in Fig. 2.12

Great care must be taken when choosing the ordering of materials in order to
decide which LS should include and wrap which other surfaces. The most natural
and straight-forward ordering is to number the materials by the time of creation
during the simulation. The initial substrate is then labelled as material 1, the next
one as material 2, and so on. Since a new material can only grow on top of already
existing materials and the new layer will wrap those, unwanted side effects such as
spaces between materials will be avoided using this strategy.

However, if several materials are introduced at the same time, or complex shapes
are simulated with intertwined materials, special considerations may be necessary.
Nonetheless, the layer ordering described above leads to robust and predictable be-
haviour and has been found to be the most straight-forward and efficient means to
include thin material films with sub-grid accuracy.

2.3.3 Volume Representations

Modelling only the surface of a material is sufficient when the physical properties
are homogeneous throughout the entire material, as discussed in Section 2.3. How-
ever, microelectronic devices are very much dependent on certain properties varying
throughout a single material, such as doping concentration [69] or strain [70]. In this
case, the entire volume must be represented numerically.

2.3.3.1 Tetrahedral Meshes

Volumes can be represented numerically using explicit representations, such as a
tetrahedral mesh [71]. A volume mesh can also be made up of many other geometric
shapes such as cubes or hexahedrons [72]. However, tetrahedrons are usually used as
a they can be built from a triangle by simply adding a single node, leading to mini-
mal memory consumption. Such explicit volume meshes are used extensively in the
fields of visualisation [73], mechanical engineering [74] and in microelectronic device
simulations [75] mentioned in Chapter 1. Much like explicit surface representations,
this approach offers optimum memory efficiency and simple generation of geometric
properties. However, certain applications require specific conditions to be met re-
garding the exact structure of the mesh, such as fulfilling the Delaunay criterion [76].
Furthermore, all parts of the volume must be stored explicitly, so large areas with the
same physical properties require more memory than necessary. Additionally, since
all tetrahedrons are independent, neighbour information has to be stored separately,
leading to additional overhead [77].
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(a) Initial geometry already
showing voids if layers are
not wrapped.

(b) The thin layer shrinks
symmetrically when etched
from the top creating a void
above the substrate.

(c) Thin layer disappear-
ing completely, leading to a
jump of one grid spacing in
the process.

Figure 2.12: Level set layers representing different materials during an etch process
of a thin layer (red) above a substrate (blue) both protected by a mask (green). The
filled areas show the material if no layer wrapping is applied and the coloured lines
show the corresponding LS when employing the layer wrapping approach. Voids in
the corners of geometries (a), symmetric shrinking (b) and loss of sub grid materials
(c) are all handled appropriately using this approach.

2.3.3.2 Cell-Based Meshes

Another technique for storing volume information numerically is achieved when the
simulation space is split into a rectilinear grid, similar to the grid used in the LS
method. Therefore, the simulation space is now divided into squares in 2D and cubes
in 3D. The simulation space in this method is thus split into cells of equal size, which
is why it is usually referred to as a cell-based volume [78]. Each cell is then assigned
a number denoting the material the cell represents and a filling fraction ff , denoting
how much of the cell is filled with the respective material. The filling fraction is
usually bound to the range [0, 1] so that the sum of all filling fractions in a cell always
equals unity.

Explicit Volumes

In the simplest case, the filling fraction is binary, meaning the cell is either entirely
occupied by the material or empty. This way, there is no need to store a filling
fraction. Storing only a material identifier specifying which material the cell belongs
to is sufficient. Therefore, the material is described by a collection of squares or
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cubes, which form an explicit volume description, as mentioned above. This method
is referred to as voxel-based volume representation [79] and leads to stepped interfaces
between materials since the resolution is limited by the size of the voxels. Therefore,
high resolutions are required in order to achieve satisfactory final geometries with
precise contours. If the size of individual voxels is close to the size of physical atoms,
this approach can be considered for the application in atomistic modelling which
enables the simulation of surface reactions in great detail, as well as atomistic effects
such as diffusion or ion implantation [80].

Implicit Volumes

If the filling fraction is a real number, this method is very similar to the LS method,
since it represents the material boundary implicitly on a grid. Therefore, this type
of cell-based representation is called cell set (CS) and a simple surface is shown in
Fig. 2.13. Due to the strong similarities in the fundamental concepts, cell-based
methods share the same shortcomings as level sets, such as lacking memory effi-
ciency, although this can be solved employing techniques analogous to the sparse
field method.
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0.90.70.5
0.3 1
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(a) Cell-based representation of a curved
boundary of a material. The numbers
in the cells represent the filling fraction
stored in the respective cell.
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(b) Sparse field LS for the same curved
boundary from (a), storing the signed dis-
tances to the interface.

Figure 2.13: Comparison of a cell-based material and a sparse field LS. While the
former is intrinsically associated with volume, level set representations describe an
interface or boundary. However, both share common properties as they both represent
a material boundary implicitly.

Algorithms associated with describing changing materials using cell-based meth-
ods are not as efficient as those developed for the LS method [81]. Although the filling
fractions can be used for the calculation of explicit material interfaces [82], they often
require complex algorithms to generate the explicit surface from filling fractions alone
[83]. Since the exact position of a material inside a cell is not known, the explicit
surface needs to be approximated using several neighbouring cells. Furthermore, the
precise calculation of the surface normal requires a large number of neighbouring cells
as there is no signed distance property as in the LS which could be used. It is there-
fore not possible to robustly determine the exact location of the surface, especially if
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there are several different materials present inside one cell. Therefore, the level set
method is more appropriate for representing material boundaries.

Due to their similarities, both implicit cells and LSs can be defined on the same
grid, where the level set is used to store the exact location of the surface, while the
cell-based volume representation is used to store volumetric data, such as doping
concentration, strain, or the number of impurities. When the two representations
are combined, it is sometimes necessary to convert between them. For example, the
surface is advanced in the LS, resulting in the need to also update the filling fraction
values. Considering the geometric nature of both functions, namely the distance
from the surface for the LS and the volume of the cell inside the boundary for the
CS, their underlying implicit functions are closely related. For the conversion to the
cell-based representation, the explicit surface can be found using the level set values
and the volume inside the cell at the interface is calculated as shown in Appendix A.
In one-dimensional (1D) space, the filling fraction ff (→x) and the LS are related by

ff (→x) =

,,
0, for 0.5 <φ(→x)

0.5− φ(→x), for −0.5 ≤φ(→x) ≤ 0.5

1, for φ(→x) < −0.5

(2.28)

This simple relationship is shown in Fig. 2.14a. Note that the axis for the filling
fraction is inverted and that, in the interval [−0.5, 0.5], the LS value and the filling
fraction only differ by a constant offset of 0.5. Outside of this interval, the two
functions differ since the filling fraction cannot be less than 0 or more than 1.

In higher dimensions, the filling fraction is also dependent on the normal vector of
the surface, as shown in Fig. 2.14b. The exact relationship is described in Appendix A,
where the simple relationship in Eq. (2.28) is only valid if the normal vector is parallel
to a grid axis. However, for non-zero angles to the grid γ, the function relating the
filling fraction and the level set becomes smoother, as highlighted by the inset in
Fig. 2.14b. The maximum difference occurs at an angle of γ = π/4, where the filling
fraction differs by 0.04 in 2D. The 1D solution in Eq. (2.28) is therefore a simple
approximation for any 2D case, but may lead to an error of up to 4%. Although
this approximation might be sufficient for some applications, the error is too large
to tolerate for sophisticated physical simulations. Since the surface normal of a level
set can be generated straight-forwardly, as described in Section 2.3.2.3, there is no
need to use this simple approximation and the accurate CS values can be calculated
instead.

The inverse problem, converting a CS to a LS, is not always possible unambigu-
ously. In 1D, a sparse field LS can be generated by simply inverting Eq. (2.28).
However, the relationship between the filling fraction and the LS value is more com-
plex in higher dimensions and depends on the surface normal, as shown in Fig. 2.14b.
Since the filling fraction does not store information about the location of the surface,
it is not possible to calculate the surface normal from the filling fractions alone. This
can be visualised by considering that ff (→x) is not a straight line in Fig. 2.14b, meaning
that it does not represent a signed distance. Therefore, a robust conversion from a
CS to a LS is not possible in dimensions higher than 1.
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(a) 1D level set and filling fraction. (b) Level set versus filling fraction in 2D.

Figure 2.14: Relationship between the level set values and filling fractions for a) 1D
and b) 2D representations. In 1D, the filling fraction (red) follows a straight line
(dotted red) in the allowed interval [0, 1], which is given by Eq. (2.28). In dimensions
higher than 1, the relationship is dependent on the normal vector, where γ is the
angle between the normal vector and a grid axis. In the interval γ = [0, π/2] the
function is symmetric around γ = π/4 and then repeats periodically.

2.4 Modelling Material Evolution

In order to describe a semiconductor fabrication process with sufficient accuracy, the
most important feature of a simulator is the accurate description of the evolution of
material surfaces and interfaces over time. For certain types of processes it might
be sufficient to simply describe the final result of the process, while for others the
precise physical behaviour of materials over time must be included in order to reach
a satisfactory final structure. It is therefore necessary to describe simulated materials
and their evolution over time with high accuracies in order to achieve satisfactory re-
sults. As with the numerical description of materials, the capabilities and limitations
of the simulation strongly depend on the numerical method chosen to solve the evo-
lution of material boundaries over time. Several different methods will be discussed
here to solve the general problem of moving a numerical surface representing material
interfaces.

The movement of a surface in time is usually described by a vector velocity field
→V (→xs) describing where each point on the surface →xs should move. This velocity
field is obtained by physical process models or empirical geometric models which will
be discussed in Chapter 5. The general problem of generating the final material
M(t = tfinal) must be solved:

M(t = tfinal) given M(t = tinitial), →V (→xs, t) for t ∈ [tinitial, tfinal] (2.29)

Depending on the specific method employed to generate M(t = tfinal), →V (→xs, t) might
only be required at specific times or only at tinitial and not during the entire time
range [tinitial, tfinal]. The aim of the numerical methods presented in the following is
to apply this velocity field to the surface as accurately as possible with the highest
achievable computational efficiency.
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2.4.1 Evolution of Explicit Meshes

Explicit surfaces are evolved over time by shifting the nodes which define the surface
in the direction given by the velocity vector →V (→xs, t) [84]. The surface elements,
usually triangles, still connect the same nodes as before and the final surface is thus
complete. However, this can lead to non-physical intersections of surface elements
[43]. Such a self-intersection is depicted in Fig. 2.15, where two parts of the same
material move towards each other and create an overlap between the surface elements.

(a) Valid explicit sur-
face describing initial
material.

(b) Broken surface due
to a self-intersection.

(c) Repaired final
surface through
re-meshing.

Figure 2.15: When the nodes (red) of an explicit surface (black lines) describing
a material (green) are moved, the result may include regions of non-physical self-
intersections (red). These regions must be repaired using subsequent re-meshing
steps requiring substantial computational effort.

In order to overcome such non-physical shapes, self-intersections must be found,
which is computationally expensive, since every surface element must be checked.
Even after identifying affected surface elements, complex re-meshing algorithms must
be carried out in order to resolve the conflicting surface elements and to generate the
correct physical structure depicted in Fig. 2.15c.

In addition to self-intersections, moving explicit surface representations results in
a changing accuracy of the surface description. As an explicit interface is only defined
by the nodes on the surface, moving the surface may result in closely spaced nodes in
certain sections and widely spaced surface nodes in other sections of the surface, as
shown in Fig. 2.16. The resolution may be high in one region, unnecessarily storing
surface nodes which are very close together and thus leading to a memory misuse.
Another region of the surface may be described by only a few points, leading to a
low resolution and an inaccurate description of the interface. In order to mitigate
the effects of the changing density of nodes, the surface must be re-meshed regularly
to insert or remove nodes where necessary in order to achieve certain mesh quality
criteria, such as equal area triangles or equal edge lengths [85]. Although algorithms
exist for this type of problem, they require a substantial amount of computational
effort and are thus undesirable for complex 3D simulations.
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Figure 2.16: Nodes (red), defining the initial material interface (black), are shifted
by the surface normals (arrows) to move the surface outwards isotropically as would
occur during conformal deposition. The nodes of the final interface (blue) are spaced
differently, leading to many overlapping points in areas of concave curvature and
widely spaced points in area of convex curvature.

2.4.2 Iterative Level Set Advection

Moving an implicit surface is referred to as advection and is governed by a differential
equation called the LS equation

∂φ(→x, t)

∂t
+ V (→x, t)||∇φ(→x, t)||2 = 0 , (2.30)

where V (→x, t) is a scalar velocity field denoting the speed of the propagation in the

normal direction to the surface. Given →V (→x, t) and surface normal vectors n̂(→x) cal-
culated with Eq. (2.11), the scalar velocity field is given by

V (→x, t) = →V (→x, t) · n̂(→x) . (2.31)

Many process models give an expression for the surface speed already in the normal
direction which can then be applied directly.

In order to find Mfinal, Eq. (2.30) must be solved to find φ(→x, tfinal). Since the LS
equation is a Hamilton-Jacobi type differential equation, numerous numerical schemes
are available to solve it, which differ in complexity, performance and assumptions
about the velocity function. In order to apply such numerical schemes, Eq. (2.30) is
rewritten as

∂φ(→x, t)

∂t
+ Ĥ(φ(→x, t), V (→x, t)) = 0 , (2.32)

where the Hamiltonian is simply given by Ĥ(φ(→x, t), V (→x, t)) = V (→x, t)||∇φ(→x, t)||2.
In order to solve Eq. (2.32), the first step is to discretise time into several time

steps of size Δt. The solution is then computed iteratively for each time step Δt until
tfinal is reached. One of the simplest numerical schemes to solve a differential equation
is the first-order Euler method [86] which requires the Hamiltonian to be evaluated
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only once per time step. Therefore, the evolution of the LS during one time step is
given by

φ(→x, t+Δt) = φ(→x, t)−Δt Ĥ(φ(→x, t), V (→x, t)) . (2.33)

Therefore, the entire change of the surface during one time step is encapsulated
in the second term. The new LS value for each point →x is calculated by simply
subtracting the Hamiltonian from the initial LS value. More complex schemes for
the solution in time exist and lead to better results through additional evaluations of
the Hamiltonian [87] or higher order approximations [88, 89]. Such complex schemes
require more computational effort and thus increased simulation time. However,
regardless of the chosen numerical scheme, certain conditions must be met in order to
guarantee numeric stability. These will be discussed further in the following sections.

2.4.2.1 Surface Velocity Field

For a full grid level set, the velocity field V (→x, t) must be defined in the entire domain
in order to solve Eq. (2.30). Since space is discretised, this means that there must
be a value V (→g, t) for every grid point →g in the domain. However, during process
simulations, only material interfaces are modelled and thus velocities can only be
calculated at the interface itself. Therefore, the surface velocity must be extrapolated
to all other grid points.

The speed at which the implicit function should move is generated by considering
the closest surface point and using its velocity value [90]. In order to achieve this
efficiently, the values for the velocity are propagated from the zero level set outwards,
which is referred to as velocity extension [49]. This results in the same numerical
problem, as for generating neighbouring level set values discussed in Section 2.3.2.2
[91]. The previously mentioned methods can be employed analogously to the exten-
sion of the surface velocities to the domain. In the case of sparse field level sets, this
step can be ignored since only the L0 layer is used for advection. Only the points
closest to the surface are used to describe the implicit function and the velocity field
must be defined directly for these grid points, hence there is no need for a velocity
extension.

2.4.2.2 CFL Condition

Numerical time integration schemes are used to propagate information from the sur-
face. Due to the time and spatial discretisation of the problem, there is a maxi-
mum distance information should propagate in one time step, which is given by the
Courant-Friedrichs-Lewy (CFL) condition [92]. For the advection of a LS, this con-
dition limits how much a single LS value is allowed to be changed in a single time
step, before all other LS values must be updated in order to guarantee numerical
stability. Hence, it sets a maximum distance the surface should be moved for one
solution of Eq. (2.30), i.e., one time step. This maximum distance, according to the
CFL condition, is given by:

max |Ĥ(φ(→g, t))Δt| = max |φ(→g, t+Δt)− φ(→g, t)| ≤ 1 , (2.34)
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where the difference in LS values is simply the product of the Hamiltonian and the
time step, as defined in Eq. (2.33). Since the difference in φ(→g, t) values must be
smaller than 1, effectively the surface must not be moved more than one grid spacing
in a single time step in order to guarantee stable numerical solutions.

In the case of sparse-field level sets, only LS values with an absolute value lower
than 0.5 are stored. If an active point →a is advected according to the maximum set
by Eq. (2.34), the minimum value the point may have is φ(→a, t + Δt) = 0.5, while
the maximum value is 1.5. This means that the surface will no longer be located
between this point and one of its neighbours after advection, meaning there will be
no valid zero level set layer L0. As this layer contains all the information about the
surface, a valid LS cannot be formed robustly anymore. Although the L0 layer could
be reconstructed from neighbouring layers, this may lead to large numerical errors
and hence a stricter CFL condition must be chosen for sparse-field level sets [47]. The
maximum change in φ(→g, t) during one time step is then given by:

max |Ĥ(φ(→g, t))Δt| = max |φ(→g, t+Δt)− φ(→g, t)| ≤ 0.5 . (2.35)

In practice, this condition is satisfied by reducing the time increment Δt until
the change in φ(→g, t) becomes small enough. Therefore, the time integration and
the solution to Ĥ must be recomputed every time any part of the surface moves by
more than half the grid spacing, or more than the predefined CFL condition. The
advection must thus be repeated until the simulation time has advanced to the full
process time of the simulation fabrication step. Note that Eq. (2.34) or Eq. (2.35)
must be satisfied regardless of the numerical scheme chosen for the solution of the
LS equation. Therefore, this type of advection must always be conducted by taking
multiple time steps, which is why it is referred to as iterative advection.

The change of LS values for a time step depends on the Hamiltonian which is a
differential equation in space and must be solved using appropriate spatial schemes.
According to the definition in Eq. (2.6), the implicit function is stored on a rectilinear
grid with grid points →g, which can be used to solve Ĥ. In the following, several
numerical schemes used to approximate the Hamiltonian will be discussed.

2.4.2.3 Engquist-Osher Scheme

Upwind schemes are one of the earliest-developed methods to numerically solve hyper-
bolic partial differential equations (PDEs) [93]. After Engquist and Osher proposed
their finite difference numerical scheme for stable and entropy satisfying flow in 1980
[94], Osher and Sethian employed a version of this upwind scheme to solve the LS
equation in 1988 [42]. Upwind schemes use one-sided approximations to a PDE based
on the direction of flow of information of the system. A simple example is the one-
dimensional LS equation

∂φ(x, t)

∂t
− V (x, t)

∂φ(x, t)

∂x
= 0 . (2.36)

Depending on the sign of V (x, t), the surface and thus the information propagates
towards positive or negative x. The direction the information is propagating towards
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is called downwind, while the direction the information coming from is called upwind.
In this scheme, the solution is approximated by only considering the information of
the initial equation upwind of x giving this scheme its name.

Using the definition of the forward and backward difference from Eq. (2.12), the
numerical derivative ∂xφ(x, t) of the 1D problem in Eq. (2.36) is defined for the upwind
scheme as

∂1
xφ(g, t) ≈

|
D−
x (φ(g, t)) if sgn(V (g, t)) = sgn(D−

x (φ(g, t)))
D+
x (φ(g, t)) otherwise ,

(2.37)

where sgn(x) is the signum function which returns −1 for negative x and +1 for
positive x. The superscript 1 in ∂1

x denotes that this is the first order approximation to
the partial derivative. Whether the forward finite difference D+

x or the backward finite
difference D−

x is chosen thus depends on both the sign of the scalar velocity field and
the sign of the finite differences themselves. This is expected because a change in the
sign of finite differences means that the surface is facing in the opposite direction. If
this is the case, the direction of the advection and thus the propagation of information
is also changed, meaning the other finite difference must be chosen in order to use
the upwind side. The definition given here is valid only for the convention that the
LS values inside the surface are negative. If the opposite convention is chosen, the
forward and backward differences simply need to be exchanged to achieve the correct
result.

In dimensions higher than 1, the spatial derivative is given by the l2 norm of all
components of the gradient, as defined in Eq. (2.30), and the Hamiltonian is thus

Ĥ ≈ V (g, t)

┌┌┌√ D∑
i=1

∂iφ(gi, t) , (2.38)

where gi is the ith component of the grid point coordinate →g and ∂i is the finite
difference in the dimension i as defined in Eq. (2.37). The result of this numerical
scheme is first order accurate in space. If higher precision is needed, the second order
scheme can be applied by including an additional term in the numerical derivative:

∂2
i φ(g, t) ≈

|
D−
i (φ(g, t)) +

Δg
2
D−−
i (φ(g, t)) if sgn(V (g, t)) = sgn(D−

i (φ(g, t)))

D+
i (φ(g, t))− Δg

2
D++
i (φ(g, t)) otherwise .

(2.39)
The second order term for the approximation of the derivative is calculated by ap-
plying two one-sided numerical differences and choosing the appropriate result

D±±
x (φ(g, t)) = ζ

|
D±
x

|
D±
x (φ(g, t))

|
, D−

x

|
D+
x (φ(g, t))

||
, (2.40)

where ζ is a switch function selecting the correct upwind side using the absolute
values of its arguments, the differential approximations:

ζ(a, b) =

|
a if |a| ≤ |b|
b otherwise

(2.41)
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The final value of the Hamiltonian is then computed in the same way as for the
first-order approximation shown in Eq. (2.38).

Non-convex Hamiltonians

Due to the nature of the upwind scheme, stability is only guaranteed for convex
Hamiltonians [44]. Convexity of the Hamiltonian is defined as

∂2Ĥ

∂φi∂φj
=

∂2V (→x, t)||∇φ(→x, t)||2
∂φi∂φj

≥ 0 for all i, j , (2.42)

where φi is the partial derivative of φ(→x, t) with respect to the spatial coordinate
i ∈ {1, ..., D}. If the Hamiltonian is non-convex, wave-like properties may distribute
through the simulation domain and thus result in unphysical geometries [95].

As discussed in Section 2.3.2.3, the surface normals of the LS are found by evalu-
ating the partial derivatives in all directions. Therefore, surface normal dependent ve-
locity fields may result in non-convex Hamiltonians leading to problematic numerical
errors when using upwind schemes [95]. Therefore, the suitability of the Engquist-
Osher scheme for the solution of the specific velocity field must be guaranteed by
ensuring that the condition in Eq. (2.42) is satisfied for all derivatives ∂φi, ∂φj.

2.4.2.4 Lax-Friedrichs Scheme

Upwind schemes take one-sided approximations to the Hamiltonian depending on
the direction of information propagation. The Lax-Friedrichs scheme uses central
differences to obtain the gradient and thus achieves more accurate results than upwind
schemes [96]. The numerical derivatives used to solve the Hamiltonian are defined as

∂±
i (φ(→g, t)) = D±

i (φ(g, t))∓
Δg

2
D±±
i (φ(g, t)) , (2.43)

where D±±
i is the second order term defined in Eq. (2.40). If only the first order

approximation is used, this term can be omitted. Using these numerical differences,
the Hamiltonian is approximated using

Ĥ ≈ V (→g, t)

┌┌┌√ D∑
i=1

|
∂−
i (φ(→g, t)) + ∂+

i (φ(→g, t))

2

|2

−DLF , (2.44)

where DLF is an additional dissipation term defined as

DLF =
D∑
i=1

αi

|
∂−
i (φ(→g, t))− ∂+

i (φ(→g, t))

2

|
, (2.45)

where αi are the dissipation coefficients. The numerical dissipation is non-zero in
regions of high curvature, i.e. where the LS function changes abruptly. Especially at
discontinuities, such as sharp corners of the surface, unphysical oscillations may be
introduced into the LS, which are balanced by this dissipation term [97]. In order to
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achieve robust results, the dissipation coefficients must be chosen correctly. If they are
too small, unphysical behaviour is not suppressed and oscillations still occur on the
surface. If they are too large, sharp features are smoothed unnecessarily. The correct
αi values can be chosen by considering that the scheme is stable if it is monotone [98].
This means that the Hamiltonian must have a positive gradient along each direction
of change for every point in space. Using the partial derivative φi = ∂φ(xi, t)/∂xi,
several inequalities must be satisfied to ensure a monotone Hamiltonian:┌┌┌┌┌∂Ĥ∂φi

┌┌┌┌┌ ≤ αi for i ∈ {1, ..., D}, for all →x (2.46)

Δt

|
D∑
i=1

αi
Δg

|
≤ 1 for all →g (2.47)

In order to chose appropriate values for the dissipation without unnecessary smooth-
ing, these inequalities can be equated, i.e. choosing the largest possible time step
Δt and the smallest allowed values for αi. Since αi is the partial derivative of the
Hamiltonian, the inequalities can be expressed as [48]

αi = max
all →g

┌┌┌┌┌∂Ĥ∂φi
┌┌┌┌┌ for i ∈ {1, ..., D} (2.48)

Δt = min

| D∑
i=1

αi
Δg

|−1
 (2.49)

If the scalar velocity field V (→x, t) can be expressed analytically, all necessary values
can be found straight-forwardly by solving the partial derivatives analytically [95].

Dissipation for Spatially Constant Velocity Fields

Usually, the velocity field is not given analytically, but rather it is defined only on
the discretised grid as V (→g, t). In this case, the correct values for αi must be found
numerically. In the simplest case, the velocity is constant in the simulation domain
and the partial derivative of the Hamiltonian is simply

αi =

┌┌┌┌┌∂Ĥ∂φi
┌┌┌┌┌ =
┌┌┌┌V (t)

φi
||∇φ(t)||2

┌┌┌┌ = max
all →g

|V (t)ni(→g)| , (2.50)

where ni(→g) is the ith component of the surface normal vector which, according to
Eq. (2.11), can be written as φi

||∇φ||2 .

Dissipation for Normal Vector Dependent Velocity Fields

If the velocity field does depend on the normal vector of the surface and cannot be
expressed analytically, Eq. (2.50) cannot be used. In this case, the values for αi must
be generated by solving the partial derivative of the Hamiltonian numerically. For
simplicity, the dependency of the velocity field V (→n, t) on the normal vector and the
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time will not be written explicitly in the following. Since the velocity field is now
dependent on φi, the Hamiltonian is differentiated according to the product rule:

∂Ĥ

∂φi
=

∂V

∂φi
||∇φ||2 + V

∂||∇φ||2
∂φi

, (2.51)

where the second term is simply the result obtained in Eq. (2.50) for constant velocity
fields. The velocity field may depend on all components of the normal vector nj and
thus on all φj. Therefore, the differential of the velocity field with respect to φi may
be written as

∂V

∂φi
=

D∑
j=1

∂V

∂nj

∂nj
∂φi

. (2.52)

Differentiating all terms then leads to

∂V

∂φi
= ||∇φ||−3

2

|
∂V

∂ni

|∑
j /=i

φ2
j

|
−
∑
j /=i

∂V

∂nj
φiφj

|
. (2.53)

Using the above results, the dissipation can be rewritten as

αi =

┌┌┌┌┌V ni +
∂V

∂ni

|∑
j /=i

φ2
j

||∇φ||22

|
−
∑
j /=i

∂V

∂nj

φiφj

||∇φ||22

┌┌┌┌┌ , (2.54)

where the first term is simply the result for spatially constant V, the second term is
the derivative in the i direction proposed by Montoliu et al. [99] and the third term
encompasses cross-directional derivatives as proposed by Toifl et al. [100] within the
scope of this work. All terms can be found directly from φ, except the ∂V/∂ni terms.
These must be solved numerically, which can be achieved using a central difference
scheme [99]. The derivative is then approximated as

∂V

∂ni
≈ V (ni +Δn)− V (ni −Δn)

2Δn
, (2.55)

where all other components of the normal vector are kept constant. Δn is the finite
difference, which is either given by the discretisation of the normal vector values or
may be chosen freely. A stable numerical choice is

Δn = €
1
3V (→n, t) , (2.56)

where € is the floating point accuracy of the simulator [101].

Dissipation for General Velocity Fields

A general velocity field may depend on the current time, the surface normal and the
spatial coordinate and is thus defined as V (t, →n, →x). Due to the additional dependency
on location →x, the derivative of V , with respect to φi in Eq. (2.52), must be extended
by spatial terms:

∂V

∂φi
=

D∑
j=1

|
∂V

∂nj

∂nj
∂φi

+
∂V

∂xj

∂xj
∂φi

|
(2.57)
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To the best of the authors’ knowledge no general expression for the solution of the
second term has been presented to date. However, for certain applications, where the
spatial dependence of the velocity field is much smaller than the dependence on the
normal vector, the second term may be ignored. In certain types of epitaxial growth,
arriving molecules may diffuse along the surface for large distances before reacting
with the substrate, meaning that there is no large change of growth rate with distance.
This type of growth is, however, strongly dependent on the surface normal, such that
most of the dissipation will stem from the normal vector dependence. As ∂V/∂xj is
much smaller than ∂V/∂nj, the spatial component does not contribute significantly
to the dissipation. Hence, ignoring the spatial component may be viable for some
simulations, although a general solution incorporating the spatial dependence of V
would certainly be favourable. When there is a spatial dependence, but the velocity
does not depend on the surface normal, the Hamiltonian is convex as defined by
Eq. (2.42) and the Upwind scheme presented in Section 2.4.2.3 can be used instead.

Stencil-Based Schemes

Using the above definitions for αi, global dissipation coefficients are chosen based on
the maximum value encountered in the entire simulation domain, which is why this
technique is referred to as Global Lax-Friedrichs scheme. However, this may lead to
large values of αi and thus to unnecessary smoothing in large parts of the surface, as
high curvatures might only occur in small regions of the surface.

The gradient of the Hamiltonian is a local property of the implicit function and
thus, the Global Lax-Friedrichs scheme overestimates the values for αi and therefore
leads to high smoothing [102, 103]. In order to reduce this smoothing effect, one
may use only the neighbourhood of the current grid point for the calculation of the
dissipation. Such a scheme was developed as a part of this work and is referred to as
Stencil Local Lax-Friedrichs (SLLF) [96]. The dissipation is then defined as

αi(→g) =

┌┌┌┌┌∂Ĥ∂φi
┌┌┌┌┌
S

= max
→g∈S

|V (t)ni(→g)| , (2.58)

where S is the stencil made of the current point and neighbouring points. This method
uses a 49-point stencil around the current grid point. However, smaller stencils are
possible. For example, the Local Lax-Friedrichs (LLF) scheme proposed in [104] uses
only the first neighbours, meaning 9 and 27 grid points in 2D and 3D, respectively.
In the extreme case, only the current grid point is used [48], which is referred to
as Local Local Lax-Friedrichs (LLLF). While LLLF requires the least computational
effort, it usually underestimates the required dissipation coefficient and thus results
in unphysical oscillations. LLF achieves satisfactory values for αi, while keeping
the computational requirements at a minimum. Therefore, this scheme is the most
appropriate for the advection of general velocity functions V (→g, t).
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It is important to note that although stencil-based schemes are used to obtain
spatially varying dissipation coefficients α(→g), the size of the time step Δt still must
be chosen based on the global αi values, since the time step is a global property.
Therefore, the correct size of the time step for stencil-based schemes is

Δt = min
all →g∈L0

┌┌┌┌┌┌
|

D∑
i=1

αi
Δg

|−1
┌┌┌┌┌┌ . (2.59)

2.4.3 Geometric Level Set Advection

In Section 2.4.2, the evolution of a level set was modelled by considering the surface
normal speed and solving the propagation of the surface iteratively. In each iteration,
only a small time step can be applied, due to numeric restrictions of the underlying
methods used to advance the surface. At most, the zero LS can be moved by half a
grid spacing when using the sparse field approach. Hence, when a surface is repre-
sented at a high resolution, several hundred time steps might be necessary to advance
the surface to its final location. Therefore, moving the interface using iterative advec-
tion commonly requires substantial computational effort, while introducing numerical
errors [105]. Such errors stem from the approximations of partial derivatives, required
to solve the level set equation, as discussed in the previous section.

If the propagation of time does not have to be modelled explicitly, meaning that
a geometric relationship between the initial and the final surface is known, there is
no need to move the surface in small steps. The resulting geometry can then simply
be ”drawn” based on this geometric relationship, which is referred to as geometric
advection or process emulation [106]. This way, perfectly isotropic deposition can
simply be thought of as extending the surface outwards at every point by a constant
distance. This method of emulating surface movement was first applied successfully
using explicit voxel-based representations [107, 108] similar to those described in
Section 2.3.3.2.

Within the scope of this work, the method of emulation was applied to the LS
for the first time. Due to the higher resolution of the LS as compared to voxel-based
surface representations, better results can be achieved with comparable computational
effort. Additionally, this allows geometric advection to be combined with iterative
advection to achieve a high flexibility with regard to the modelling capabilities of the
implemented simulator. In this section, the underlying geometric advection algorithm,
as developed during this work, is presented including considerations for practical
applications, as well as fundamental limitations of this approach.

In order to familiarise the reader, the general approach of this method will first
be explained using an explicit surface representation. Applying the same strategy to
level sets, most algorithmic approaches remain the same and can be applied to the
implicit surface.
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2.4.3.1 Geometric Voxel Advection

For voxel-based advection, the initial surface is described as a Cartesian grid of cells,
where each cell is filled with an integer denoting which material it contains. Usually,
partially filled cells are not permitted [109], since this would strongly increase the
complexity of the algorithm and thus lead to increased computational effort [82]. For
a perfectly conformal deposition process, the final surface can be straight-forwardly
generated by considering the distance between the filled and the empty cells. Algo-
rithmically, this is achieved by first identifying all cells at the surface by checking
whether a voxel has a neighbouring empty cell. If this is the case, the voxel must lie
on the surface.

Subsequently, as shown in Fig. 2.17a, a circle is drawn, centred at the interface
between a filled voxel and its empty neighbouring voxel. This circle represents the
so-called advection kernel or advection distribution, which encompasses all the geo-
metric information of the emulated process. A circle corresponds to uniform surface
movement in all directions and is thus used to emulate a perfectly isotropic deposition
processes.

After the advection kernel has been placed at the interface, all empty cells within
the kernel are set to filled, as indicated in Fig. 2.17a. Depending on the exact shape of
the advection kernel, different processes can be emulated. Repeating this procedure
for all points on the surface leads to the formation of a new material which is a
geometrically accurate representation of an isotropically deposited film on top of the
initial material.

Fig. 2.17 shows this procedure after the first kernel was drawn, at some point in
time during the advection and the final result showing the entire new material. Some
of the problems of the geometric advection method are also visible in this figure.
Due to the limited resolution of the voxel-based material representation, sub-grid
distances cannot be represented accurately [78]. This leads to the small gap between
the advection kernels and the new material on the top surface and to stepped corners
which should be smooth and round. The metric used to determine whether a voxel is
inside or outside of the advection kernel also has a great impact on the final result. If
the centre point is used, more than half of the volume of the voxel might actually be
filled with the new material, but the voxel is left empty because the centre is not inside
the new material. Additionally, the top surface in Fig. 2.17c is not advected as far as
the advection kernels reach and thus the new surface is not moved far enough. These
small inaccuracies can accumulate and ultimately lead to large discrepancies in the
final result. Therefore, while the geometric voxel advection offers great computational
efficiency and is easily implemented, the limited resolution and possible numerical
issues make it unfavourable for many applications [79].
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(a) All empty cells within the first advection
kernel are set to filled.

(b) Circles are drawn for each surface cell
and empty voxels are filled accordingly.

(c) Once all circles have been drawn, their
union and thus the resulting geometry ac-
curately represents the result of a perfectly
isotropic deposition process.

Figure 2.17: Advection of a voxel-based explicit mesh for the emulation of an isotropic
deposition process. The centre of each advection kernel is found by taking a filled
voxel with a neighbouring empty cell and placing the centre of the kernel at their
interface. Several deposition kernels (black circles) are used at the interface between
the filled initial cells (blue) and empty cells to draw the new surface. All empty cells
within a distribution are filled with the new material.

2.4.3.2 Geometric Advection Distributions

In the example discussed in the previous section, a geometric advection distribution
was used to describe the geometric effect the modelled process has on the initial
surface. The final surface, after isotropic deposition, was emulated using spherical
advection distributions placed on the initial surface. The circle in 2D, or sphere in
3D, implies that the surface is moving at the same speed in all directions. Thereby,
the radius of the sphere sets how far the surface has been advanced by the end of the
modelled process.

In order to capture the specific geometric behaviour of each process, it must be
expressed as a geometric distribution. Given the geometric characteristics of the
modelled process, such a distribution must describe how a specific point on the initial
surface →xs affects the final interface. In the case of isotropic deposition, it is most
natural to express the effect on the final surface in terms of the spherical angles θinc
and φaz

Diso(→xs, θinc, φaz) = Riso , (2.60)

where Riso is the deposition distance. Since this advection distribution is independent
of →xs and the spherical angles, it is isotropic and thus has the same effect everywhere
on the initial surface. If the growth distance of a deposition process does depend on
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some locally varying surface property F (→xs), but is isotropic nonetheless, the radius
of the spherical deposition will simply be scaled by this property using

Diso(→xs) = F (→xs)Riso . (2.61)

If the process is not isotropic and therefore has some directionality, the geometric
distribution must have a non-spherical shape. There are no general limitations on
the shape or complexity of the spherical distribution, other than it being single valued
in all →xs, θinc, φaz. This must be the case as it represents the distance by which the
surface at →xs would move under the modelled process to form the final interface, if
there were no other initial surface points. As the surface can only be moved by a single
distance in each direction, the geometric advection distribution must be single-valued.

For certain distributions it may be more natural to express them in terms of other
coordinate systems in which it is easier to represent the shape of the distribution. For
example, perfectly directional processes which only move the surface in one spatial
direction and not in any other are more naturally expressed using Cartesian coordi-
nates. However, no matter what coordinate system is used to represent the geometric
distribution, it must be single valued for all combinations of its arguments.

Signed Distance Calculation Using Geometric Distributions

By considering this definition of geometric advection distributions, the voxel-based
approach presented in the previous section (see Fig. 2.17) can be extended to the LS
method [106]. The simplest approach would be to generate the implicit surface of a
geometric advection distribution, centre it at each initial surface point and then use
Boolean operations to generate the final surface. This would entail iterating over the
initial surface once for every grid point of the final surface, making it computationally
inefficient. However, by considering the geometric nature of the SDF used to describe
implicit surfaces, it is possible to construct the final surface directly.

Using the geometric approach, a point on the final surface does not evolve from
its neighbouring points but is rather set directly. Therefore, the signed distance ds
of each active grid point →a on the new surface may be calculated independently of all
others. To calculate the signed distance value, first a possible new surface point →Pcand

referred to as candidate point is selected, as shown in Fig. 2.18.
Next, the signed distance value of this point is calculated using each initial surface

point →Pcont, called contribute point, at a time. First, the geometric distribution is
centred at →Pcont, shown in Fig. 2.18 for an isotropic deposition. In order to calculate
the signed distance ds, the distance vector →v from →Pcont to →Pcand is calculated. The
geometric advection distribution is then used to find the advection distance of the
process in the direction of →v. The signed distance of the new surface to the point
→Pcand is then given by

ds(→v,D(→xs, →v)) = |→v| −D(→xs, →v) . (2.62)

In the case of isotropic deposition, given in Fig. 2.18, this simplifies to

ds(→v) = |→v| −Diso = |→v| −Riso . (2.63)
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Riso

→v ds
→Pcont →PcandΔx

Figure 2.18: A geometric distribution (dashed red) describing isotropic growth, used

to calculate the signed distance ds for a candidate point →Pcand (blue) from one point

of the initial surface →Pcont (red). The growth distance Riso is equal for all directions
of the distance vector →v. The set of all initial points are shown in black and the set
of all candidate points in orange.

Hence, the signed distance ds of the final surface only depends on |→v|, the distance to
the initial surface, but not on direction or location, as one would expect for isotropic
growth everywhere on the surface.
Since φ(→x) is scaled to the grid spacing, the new LS value at →Pcand is given by

φ(→Pcand, tfinal) =
|→v| −D(→xs, →v)

Δg
, (2.64)

which, for the isotropic case, simply becomes

φ(→Pcand, tfinal) =
|→v| −Riso

Δg
. (2.65)

Once this calculation has been performed with all possible active points →a of the new
surface by setting them as →Pcand, the new LS values φ(→a, tfinal) represent a correctly
initialised LS describing the final surface. The way in which all the possible combi-
nations of contribute and candidate points are merged to form the final level set will
be discussed in the following.

2.4.3.3 Geometric Advection Algorithm

The purpose of the geometric advection algorithm is to identify all necessary candidate
points of the new surface and use the geometric advection distributions to find the
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correct LS value for each of these candidate points. Given the set of possible LS values
φ(→Pcand, {→Pcont}) for each candidate point, the algorithm must identify the correct final

value for φ(→Pcand). In the following, the algorithm will be presented using the isotropic
deposition example of the previous section for simplicity. Differences in the algorithm
for general geometric advection distributions will be discussed thereafter.

Condition for Choosing the Final LS Value

Isotropic deposition corresponds to a positive and constant surface velocity function.
Therefore, the velocity field V (→x, t) = R for R ≥ 0 in Eq. (2.30) and the numerical
LS equation may be written as

φ(→g, tfinal) = φ(→g, t)−R||∇φ(→g, t)||2 . (2.66)

By definition, ||∇φ(→g, t)||2 > 0 and R must be positive. Therefore, all level set values
must decrease when advected under a velocity field describing isotropic deposition.
Intuitively, this can be imagined as more and more grid points moving inside the
surface and thus becoming negative, while grid points outside of the surface are closer
to the surface than before and thus their LS value must be smaller.

As all LS values must decrease, the smallest value of a set of possible level set
values for a point →Pcand correctly describes the final LS since it implies the farthest
movement of the surface:

φ(→Pcand, tfinal) = min
|
φ(→Pcand, {→Pcont}, tfinal)

|
. (2.67)

Note that this only holds for a deposition process, since all LS values decrease in size.
The opposite is the case for an etching process, where the maximum value must be
chosen, since every LS value must increase.

The Algorithm

Using the above definition for choosing the correct LS values, the algorithm in
Fig. 2.19 is used to generate the final surface only from the initial LS and a geo-
metric advection distribution.

The algorithm is described in detail in the following, with the most important
steps depicted in detail in Fig. 2.20:

1. Generate Explicit Points: First, points on the initial surface must be generated
so geometric advection distributions can be centred on them. The resulting
point cloud should represent the surface with enough accuracy to not loose
any features. However, since the final LS has a finite resolution, numerous
additional points will not provide added benefit, while increasing the number
of signed distance calculations and therefore computational effort. The ideal
resolution of the initial surface is thus on the order of the grid spacing. As
presented in Section 2.3.2.3, the LS can be used to quickly generate points on
the surface using the closest point approximation [60]. Since grid points are
used to generate these points, they are automatically separated by roughly one
grid spacing. Therefore, centring one geometric advection distribution at each
point will produce the expected final surface.
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Extract explicit points

Identify the set {→Pcand}

for →Pcand in {→Pcand} Identify the set {→Pcont}

for →Pcont in {→Pcont} Find φ(→Pcand, →Pcont)

→Pcont left?

φ(→Pcand)=
min(φ(→Pcand, →Pcont))

Discard if |φ(→Pcand)|>1→Pcand left?

Finalise LS

yes

no

no

yes

Figure 2.19: Flowchart of the full geometric advection algorithm for a deposition
process.

2. Identify Candidate Points: Find the grid points, which will likely be active grid
points of the new level set and thus may be involved in describing the final
surface. These are shown as orange and blue points in Fig. 2.20a and should
represent the minimal set of new LS points. Ideally, the set of candidate points
{→Pcand} is exactly equivalent to the set of active points {→a} of the final LS .
While it is possible to treat all grid points as candidate points, keeping the
number of candidate points low is key to an efficient algorithm, as it drasti-
cally reduces the number of time-consuming calculations of φ(→Pcand, →Pcont). An
efficient implementation for identifying the minimal set of candidate points is
discussed in Section 4.2.7.1.

3. Iterate over Candidate Points:

(a) Identify Contribute Points: For each candidate point, the set of contribute
points which might affect the formers final value must be identified. Again,
this could include all initial surface points, however this set should also be
as small as possible in order to save computation time. Since active points
of the new surface must lie on the boundary of the geometric advection dis-
tribution, a simple bounding box approach can be used to identify possible
contribute points, as shown in Fig. 2.20b. Depending on the exact shape of
the geometric advection distribution, there might be more efficient meth-
ods to identify contribute points given a specific candidate point. However,
the bounding box approach can be used universally and thus provides a
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robust strategy while being reasonably efficient for most advection dis-
tributions encountered in process simulation, such as spheres, boxes, or
ellipsoids.

(b) Calculate New Level Set Value: For each of the just-identified contribute
points, the LS value which they would produce at the candidate point is
calculated. This means that φ(→Pcand, →Pcont, tfinal) is evaluated as shown in
Fig. 2.20c. Using Eq. (2.67), the lowest of these values is chosen as the final

LS value φ(→Pcand, tfinal). This final value is then checked to see whether the
current candidate point will be an active point on the final surface. If it is
not, meaning |φ(→Pcand, tfinal)| > Δg, the candidate point will be discarded.

4. Finalise Level Set: Once all candidate points have been considered and their LS
values have been calculated, they automatically form a valid new surface. The
values of the candidates which were discarded are not required and are thus not
considered in the final surface, forming an efficient sparse-field LS. However, the
final surface still contains LS values larger than 0.5, which are not required for
sparse-field LSs and could be removed in a final step. Nevertheless, in regions
of high curvature it is beneficial to not only include the L0, but also the L1

layer and thus allow values up to 1 in order to achieve a more robust surface
description. Since these values are still required for the algorithm and would
have to be removed in an additional step which does not provide great benefits,
it is recommended that these values are kept in the final result.

2.4.3.4 Adaptions for Specific Geometric Advection Distributions

The criterion for choosing the correct φ(→Pcand, tfinal) from the set φ(→Pcand, {→Pcont}, tfinal)
was defined in Eq. (2.67). For a deposition process, the lowest value leads to the
expected surface description, since all values in the LS must decrease. Choosing the
minimum of the set of values gives the correct result because this value reflects the
farthest movement of the surface under the advection, meaning the contribute point
which contributes most to the deposition is kept.

However, this is not the case for etching processes, where all LS values must in-
crease and thus the maximum value corresponds to the farthest movement. Therefore,
the criterion for choosing the correct final value changes depending on the geometric
advection distribution which must be known in advance, so the same criterion can
be applied for all candidate points. Whether the geometric advection distribution
describes deposition or etching, is denoted by its sign. In this work,the convention of
negative values indicating etching is used.

Since the criterion for choosing the correct LS values must be known in advance,
the modelled process cannot include simultaneous deposition in one region and etching
in another, as is the case in modern plasma processes [110]. However, such a process
can still be modelled by splitting it into two different geometric advection steps, one
for etching, followed by a second geometric advection for deposition.
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Figure 2.20: Visualisation of how the algorithm generates the LS describing the final
surface from a point cloud of the initial surface.

2.4.3.5 Geometric Advection of Multiple Materials

In order to use the geometric advection algorithm in microelectronic simulations, it
is essential that multiple materials and differing advection distributions based on the
current material can be handled appropriately. Using the layer-wrapping approach
described in Section 2.3.2.5, the initial surface must include all lower material and thus
represents the union of all materials in the simulation domain. Given a point on the
initial surface →xs and the distance vector to a candidate point →Pcand, the material for
both can be deduced straight-forwardly. Since the geometric advection distributions
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are a function of both, the distribution may change according to the material of the
initial surface as well as of the final surface at →Pcand. If, for example, a part of the
initial surface is covered by a masking material, the geometric advection distribution
at these points can be set to zero, leading to the same behaviour as if the material
had been masked. Equally, if a material should be etched until an etch stop layer is
reached, the geometric advection can be set to φetch stop if →Pcand is part of this layer,
thus leaving the etch stop material intact. Therefore, no special consideration or
change in the algorithm is necessary to incorporate multiple materials since all the
information is already included in the geometric advection distribution.

2.4.3.6 Time-varying Processes

Using geometric advection, the movement of the surface is only described by a distance
rather than a velocity used for iterative advection. Therefore, velocity functions which
vary in time cannot be modelled using the geometric advection approach without
more detailed considerations. The most important limitation is that a geometric
advection distribution must be single-valued in all its arguments. Thus, in order
to represent this surface movement using a geometric advection, the integral of the
surface movement over time must be single valued in every spatial direction from
the initial surface. If this is not the case, the process can usually still be modelled
using geometric advection, but must be split into several sequential steps of geometric
advections. How many steps are necessary and how exactly the process should be
split up must be considered for every modelled process individually.

2.4.4 Volume-Dependent Modelling

Several important manufacturing processes lead to changes deep within materials,
instead of just on their surfaces and interfaces. Some diffusion processes, such as
ion implantation [111] or thermal annealing [112], might not affect the interface but
rather result in a change of properties inside the material, while others might lead to a
change of the interface which is controlled by changing densities inside the material,
such as oxidation [113]. The doping concentration may also heavily influence etch
rates [114], which is why volume-dependent modelling may be important even when
only topographical changes should be simulated.

In order to model these processes, a volume representation is necessary to store
all the relevant information wherever it is needed. A simple and commonly applied
solution is using a triangular [115] or tetrahedral mesh [113], where each triangle or
tetrahedron stores all the necessary information. However, this means that the entire
volume has to be represented, which is memory intensive. Since diffusive processes act
by diffusing through the material from the surface, usually only the volume directly
under the surface needs to be represented in order to model the process appropriately.

A cell-based representation, as discussed in Section 2.3.3.2, is compatible with the
level set and can be used to store volume data. Therefore, a sparse approach was
developed within this work, similar to the sparse-field LS, in which the volume is split
into voxels, centred around a grid point, and information is stored only at required



Chapter 2. Numerical Modelling 49

grid points. Using this cell-based representation on the same grid as the LS thus leads
to an accurate and robust description of volume properties and their evolution in time.
If the change in volume property, such as strain or doping, results in a topographical
change, a velocity field →V (→g) can be generated from the cell-based representation
and used to robustly move the LS surface. Converting the final LS-based result
to filling fractions, as described in Section 2.3.3.2, allows to obtain the final cell-
based volume description. This flexible approach allows any type of volume data
to be stored and manipulated by different algorithms depending on the application.
Therefore, this design allows for ion implantation, diffusion and mechanical stress to
be modelled using the most appropriate algorithm, while still keeping the benefits of
a LS surface description and minimizing the need for mesh conversions. Since both
material representations only store sparse data, this approach is also highly memory
efficient.
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2.5 Summary

In this chapter, the continuum modelling approach for the description of wafer ma-
terials was found to be the most appropriate for the requirements of the developed
simulator.

Different numerical representations for continuous materials were introduced and
their relative advantages discussed. The sparse-field level set method was deemed
appropriate for the description of material interfaces, due to its minimal memory re-
quirements and the ability to extract geometric properties such as the surface normal
and the curvature straight-forwardly. Additionally, Boolean Operations can be car-
ried out with optimal efficiency, requiring every defined grid point to only be visited
once. For the representation of multiple materials, the layer wrapping scheme was
found to be the most appropriate to minimise numerical errors.

Volume-based material descriptions were reviewed and parallels between the level
set method and cell-based methods were highlighted. A surface described by the LS
can straight-forwardly be converted to cell-based filling fractions. However, due to
the latter not storing enough information to generate surface normals, a conversion
back to a level set is not possible unambiguously.

Next, the modelling of material evolution was discussed and the level set was
deemed the most appropriate for the description of semiconductor fabrication pro-
cesses. The merger and separation of level set surfaces leads to appropriate results
without further considerations, as self-intersections are avoided entirely. Different
numerical schemes for level set advection were presented, including the Stencil Local
Lax-Friedrichs scheme for the robust advection of non-convex velocity fields. This nu-
merical advection scheme was developed during the course of this work for strongly
normal vector dependent material evolution, as encountered during anisotropic wet
etching of silicon described in Section 5.1.3.

Next, geometric level set advection was presented and the underlying algorithm,
which was developed wihtin the scope of this work, discussed in detail. In this work,
for the first time, this efficient modelling approach for material evolution was applied
to the level set method. The developed computationally efficient and robust algorithm
was presented and limitations shown. It was found that the algorithm is the most
appropriate for process emulation, were the geometric outcome of a processing step is
known in advance, since it decreases computation time significantly when compared
to iterative level set advection.

Finally, the general approach to volume-dependent modelling in the implemented
simulator was discussed. A sparse cell-based volume data structure, defined on the
same grid as the level set, was developed to achieve compatibility with the surface
description. The volume description can then be used to model physical processes
deep within materials and it can be combined seamlessly with the level set method
to move material interfaces accordingly.
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Surface Rate Calculation

In order to move a surface, its evolution must be captured by a velocity field →V (→xs)
defined at every point on the surface →xs, as described in Section 2.4. In the case of
the sparse-field level set method, this means that there must be a velocity field →V (→a)
defining the surface movement for every active point →a describing the interface. As
all topographical changes of the surface resulting from a manufacturing process are
captured in this velocity field, it is crucial that it is as accurate and as robust as
possible. Analogously to physical growth or etch rates, these surface velocities are
often referred to as surface rates, even when the physical behaviour is not considered
directly. In order to capture these surface rates appropriately, process models are
used to simulate how a fabrication process will affect the surface and thus give ac-
curate approximations for the surface velocities. Two main approaches to modelling
fabrication processes to find the surface rates are discussed in the following.

Firstly, empirical modelling, or process emulation, describes extracting geometric
parameters, such as etch depth or isotropy from experimental data and using them
to formulate simple models for the surface rates. When using the iterative advection
described in Section 2.4.2, a velocity field can only be applied for a single advection
step and then must be recalculated since the level set (LS) surface has changed and
thus the velocity field must be adjusted as well. However, geometric process param-
eters may also be expressed as a geometric advection distribution, as described in
Section 2.4.3, and the entire process could be emulated in a single step.

The second approach is chemical modelling and encompasses a rigorous description
of all relevant physical processes leading to a change in topography by considering
the underlying physical principles, including particle transport, surface kinetics and
surface chemistry. Since chemical modelling requires the explicit simulation of process
time, only iterative advection may be used to advance a LS surface, while geometric
advection is not suited for this type of modelling.

Due to its simplicity, empirical modelling is usually computationally more efficient,
while chemical modelling describes the underlying physics of a process and can thus
be used for physical analysis or to simulate processes for which no experimental data
is available.

51
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3.1 Empirical Surface Rate Modelling

In this approach to finding the surface velocities →V (→xs) capturing the topographical
changes, the result of a fabrication step must already be known and geometric pa-
rameters of the final geometry extracted. Once these parameters, such as etch depth,
deposition distance, isotropy, or directionality are known, surface velocities are gen-
erated algebraically. Since no physical behaviour is modelled, but only geometric
considerations are used to mimic the final surface, this approach is also referred to
as process emulation [116]. A simple example is isotropic deposition of a material,
which is modelled by setting the velocity field in the normal direction of the surface
V (→xs) to the thickness of the deposited material. Applying iterative advection for a
unit of time results in the final surface showing the expected deposition behaviour. If
the surface is moved over large distances, this velocity field must be applied several
times in order not to violate the Courant-Friedrichs-Lewy (CFL) condition.

However, for certain types of processes, it is possible to express the velocity field
→V (→xs) as a geometric advection distribution. Then, for isotropic deposition, the ini-
tial surface is simply shifted outwards by a constant distance, resulting in a film of
constant thickness, as if grown perfectly isotropically. There is no general limit on the
complexity of a process modelled using geometric advection, although the algebraic
descriptions required to capture the geometric properties of complex fabrication pro-
cess may sometimes be described more naturally using a velocity field and applying
it using iterative advection. Due to the simplicity and straight-forward calculations
of the final surface, geometric advection is highly efficient and commonly employed
for the generation of large structures in order to characterise entire microelectronic
circuits[117, 118, 119]. Since time is not modelled explicitly, but just the initial inter-
face and the final surface, the geometric advection algorithm discussed in Section 2.4.3
is the most appropriate method for simulating this type of model.

3.2 Chemical Surface Rate Modelling

The goal of this approach is to consider the physical processes which lead to the
evolution of material interfaces. In order to obtain a surface velocity field →V (→x), the
chemical reactions on the surface have to be modelled in order to express their topo-
graphical effect on the material through etch or deposition rates R. These reactions
depend on the particles present at the considered surface site, expressed using surface
coverages Θx denoting the fraction of the surface site covered by a molecule of type
x. The distribution of coverages for each particle type is governed by the transport of
this type in the gas phase through the reactor. Modelling this transport, the surface
fluxes Fx for each particle type can be found in order to calculate the surface coverages
Θx. Hence, as shown in Fig. 3.1, several different models have to be formed with the
result of one model used as the input for the next. After all the physical models have
been evaluated, the final result is the topographical change of the surface captured
in the surface velocity field →V (→x).
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This section will discuss these models and their physical footing in detail. The
models will be presented in the order in which they would be performed during the
simulation of a semiconductor fabrication process.

Molecular transport
in the gas phase

Molecular interactions
with the surface

Chemical reactions of
molecules on the surface

Resulting change
in topography →V (→x)

Flux

Coverages

Rates

New Surface

Figure 3.1: Flowchart of the chemical models used to generate the surface velocity
field →V (→x) and the information they provide for the next step (see arrows). First, the
distribution of molecules impinging on the surface is modelled, which produces the
incoming flux at every point on the surface. This flux is then used to model interac-
tions with the surface in order to find how molecules are distributed leading to the
surface coverage for each particle type. Using the number of molecules present at each
surface site, their chemical reactions with the substrate are modelled, finally leading
to the surface rates and thus the velocity field describing the topographical change.
Applying these velocities to the initial surface using a single iterative advection step
results in the final surface and the cycle starts anew.

3.2.1 Molecular Transport in Plasma Environments

The first step in the chemical description of a fabrication process, is calculating the
rates at which different atoms, molecules, or ions impinge on the surface. In the
context of process technology computer aided design (TCAD) modelling, these rates
are referred to as particle flux and depend strongly on the different geometrical effects
and transport phenomena inside the reactor [120, 121]. A thorough description of
the thermodynamics of the fabrication process is necessary to capture all relevant
phenomena. As already mentioned in Section 2.1.1, the reactor space is divided into
a reactor scale and a feature scale region. Although reactor scale modelling is not
the main scope of this work, the fundamental concepts are discussed in the following,
focusing on the implications it has for feature scale modelling.

3.2.2 Reactor Scale Transport

As shown in Fig. 3.2, the simulation domain is split into reactor scale and feature
scale regions, separated by the plane P , referred to as source plane. The reactor scale
thus encompasses all space inside the reactor, whose dimensions are at the very least
on the order of the wafer size, i.e. 300 mm for modern processes. A simple parameter
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used to determine the transport regime of particles is to consider their mean free path
in an ideal gas:

λ̄ =
kBT√
2πd2P

, (3.1)

where kB is the Boltzmann constant, T is the temperature, P is the pressure inside
the reactor and d is the collision diameter of the gas molecule [122], which for the
most commonly encountered particles is around 0.4 nm [123].
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Figure 3.2: Schematic representation of the traversal of neutral molecules and ions
through the reactor and feature scale regions. While the motion through the reactor
scale is dominated by random collisions with other molecules, the path through the
feature scale region is dominated by ballistic transport. The directional distribution
of neutral atoms and molecules Γneutral (blue) and ions Γion (red) entering the feature
scale region is shown as blue and red arrows, respectively. The molecular entities will
then traverse the feature scale region in straight lines, only colliding with the surface.

In extreme cases, processes may operate at temperatures up to 1500K and pres-
sures down to 0.1Pa [124], leading to a mean free path of λ̄ ≈ 290mm. For these
types of processes, the exact reactor geometry and operation would have to be consid-
ered in order to generate accurate particle fluxes on the surface [125]. However, most
microelectronic fabrication processes do not operate above 500K or below 10Pa, so
the mean free path does not exceed λ̄ ≈ 10mm, meaning it is much smaller than the
reactor region. Therefore, molecular transport is within the continuum regime and
the directional distribution of particle motion is uniform, while the velocity follows
the Maxwell-Boltzmann distribution [126]. Since particles are equally likely to move
in any direction, the directional distribution of the particle flux crossing the source
plane P towards the wafer is described by a cosine [60]

Γneutral(θ) = Fneutral cos(θ) , (3.2)

where θ is the angle to the source plane normal and Fneutral is the neutral particle
flux towards the wafer, usually found through experiments or reactor-scale simulations
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taking into account the properties of the specific reactor. In general, the flux Γx for
any particle of type x may also include angular distributions for the energy of the
particles or the location on the source plane. For neutral species, the kinetic energy
is usually too low to significantly impact interactions with the surface. As this work
focusses on structures well below the micrometre regime, it is also reasonable to
assume that neutral flux distributions do not change significantly across the length
scale of the simulation domain. Hence, the flux of neutral particles through the source
plane can be described appropriately without considering the energy distribution of
particles or the location on the source plane.

In numerous fabrication processes, biased plasmas [127] are used to accelerate
ions towards the wafer and achieve focused particle trajectories. Essentially, the
distribution of the ions becomes more directional as the plasma sheath potential
increases and ion movement is not only governed by the random collisions with other
particles, but also by the electromagnetic field in the reactor. Hence the particle flux
for ions has a more focused directional distribution which can be approximated by
considering the ion flux Fion and a power cosine [128]:

Γion(θ, →xP , E) =
n+ 1

2π
Fion(→xP)€(E) cos(θ)n , (3.3)

where n is the exponent of the cosine, €(E) is the ion energy distribution giving the
fraction of all ions with energy E and →xP is the position on the source plane.

Depending on the type of plasma process to be simulated, different simplifying
assumptions can be made. In a direct current (DC) plasma, if the thermal energy is
small compared to the ion energy, all ions have the same energy:

E = eV , (3.4)

where e is the elementary charge. Therefore, the ion energy distribution follows a
Dirac delta function

€(E) = δ(E − eV ) (3.5)

and the exponent n can be approximated with [129]

n =
2E

kBT
. (3.6)

In focused ion beam (FIB) plasmas, it can be assumed that all ions have the same
energy and direction and only depend on →xP as the ion flux is distributed according
to a Gaussian [130] around the centre of the beam →x0

Γion(→xP) ∝ exp
|||→xP − →x0||22

|
δ(E − E0) , (3.7)

where E0 is the ion energy of the beam.
The source distribution in molecular-beam epitaxy (MBE) reactors is more com-

plex, as a ring of point sources is used to generate the source flux [131]. It is also
possible that these point sources emit different materials, further complicating the
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arrangement [132]. It is important to consider the exact setup of the reactor in or-
der to find the spatial and directional source flux for the feature scale which forms a
small part of the wafer, since the directional distribution of the incoming flux changes
drastically across the wafer [133].

Radio frequency (RF) plasmas have complex energy, spatial and directional depen-
dencies and therefore plasma sheath simulations should be used to find an accurate
expression for Γion [134] in these types of plasmas.

3.2.3 Feature Scale Transport

By definition, the size of the feature scale is much smaller than the reactor scale
region, namely on the length scale of the manufactured features, i.e. smaller than
10 ➭m. The mean free path of particles λ̄ defined in Eq. (3.1) is much larger than the
size of the feature scale and thus the movement of particles is governed by ballistic
transport, which can lead to shadowing due to the straight path of particles. Physi-
cally, each infinitesimally sized source plane element dA in Fig. 3.2 can be considered
an individual particle source with properties governed by its source distributions Γx.
Due to the relatively slow movement of the wafer surface compared to the molecules
in the gas phase, the surface can be treated as constant during the modelling of the
particle transport. Practically, this means that it can be assumed that there is a
constant flux from the source plane throughout the calculation of incoming particle
fluxes on the wafer surface.

3.2.3.1 Boundary Conditions

Since it would be computationally unfeasible, and often impossible, to simulate the
entire wafer, only a small portion of interest, such as a single feature, device, or cir-
cuit, is simulated. In order to still properly encompass the influence of neighbouring
sections of the wafer, appropriate boundary conditions must be used for the simu-
lation. Usually, structures would be repeated across the wafer, e.g. static random
access memory (SRAM) cells in the memory region of a microprocessor. Therefore,
when a particle leaves the simulation domain and hits a boundary, it must be treated
accordingly. Using reflective boundary conditions, as shown in Fig. 3.3, the particle
would simply be reflected off the domain boundary and therefore stay within the
simulation domain. Periodic boundary conditions refer to the particle re-entering
the domain through the other side, thus leading to the same description, as if the
simulation domain was repeated periodically outside of the domain boundary.

3.2.3.2 Modelling Approaches

The two main approaches to modelling particle transport are numerical modelling
using ray tracing methods and analytical calculations which require certain assump-
tions about the process to be made. In analytical models, certain properties of the
initial geometry can be used to find a solution for the particle flux on the surface.
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One example for this approach is using Knudsen diffusion to model particle trans-
port along straight trenches, which has been used successfully for specific processes
[135, 136, 137]. However, deep knowledge of the modelled process is required and
certain assumptions have to be made, so analytical models are not applicable to all
processes and geometries. Furthermore, their general approaches may differ consid-
erably, which is why they will not be discussed in detail here.

Ray tracing methods follow the ballistic trajectories of molecules in the feature
scale region. However, due to the large number of molecules, not all can be simulated
explicitly, but their trajectories are approximated using Monte Carlo (MC) methods.
Each ray then represents potentially thousands of molecules, drastically reducing sim-
ulation runtime. Since the transport is simulated directly, the resulting distribution of
molecules represents the expected physical result, given that the number of simulated
particles is large enough. Since the transport simulation encompasses the trajectories
of particles and the geometry directly, they are not limited to certain processes or
initial geometries. Therefore, ray tracing is more appropriate for the modelling of
general fabrication processes, where simplifying assumptions cannot be made easily.

The following sections will describe the numerical methods employed during ray
tracing in detail.

3.2.3.3 Top-Down Flux Calculation

As suggested by its name, in the top down modelling approach, particles are rep-
resented using rays originating from each source plane element dA. In the simplest
case, all particles are adsorbed on the surface on impact and do not reflect or re-emit.
Thus, the propagation of each ray ends somewhere on the surface. After all rays
have been traced, the number of rays terminating at each surface element is counted,
which is equivalent to the particle surface flux F (→xs), as discussed in Fig. 3.1. Typi-
cal source plane fluxes for semiconductor manufacturing processes are on the order of
1016 cm−2 s−1 [110]. Therefore, in order to simulate a wafer area of 1 ➭m2 during one
second of a fabrication process, roughly 108 rays must be traced. As most fabrication
processes last substantially longer than one second, the large number of rays which
would have to be traced makes it unfeasible to actually simulate each molecule indi-
vidually. Hence, each ray usually represents thousands of molecules rather than just
one. The particle surface flux F (→xs) is then simply the product of the number of rays
terminating at the surface element →xs and the number of molecules per ray. Although
representing multiple molecules with one ray leads to averaging of the surface fluxes,
the result can be considered a good approximation as long as the total number of
rays is much larger than the number of surface elements:

Nrays > Nsurface elements . (3.8)

To achieve a desired accuracy in the final result, the number of rays originating from
the source plane should thus be related to the number of surface elements the rays
may terminate on:

Nrays ∝ 1

σray

Nsurface elements , (3.9)
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where σray is the relative error compared to the analytical result for the surface flux,
obtained by integrating over all source plane distributions Γx. Intuitively, this can
be verified by considering that, in order to achieve a numerical error of σray → 0, an
infinite amount of rays would have to be traced.

Given an expression for the source plane distribution Γx(θ, →xp, E), as in Eq. (3.2)
and Eq. (3.3), MC methods are employed to generate the initial properties of each ray
[138]. The starting position of each ray on the source plane can either be generated
pseudo-randomly or chosen from a rectilinear grid of points on the source plane with
a regular grid spacing. The latter is computationally more efficient and leads to
comparable results, as long as the grid spacing on the source plane is comparable
to the resolution of the surface the particles are incident on. Once all the necessary
properties of the ray are known, its path to the surface can be traced using algorithms
which have been extensively applied in computer graphics [139, 140, 141, 142]. The
general idea of these ray tracing methods are shown in Fig. 3.3 for two particle source
distributions, as they would be used in the simulation of a semiconductor fabrication
process. The figure also highlights boundary conditions of the simulation domain, as
well as possible reflections of molecules if they are not fully adsorbed by the surface.
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Figure 3.3: Schematic depiction of rays being traced from the source plane to the sur-
face using reflective boundary conditions. Each ray describes either neutral molecules
(blue) or ions (red), governed by the source distributions Γneutral and Γion, respec-
tively. Diffuse and specular reflections are shown for neutral species and ions, respec-
tively.

The probability with which the particle will stick to the surface is referred to as the
sticking probability S and may vary for each combination of molecule and material
it is incident on. Since each ray represents numerous molecules, S can be used as a
probabilistic factor rather than simply deciding whether the ray should be reflected
or not. This means that the ray is always traced further as if the reflection occurred,
with the flux carried by that particle reduced by a factor of 1 − S. When the flux
reaches a pre-defined low threshold, the tracing of the particular ray is stopped. How
particles are reflected or re-emitted from the surface depends on the specific chemistry
and is governed by a reflection distribution Γrefl describing the angle, flux and energy
of the reflected ray, analogous to the source distribution Γx.
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Several algorithms have been proposed in order to perform ray tracing directly
on implicit surfaces [143, 144, 145]. However, many of these algorithms stem from
the field of computer graphics and are tailored towards visualisation applications.
Hence, they are not necessarily applicable to the simulation of molecular transport.
Furthermore, performing ray-surface intersection tests on implicit surfaces is com-
putationally more expensive than on explicit surfaces [146], which is why molecular
transport simulations are usually performed using explicit surface representations,
such as triangulated surfaces [147]. However, the generation of a triangulated surface
from a level set is expensive and thus undesirable. Hence, a different type of explicit
surface should be used for the simulation of molecular transport using ray tracing.

In order for ray-tracing methods to work robustly, the explicit surface must be
closed. There is no requirement for the mesh, however, to not contain self-intersections
or other usually undesirable inconsistencies. Therefore, the explicit surface can be
approximated using spheres of radius Δg centred at each grid point [148], or more
accurately by discs forming tangential planes to the surface [60], as shown in Fig. 3.4.
Spheres or discs can be extracted highly efficiently while still providing a robust, closed
explicit interface for fast intersection tests of commonly used ray tracing algorithms.
Since each sphere or disc is associated with a grid point, the results of the ray tracing
step can easily be related back to the section of the surface described by the specific
grid point.

(a) (b)

Figure 3.4: Two ways to approximate an implicit surface efficiently by explicit shapes
on active grid points (black), in order to simplify intersection tests for ray tracing.
(a) Tangential line segments used to form an explicit approximation of the surface, as
described in [60]; (b) surface approximated by explicit circles centred at active grid
points, as described in [148]. The line segments and circles are replaced by discs and
spheres in three dimensions.

In the top-down ray tracing approach, the physical behaviour of molecules mov-
ing through the feature scale is simulated and thus, all physical properties may be
included in the simulation. Hence, it is also possible to include phenomena such as



60

charged molecules in the feature scale being repelled by surface charges [149]. Fur-
thermore, even complex reflective properties can be modelled using the top-down
approach straight-forwardly. Specular reflections, for example, can be realised by
considering the incoming angle of each ray with respect to the surface, which is found
easily from the intersection test. Diffuse reflections employing any type of reflection
distribution may also be used straight-forwardly, as discussed above. Crystal-direction
dependent effects on the reflection or re-emission of molecules can also be included
straight-forwardly by including the surface orientation at the intersection point [150].
Additionally, even particle-particle collisions can be modelled if the simulation do-
main is too large for the ballistic transport assumption to hold, such as high aspect
ratio geometries like deep vias or trenches.

However, the inclusion of additional physical properties in the description of a
process may result in a strong increase in the required computational effort. Although
the top-down approach is often more computationally intensive than other forms of
modelling molecular transport in the feature scale region, it is very closely linked
to the physical behaviour inside the reaction chamber. Therefore, it is the most
commonly encountered method in physical process simulations.

3.2.3.4 Bottom-Up Flux Calculation

The bottom-up approach to calculating the surface flux can be considered the reverse
of top-down flux calculation, described in the previous section. Instead of tracing rays
along the physical paths of the molecules, an element on the surface is considered and
the paths of molecules are traced back to their origin. This is achieved by considering
how much of the source plane is visible from a point →xs [151, 152], as shown in Fig. 3.5.
Numerically, the visible parts of the source plane P are found by considering one
surface element →xs and iterating over all discretised points on the source plane. If the
distribution is visible from →xs, its contribution towards the surface element is added
to the total flux, according to each source flux distribution Γsrc.

The sum of all visible point fluxes results in the total molecular flux incident on
the surface element at →xs

Fdirect(→xs) =
∑
→xP

Γsrc(→xs, →xP)Y (→xs, →xP) , (3.10)

with the total flux being referred to as direct flux, since it does not include any
reflections from other parts of the surface. The visibility function Y (→xs, →xP) is unity
if the point →xP is visible from →xs and zero otherwise. Since the exact flux emitted
from Γsrc depends on the angle of emission, the distribution depends on the surface
point and source plane point. This is indicated by the black arrow in Fig. 3.5. The
angles at which source plane points are visible from →xs are indicated by the green
arc. All distributions on the source plane within the cone indicated by the dashed
grey line thus contribute to the direct particle flux incident on the considered surface
element.

In order to identify which points are visible and thus to find a description for
Y , adaptive visibility sampling can be employed. In this method, rays are launched
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Figure 3.5: Schematic representation of the bottom-up flux calculation for modern
transistor gate structures, using periodic boundary conditions, meaning the entire
simulation domain is repeated at the boundaries. The black arrow indicates the
direction used to find the direct flux incident on →x from a single particle source at
→xP with a source distribution of Γsrc. The flux of all visible source plane elements,
indicated by the green arc, is summed to give the total direct flux on →x.

towards the source plane in spatial directions spaced by pre-defined angles. If a ray
hits the source plane, this part of P is visible to the surface point. If the ray hits
another part of the surface first, the source plane is not visible from →xx in that specific
direction.

The achieved resolution is given by the angle between two consecutive rays, since a
transition from a visible to a shadowed section can only be resolved at this angle. The
resolution can be increased adaptively, by launching additional rays in the direction
of the observed transition [147]. Once a specific angular resolution has been achieved,
all source distributions can be summed and the final flux can be calculated. If only
a fixed resolution is required, numerous rays can be launched simultaneously, which
can be performed efficiently on graphics processing units (GPUs) [153]. Therefore,
sampling visibilities can be much more efficient than actually simulating the physical
paths of molecules as in the top-down approach.

However, modelling reflections using the bottom-up method requires additional
considerations, as they cannot be modelled directly from the source distributions. In
order to find the reflected or re-emitted fluxes, an iterative method must be applied,
which first solves for the direct flux Fdirect which is then used to find the reflected and
re-emitted fluxes. Each surface element is then considered as a particle source with
distributions Γrefl and Γreem, as shown in Fig. 3.6. The source distributions include all
the reflection properties based on the material and the type of the described molecule,
such as energy, sticking probability, or angular dependence. Similarly to the direct
flux defined in Eq. (3.10), the reflected and re-emitted fluxes incident on a surface
element at →x are found by summing all contributions from other surface elements at
→xˊ.

For simplicity, the fluxes in the iterative method are named according to the
current iteration, meaning the direct flux is labelled F0, the flux resulting from the
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Figure 3.6: Calculation of reflected or re-emitted fluxes using a bottom up technique
with periodic simulation boundaries. The black arrow indicates the direction used
to find the reflected and re-emitted flux incident on →x from a particle source at →xˊ.
The source distributions Γrefl and Γreem define the flux emitted towards →x. The total
indirect flux at point →x is found by summing the flux from all visible surface points,
highlighted by the blue arc.

first iteration of reflection and re-emission is labelled F1 and so forth. The i-th
iteration of the secondary fluxes is given by

Fi+1(→x) = Fi(→x)− Fi,refl(→x)− Fi,reem(→x)

+
∑
→x´

Y (→x, →xˊ) [Γi,refl(→x, →x
ˊ, Fi) + Γi,reem(→x, →x

ˊ, Fi)] , (3.11)

where Fi,refl(→x) and Fi,reem(→x) are the total outgoing fluxes from the surface element
→x. The arriving flux at the considered surface element →x is thus reduced by the total
reflected or re-emitted flux and is increased by the arriving fluxes from other parts
of the surface. This step is repeated until the desired accuracy has been reached or
all particles have been absorbed, meaning that Fi,refl(→x), Fi,reem(→x) → 0 for all →x. The
number of iterations necessary to arrive at appropriate results strongly depends on
Γi,refl and Γi,reem. If they do result in a large portion of the arriving flux leaving the
surface again, meaning that the sticking probability is low, more iterations will be
necessary as more reflections or re-emission take place.

Since the flux at the surface element →x is preserved after each step of the iteration
rather than individual particles and their properties, modelling specular reflections is
not possible straight-forwardly. This type of reflections can only be approximated by
assigning an average incoming and outgoing direction [154]. This leads to shortcom-
ings when modelling ion-enhanced etching processes, which are heavily influenced by
energetic ions and their reflections off the surface. Nevertheless, for processes with
little influence from ions, the bottom-up approach can be used as a more efficient
alternative to the top-down method.
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3.2.4 Molecular Interactions with the Surface

The modelling of feature scale transport, discussed in the previous section, results
in the incoming flux values on the surface for all molecular species involved in the
fabrication process. The next step is to model how the particles which impinge on
the surface interact with the substrate material to be adsorbed on the surface and
thus influence the coverage of different molecular species on it [155]. If a material is
covered by a species, it means that the specific molecules are adsorbed on the surface
long enough to engage in chemical reactions leading to a topographical change on the
surface. This is in contrast to reflected particles, which leave the surface immediately
and are not able react with the substrate chemically.

The most general type of process, which encompasses physical and chemical sur-
face interactions, is the ion-enhanced etching of a substrate. This type of process is
used here as an example for the procedure of modelling interactions with the surface,
as it may involve many different types of molecules and simultaneous deposition and
etching. For simplicity, the particles which impact the surface may be grouped to-
gether according to the chemical effect they have on the substrate [156]. This results
in four abstracted types of particles affecting the surface topography:

1. Etchant: Leads to the removal of substrate material

2. Passivation Species: Deposits on the surface to form a passivating layer

3. Passivation Etchant: Removes passivating layer and possibly substrate

4. Energetic Ions: Physically impacts the surface delivering kinetic energy

In order to appropriately model the process, the incoming flux of etchant Fe, passiva-
tion Fp, passivation etchant Fpe and ions Fi must be known to find the corresponding
coverages θe, θp, θpe [157].

The coverages θe and θp are normalised such that for each point on the surface,
their sum cannot be greater than unity, while θpe is defined as a fraction of θp. The
coverages can therefore also be interpreted as the probability of the specific type of
particle being present on the considered surface site. There is no coverage of ions, since
ions do not deposit on the surface, but rather deliver kinetic energy for immediate
physical reactions on the surface.

Since the transport of molecules is fast compared to the surface movement, it is
assumed here that the coverages on the surface will reach a steady state immediately
after the fabrication process is started [158, 159]. Based on this assumption, a linear
equation can be set up for each particle type’s coverage [160], describing all relevant
factors which contribute to the coverage.

Etchant Coverage

The etchant coverage is expressed as:

dθe
dt

= FeSe(1− θe − θp)− kieFiYieθe − kevFevθe ≈ 0 , (3.12)
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where Se is the sticking probability of etchant on the surface. kie and kev are the
stoichiometric factors for ion-enhanced etching an chemical etching respectively, de-
scribing how much of one material, compared to its reactant, is needed in the chemical
reaction. Yie is the ion-enhanced etching yield, which has a square root dependence
on ion energy and incoming angle to the surface. It is usually modelled as [161]

Yie =
|√

E −
√

Eth

|
cos(ω) , (3.13)

where Eth is the threshold energy for ion-enhanced etching to occur and ω is the angle
between the incoming ion and the surface normal.

Fev is the evaporation flux describing how much of the chemically etched material
is transported from the surface through desorption and may be expressed as:

Fev = KsFee
−Es/kBT , (3.14)

where Ks is a dimensionless reaction rate constant which defines how likely a reaction
is to take place once the etchant comes into contact with the substrate and Es is the
binding energy between molecules of the substrate.

Passivation Coverage

The passivation coverage is given by:

dθp
dt

= FpSp − FiYpθpθpe − Fdepo ≈ 0 , (3.15)

where Sp is the sticking probability of passivating molecules on the substrate and Yp
is the etching yield for ion-enhanced polymer etching. Fdepo is the flux describing at
which rate molecules are incorporated into the substrate during deposition in order
to advance the surface.

Passivation Etchant Coverage

The coverage of passivation etchant is written as:

dθpe
dt

= FpeSpe(1− θpe)− FiYpθpe ≈ 0 , (3.16)

where Spe is the sticking probability of this type of particle on the passivation.

Physical considerations

The first terms in Eqs. (3.12), (3.15) and (3.16) describe the main mechanism with
which the coverage is increased, namely through particle transport in the gas phase.
Since only the molecules which actually stick to the surface without being reflected
can engage in surface reactions, this term is also dependent on the respective sticking
probabilities. The subsequent negative terms describe loss mechanisms which for
etching occur only through the removal of the substrate through energetic ions or
evaporation. In the case of deposition, the main loss mechanisms are ion-enhanced
etching and the incorporation of molecules into the material through deposition.
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Several additional phenomena which occur in specific processes could also be
added. If surface diffusion of reactants play a role, a term describing this flux can be
included. This flux is then simply obtained by considering the fluxes at close surface
points and allowing for diffusive flow to the currently considered site.

In the simplest case, the particle fluxes do not depend on the coverages on the
surface. In this case, ray tracing can be performed to find the fluxes which, in turn, are
used to calculate the coverages for each particle type. However, in several processes,
the reflective properties of particles may change drastically with changing surface
coverages. This includes physical sputtering of the substrate through energetic ions,
which is strongly dependent on etchant coverage and may be modelled as a type
of re-emission. Sputtering, therefore, has to be considered during the modelling of
molecular transport.

In order to resolve this cyclic dependency, an initialisation step is necessary for the
coverages to settle into a steady state, as required for Eqs. (3.12), (3.15) and (3.16)
to be valid. Once the coverages have converged to a value, the surface velocities
can be calculated and the level set advanced. The coverages at the surface locations
before the advection serve as a good approximation for the next particle transport
modelling step [162], since the level set cannot be moved by large distances due to the
CFL condition discussed in Section 2.4.2.2. Hence, this initialisation step is usually
only necessary at the very beginnning of a simulation. However, it is crucial to
perform this step for each different physical surface rate model applied.

3.2.5 Chemical Reactions of Molecules on the Surface

Once the fluxes and coverages on each surface point are known, they can be used
to identify how the surface will evolve over time. In order to identify this evolution,
the main processes which lead to a change in the surface must be identified. In the
example of an ion-enhanced etching process, discussed in the previous section, there
are several types of etching and deposition mechanisms which lead to topographical
changes:

1. Deposition of passivation

2. Ion-enhanced etching of passivation

3. Chemical etching of the substrate

4. Ion-enhanced etching of the substrate

5. Physical sputtering of the substrate

These reactions are depicted in Fig. 3.7, highlighting how the different fluxes and
coverages discussed in the previous sections contribute to the topographical changes.

Passivation

The first two mechanisms only affect the passivation layer deposited in regions of
low ion flux. This passivating layer therefore protects vertical features of the surface
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Figure 3.7: The five mechanisms leading to a topography change of the surface in
the ion-enhanced etch process example. 1. Passivating molecules form polymers on
sidewalls (green), which may be removed again through 2. ion-enhanced etching.
3. During chemical etching the substrate reacts with an etchant forming volatile
etch products which thermally desorb from the surface through evaporation. 4. Ion-
enhanced etching increases the chemical etch rate by breaking up bonds in the sub-
strate, enhancing the formation of volatile etch products. 5. Energetic ions collide
with the substrate and break the surface bonds to remove material physically without
a chemical etchant through ion sputtering.

from being etched chemically. Eq. (3.15) can be rearranged to give the deposition
flux used to advance the surface, which is simply the number of particles available for
deposition on the substrate. The deposition rate of the passivation at a point →xs on
the surface is therefore given by

vdepo(→xs) = −Fdepo

ρp
=

1

ρp
(FpSp − FiYpθpe) , (3.17)

where ρp is the number density of the passivation material, meaning the number
of particles per volume. The minus sign for the deposition rate stems from the
convention of negative LS values denoting the inside of a material. The passivation
coverage θp is not included in the second term as deposition means that the surface
is covered in passivating particles and therefore θp = 1. If there is a large flux of
passivating particles at the surface, a passivation layer will be deposited, while a
large ion flux results in the suppression of growth. If there is a previously deposited
passivation layer beneath, the negative value means that this layer is etched. If the
surface point →xs is on the original substrate rather than on the passivation layer, then
vdepo must not be negative, as passivation etchant cannot remove the substrate. In
this case, vdepo has no physical meaning and can be ignored.
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Substrate

The substrate can be modified through all of the above mechanisms with the exception
of the ion-enhanced etching of the passivation layer. If deposition dominates and
vdepo > 0, no further considerations are necessary and vdepo can simply be applied at
the specific point on the surface. If, however, vdepo < 0 then etching of the substrate
takes place. Each of the three etch mechanisms is expressed by one term in the final
surface velocity:

v(→x) =
1

ρsub

 Fevθeˊ ˊˊ ˊ
chemical etching

+ FiYieθeˊ ˊˊ ˊ
ion-enhanced etching

+FiYs(1− θe)ˊ ˊˊ ˊ
ion sputtering

 , (3.18)

where ρsub is the number density of the substrate. Since all coverages affect θe, it
must be found by solving Eqs. (3.12), (3.15) and (3.16). Chemical and ion-enhanced
etching consume etchant and therefore result in a decrease of etchant coverage, while
ion sputtering removes the substrate without affecting any of the coverages.

Encapsulating a large number of physical etch or deposition mechanisms, a single
model could, in theory, describe a wide array of different fabrication processes. The
choice of stoichiometric factors, threshold energies and other coefficients for each
mechanism is crucial in order to properly capture the properties of a fabrication
process. Since these physical constants entail all differentiating properties between
two different processes, they must be considered with great rigour. Usually, these
constants are found from experiments, reactor-scale or ab-initio simulations, or a
combination of both. By adding more terms to the above model, any physical effect
affecting surface movement could be included, although simple models, such as the
one described here, are frequently enough to describe even complex processes [110].
It is therefore important to identify dominant etch or deposition mechanisms in order
to ensure that the main properties of the fabrication process are modelled adequately.
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3.3 Summary

Methods for finding the velocity field which describes the movement of a level set
surface were discussed. Empirical modelling, or emulation, can be applied when the
geometric effect of a process on the initial surface is known in advance and can simply
be applied. Therefore, these types of processes can be modelled highly efficiently using
the geometric advection algorithm presented in Section 2.4.3.

Chemical modelling is applied when intricate physical effects need to be included
in the description. This includes the modelling of molecular transport through the
feature scale region, which can be performed in a variety of ways. The most flexible
and appropriate method for modelling complex fabrication processes was found to
be top-down flux calculation employing Monte Carlo ray tracing. A highly efficient
explicit data structure was presented in which discs tangential to the surface can be
extracted directly from the level set. This allows for molecule-surface interactions to
be recorded for all active grid points.

The modelling approach for molecular interactions with the surface, as used in
the developed simulator, was presented. Using abstracted particle types for groups
of molecules, this approach allows for a maximum of flexibility in the implementation
of entirely different physical processes.

Finally, the modelling of chemical reactions on the surface, leading to the evolu-
tion of material interfaces, is discussed using the example of a modern ion-enhanced
plasma etch process. For the appropriate modelling of this process, it is crucial to
identify dominant physical mechanisms leading to material evolution. Therefore, if
important physical behaviours are not encompassed by the model, process specific
features cannot be generated, while the inclusion of unnecessary mechanisms will
lead to computationally inefficient simulations of processes with only minor effects on
the final structure.
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Software Implementation

This chapter describes the specific software implementation of the numerical meth-
ods presented in Chapter 2, implemented within the scope of this work. The C++
code for all numerical algorithms was implemented in smaller self-consistent libraries
depending on the specific functionality of the respective implementation. Five in-
dividual C++ libraries were created, incorporating all functionality required for a
process simulator with their dependency hierarchy shown in Fig. 4.1:

❼ ViennaHRLE [163]: This library provides the underlying sparse data storage for
the level set and cell set representations. The data type stored is not limited to
numeric types, so the data container can also be used for the storage of volume
data.

❼ ViennaLS [164]: All level set specific algorithms, including conversions to other
surface descriptions, advection algorithms, and geometric properties are part of
this library which uses the data structure provided by ViennaHRLE to store
the level set values.

❼ ViennaCS: This library contains the cell-based data structure described in Sec-
tion 2.3.3.2. It uses the data structure of ViennaHRLE to store custom volu-
metric properties of the simulated materials.

❼ ViennaRay [165]: A high-performance ray tracing library which is used to model
molecular transport in the feature scale region, supporting custom particle types
in order to model different sources, reflection types, and particle properties.

❼ ViennaPS [166]: This library ties together all other software implementations by
providing a modelling framework which allows for the straight-forward creation
of process models. It provides the necessary interfaces between all other libraries
and makes them accessible in a simple fashion.

All the software libraries depicted in Fig. 4.1 are discussed in detail in this chapter
starting with ViennaHRLE and then moving on to the dependent libraries. Finally,
the interplay of all these software elements within ViennaPS will be discussed by con-
sidering the program flow of a typical microelectronic device fabrication simulation,
highlighting important interfaces between the different libraries.
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Figure 4.1: Dependencies of the ViennaPS process simulation library on other soft-
ware libraries for core functionalities. Additional features, which do not provide
essential utilities but rather convenient additional functionality are connected using
dashed lines. External libraries which were not developed in the course of this work
are filled with a grey background and are labelled as external.

4.1 ViennaHRLE - Sparse Data Container

ViennaHRLE provides a storage container for sparse spatial data, as required for the
description of a sparse field level set (LS). Due to the specific requirements of level
set algorithms, a specialised data structure is needed for storing the LS values. Algo-
rithms operating on the LS do not require random access, but rather fast sequential
access as they operate on the entire surface in one pass. Furthermore, all values are
defined on a rectilinear grid. However, not all points on the grid are required for
the surface description but only a small set of grid points. A data structure which is
optimised for this type of data access is the hierarchical run-length encoded (HRLE)
data structure [167].

4.1.1 Data Structure

In this data container, the grid is segmented in each direction and run-length encoded.
This means that certain neighbouring points can be described as one entity if they
have similar values. Such a collection of points in an HRLE structure is referred
to as a run. In a sparse field LS stored in this structure, grid points with a signed
distance value larger than 0.5 can be represented by a large negative or large positive
number, depending on whether their location is inside or outside of the material
volume, respectively. Since their exact LS value is not known, these grid points, or
runs, are referred to as undefined points or undefined runs, respectively.

The way this data structure is constructed is illustrated in Fig. 4.2. The simple
triangle in Fig. 4.2a is represented using a sparse field LS. In order to store the LS
values efficiently, the grid is segmented into defined and undefined runs, as shown
in Fig. 4.2b. Blue areas in the segmentation represent negative undefined runs, in
which all points have no oppositely signed neighbour. Therefore, these points do
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not contribute additional information to the surface description and thus their exact
value is not important. However, the sign of these points may still be required in
simulations and can be found straight-forwardly by using the sign of the undefined
value referenced by the run. The same applies to the red areas in Fig. 4.2b, which
refer to positive undefined runs and therefore incorporate all grid points with positive
values and no oppositely signed neighbours. Once the grid containing the LS is
segmented, it can be run-length encoded and stored in the HRLE structure.
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(b) Segmentation of the sparse point data of
the LS in the HRLE data structure.

Figure 4.2: Surface of a triangle stored in the HRLE data structure, showing how the
LS values are segmented into defined (yellow), undefined negative (blue), or undefined
positive (red) points.

In order to generate the data structure shown in Fig. 4.3, the segmented grid has
to be projected in each dimension. In the case of the segmentation shown in Fig. 4.2b,
the grid is first projected into the y direction. This is done by considering one index
on the y-axis and marking it as a defined run if there is a defined run for any x-value
in this grid line. Taking Fig. 4.2b as an example, the grid line at y = −2 corresponds
to an undefined positive run in the y-direction, as there are no defined runs at y = −2.
At y = −1 however, there are defined runs in this grid line, meaning y = −1 will be a
defined run. For the structure shown in this figure, the projection onto the y-axis thus
results in defined runs from y = −1 to y = 5 and positive undefined runs everywhere
else. This projection is then run-length encoded to give three separate runs: One
undefined positive run from y = −3 to y = −2, one defined run from y = −1 to y = 5
and another undefined positive run from y = 6 to y = 7. This gives the set of run
types for the y dimension shown in Fig. 4.3. The defined run is given an identifier
(ID) denoting which value is the first of this run. Since there is still a dimension
below the current one, this refers to the start index for the lower dimension at which
this run starts. The first defined run therefore always has the ID 0.
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In Fig. 4.3, directly below the run types, the corresponding run breaks are shown.
These values store the coordinate at which the next run starts, meaning the defined
run starts at y = −1 and the last undefined run starts at y = 6, as discussed above.
The beginning of the first run is defined as the lowest grid extent and the end of the
last run is the upper grid extent, meaning that these runs extend to the edges of the
simulation domain.

The start index, shown above the run types, defines which run is the first in the
next grid line. As the entire structure was projected onto the y direction first, there
is only one grid line for this dimension and thus only one start index, namely 0. Since
all indices start at 0 by convention, the first start index must always be 0.

RLE: y dimension
extent
-3 7

RLE: x dimension
extent
-6 5

start indices 0

start indices 0 3 6 11 16 19 22

run types
run breaks -1 6

U0 0 U0

run types
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Figure 4.3: Internal representation of the HRLE data structure when storing a sparse
field LS. Each dimension is run-length encoded separately and referenced into the
next higher dimension using start indices. The defined values saved in the structure
are stored sequentially in memory, allowing for fast sequential access.

Now the next lower dimension x is considered and the structure is filled accord-
ingly. Since the only defined run in the y dimension extends over several grid lines,
the first run of each grid line must be saved in the start indices. The first start index
thus refers to the first run in the first grid line, which must always have the run type
0. The nth start index then refers to the first run in the nth grid line. The run types
are then filled as before, but since x is the lowest dimension, the grid is not projected
but run-length encoded as it is.

For example, the grid line at y = −1 in Fig. 4.2b is encoded first, resulting in three
separate runs: Undefined positive from the beginning of the domain to x = −5, one
defined run from x = −4 to x = 2 and one undefined positive run from x = 3 to the
edge of the domain. There are seven defined runs in this grid line with the run type
denoting the first of these. Since each defined run has its own run type ID, they are
described by the IDs from 0 to 6. Hence, the next defined run will start with the run
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type ID of 7. In the lowest dimension, the run type IDs are simply the indices into
the array which stores the defined LS value for each grid point. Therefore, all defined
points are close to each other in storage, allowing for fast memory access. Especially
during iterative advection, where the location of the LS values is not needed, the
scalar velocity field can be applied to the array directly, allowing for highly efficient
advection. There are three separate runs in the grid line at y = −1, which means that
the next grid line must start with the 4th run, corresponding to a start index of 3.
This is repeated for each grid line corresponding to a defined run in the y dimension,
resulting in a full description of the structure.

In order to describe a LS, only two undefined values are required: negative and
positive. However, for the description of volume information, it is useful to define
several additional background values. Hence, the HRLE structure allows for any
number of undefined values. These are values, which are shared by several grid points
and are therefore perfectly suited to be used for the storage of background values.

The implementation of the HRLE data structure in ViennaHRLE also includes
the possibility for straight-forward parallelisation by automatically splitting the data
structure according to the number of central processing unit (CPU) threads available
for computation. This is performed by marking specific segmentation run types which
signify the start and end of a parallel segment. The splitting is achieved through the
dynamically balanced approach presented in [168], so that the optimal parallelisation
can be achieved straight-forwardly.

4.1.2 Initialisation

First, the simulation domain is defined by setting its extent and boundary conditions.
The most efficient way to fill this domain with the LS values describing a surface is
to use a helper function provided by the ViennaHRLE library.

Listing 4.1: Helper function to fill an HRLE structure with LS values from a list of
point-value pairs.

template <class T, int D>
void hr leFi l lDomainWithSignedDistance (

hrleDomain<T, D> &newDomain ,
std : : vector<std : : pa ir<hrleVectorType<int , D>, T>> pointData ,
const T &negValue ,
const T &posValue ,
const bool s o r tPo i n tL i s t = true )

This function takes a list of points with their respective LS values, sorts them in
lexicographical order and then inserts them into the HRLE structure. The sorting
is necessary to reach the optimal performance by inserting values only at the end of
all the arrays used to store the internal HRLE representation. Internally, the helper
function shown in Listing 4.1 uses the two methods provided by hrleDomain to insert
the points in the most efficient manner.
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Listing 4.2: Functions to insert LS values directly into the HRLE structure.

template <class V>
void i n se r tNextDe f inedPo int (

const V &point ,
hrleValueType d i s t ance )

template <class V>
void inser tNextUndef inedPoint (

const V &star tPo int ,
const V &endPoint ,
hrleValueType value )

The first of the two functions provided in Listing 4.2 is used to insert a defined
run into the structure by copying the value distance into the defined values array
and building the required start indices and run breaks. The second function is used
to insert undefined runs by specifying their start and end coordinates, as well as the
value they represent. If this value is already stored somewhere in the undefined values
array, there is no need to store it a second time, so the undefined run type of the first
value will simply be used to represent this undefined run.

4.1.3 Data Access

Due to the complexity of the structure, random access is not efficient, as a value has
to be found by traversing through each dimension and identifying the correct run by
the run breaks. Therefore, finding one value takes on average O(logN), where N is
the number of LS values stored. Traversing the entire structure would thus require
O(N logN) operations. However, since many algorithms used in level sets can be
performed by iterating over the entire structure once, efficient sequential data access
can be used. Since all defined points are simply elements in an array, sequential access
to each element is constant in time and the entire structure can be traversed in O(N)
[169]. For ease of use, iterators are implemented in the library, which allow the user to
access the current coordinate, the LS value, and several additional container-specific
properties such as the current run. The ViennaHRLE library provides several types
of iterators for accessing the values stored at the grid points:

1. hrleSparseIterator: Stops once at every defined and undefined run.

2. hrleDenseIterator: Stops once at every grid point.

3. hrleSparseMultiIterator: Iterates over several domains at the same time and
stops at every run. If there are two defined runs at the same coordinate in
multiple domains, it only stops once.

The last of the above iterators is useful for combining several hrleDomain structures
into one according to a specific metric.
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In order to find numerical derivatives, often required for topography simulations
in a LS framework, fast neighbour access is required. However, finding the neigh-
bouring grid points of any point requires random access and is therefore inefficient.
A more efficient approach is to use several sequential iterators, each separated by
one grid point and advancing them collectively. Therefore, the entire structure can
be traversed in optimal time. ViennaHRLE provides fast neighbour access through
specialised iterators. The neighbours to which these iterators provide access is given
in terms of the spatial indices i, j, k ∈ [x, y, z], i /= j /= k for a point at index (x, y, z)
in the following. The order n of each iterator describes the distance of the farthest
neighbour which can be accessed.

1. hrleSparseStarIterator: Access to all neighbours within (i± n, j, k)

2. hrleCartesianPlaneIterator: Access to all neighbours within (i± n, j ± n, k)

3. hrleSparseBoxIterator: Access to all neighbours within (i± n, j ± n, k ± n)

4. hrleSparseCellIterator: Access to all neighbours within (i+ 1, j + 1, k + 1)

Since access to each neighbour requires its own additional iterator, it is important
to choose the most efficient one for the specific application. If only neighbours in grid
directions are required, the hrleSparseStarIterator is sufficient, while grid diagonal
neighbour access requires the hrleSparseBoxIterator. The hrleSparseCellIterator is
specialised for efficient access to a unit cell of the rectilinear grid, which is important
for the conversion of LSs to explicit surfaces using the marching cubes algorithm [170].

4.2 ViennaLS - Level Set Library

This high-performance C++ library uses the HRLE structure discussed in the previ-
ous section to store a LS surface and provides all the necessary algorithms to initialise
the surface with a geometry, manipulate the LS values according to a velocity field,
analyse features of the surface, and convert the LS to other material representa-
tions commonly used in device simulators. It therefore provides all the necessary
tools to conduct topography simulations with level set surfaces and provides mesh-
ing algorithms to convert these results to be compatible with a device simulator. All
algorithms are optimised for the HRLE data structure and thus provide optimal com-
putational efficiency operating on the stored data by moving over all data sequentially
and performing all computations in one traversal of the data structure. This library
does not include volume information and can thus only be seen as a topography sim-
ulation library. However, it forms the basis for the process simulator ViennaPS by
providing an accurate description of material interfaces and their evolution over time.
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4.2.1 Software Design

Each surface is described by an instance of the class lsDomain which contains all
the necessary information about the simulation domain, including the extent and
boundary conditions of the simulation space, and the spacing and orientation of the
grid. The sparse-field level set values themselves are stored inside the HRLE structure
provided by ViennaHRLE within the lsDomain.

All algorithms are given an instance of lsDomain and operate on the data of this
object once they are executed with a call to the algorithm member function apply().
This allows for all properties of algorithms to be initialised without data necessarily
being available, followed by the execution of algorithms at a later point, when the
data in lsDomain is available for manipulation.

In order to easily distinguish between algorithms and data, all classes holding data
are named using nouns, while algorithms operating on data are named as verbs.

4.2.2 Geometry Creation

In order to quickly generate initial geometries for topography simulations, ViennaLS
provides the algorithm lsMakeGeometry to fill a LS with one of four simple shapes:

1. Sphere

2. Plane

3. Box

4. Cylinder

Only the surface of the sphere is generated directly in the LS due to its simplicity,
while all other shapes are generated by first creating a triangulated mesh of the shape,
translating, and rotating it as necessary, and converting it to a LS representation using
the conversion algorithm described in Section 4.2.3.

Once a shape has been generated, it is stored in an lsDomain object, which can be
combined with other shapes using Boolean operations, as described in Section 2.3.2.4.
For these operations, ViennaLS uses the efficient implementation presented in [169].
The class lsBooleanOperation requires the user to pass a comparator function which
takes the LS value from two lsDomain objects at the same point in space. This
comparator should then return the LS value for the final surface at this point in space.
For convenience, the most commonly used operations, presented in Section 2.3.2.4,
are already implemented and can be used directly.

For the generation of more complex, user defined shapes, ViennaLS also offers
custom geometries to be created using lsMakeGeometry. This is done by passing a
point cloud to the algorithm, which will be converted to a convex hull surface mesh
using the gift wrapping algorithm described in [171]. Therefore, more complex shapes,
such as the rounded cone shown in Fig. 4.4a, can be created straight-forwardly. The
red points shown in the figure are passed to the convex hull algorithm and converted
to a triangulated surface mesh with the triangle edges shown in blue. This mesh is
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guaranteed to be closed, but does not necessarily satisfy other quality criteria, such
as equal area triangles or equal edge lengths. However, the algorithm converting this
mesh to a LS representation is robust to such meshes and only requires that the mesh
is closed, meaning there are no edges which are not part of two triangles. Another
restriction is that the resulting mesh is always convex, so in order to generate concave
features, several convex structures must be combined using Boolean operations.

The resulting LS can be combined easily with other LSs using Boolean operations
to produce large structures, such as the cone-shaped patterned sapphire substrates
[172, 173] shown in Fig. 4.4b, used for enhancing the light extraction efficiency of
light-emitting diodes [174]. Large and complex structures can be generated efficiently
and straight-forwardly in the ViennaLS library due to the efficient algorithms for
Boolean operations in the LS.

(a) Rounded cone triangulated from
a point cloud (red) using the gift
wrapping algorithm.

(b) Cone-shaped patterned sapphire substrate cre-
ated by combining numerous level sets, each de-
scribing one cone. A final Boolean operation with
a plane LS surface results in the final substrate.

Figure 4.4: Creation of a complex patterned substrate by (a) creating the convex hull
of a point cloud to generate a cone and (b) combining numerous different cones with
a plane surface using Boolean operations.

4.2.3 Conversion from Explicit Representations

The ViennaLS library offers algorithms for converting several different explicit surface
representations to a sparse-field LS. All conversions follow the same general workflow.
First, the explicit material is converted to a line-segmentation in two-dimensional
(2D) or triangulation in three-dimensional (3D). Then the sparse-field LS values are
found using a closest point transformation and are lexicographically sorted. Finally,
the list of sorted points is inserted into the HRLE structure using the efficient ini-
tialisation described in Section 4.1.2. If the material interfaces are already given as
line-segmented or triangulated surface meshes, they can be converted directly using
the algorithm described in the following section.
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4.2.3.1 Surface Meshes

This type of explicit surface representation only describes material interfaces using
line-segments or triangles, referred to as mesh cells. Therefore, the LS value at each
grid point →g is given by:

φ(→g) = ±min ||→g − →xs,g||1 , (4.1)

where →xs,g is a point which lies on the explicit surface as well as on a grid line of the
LS grid. Only surface points which lie on a grid line are considered, since a Manhat-
tan normalisation is used in the sparse-field method as described in Section 2.3.2.2.
Therefore, in order to identify the LS values for the set of active points of the level
set, each mesh cell is considered separately. For each cell, intersecting grid lines are
identified and the LS values are set for all active grid points satisfying |φ(→g)| ≤ 1.0.
If a grid point has already been set using an earlier mesh cell, the smaller absolute
value of the two is chosen for the grid point. Once all relevant grid points have been
set using all mesh cells, the point list is sorted and used to initialise the HRLE data
structure. The algorithm currently implemented in ViennaLS is an adaptation of the
closest point transformation algorithm described in more detail in [169].

4.2.3.2 Volume Meshes

ViennaLS also supports the creation of level sets from triangle meshes in 2D and
tetrahedral meshes in 3D. Each cell therefore represents a small volume of a certain
material which is denoted by a material identifier for each cell in the mesh. In order
to convert these types of meshes to LSs, they are first converted to several surface
meshes, one for each distinct material. Each cell is first deconstructed into its surface
representation, namely triangles into three line-segments and tetrahedrons into four
triangles. These surface elements are then stored in a sorted container and if two
surface elements are identical, i.e. contain the exact same nodes, but have opposite
normals, they are removed from the list. For volume meshes, containing several
materials, surface elements are only removed if the identical but opposite element has
a material ID lower than the currently considered one. This automatically results
in a surface mesh for each material, with the surfaces automatically following the
layer wrapping approach required for the multi-material LS representation described
in Section 2.3.2.5, as shown in Fig. 4.5. Finally, each surface is transformed to one
LS using the closest point transform described in Section 4.2.3.1.

4.2.4 Conversion to Explicit Representations

It is often necessary to obtain an explicit representation of a surface for tasks such as
visualisation [175], device simulation [176], or transport modelling using Monte Carlo
ray tracing [177]. Therefore, the ViennaLS library allows for the conversion to several
different types of explicit surfaces. In the following, each supported explicit repre-
sentation is discussed in detail, including the required conversion algorithms and the
most common applications for these representations in the context of microelectronic
simulations are highlighted.
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(a) Initial tetrahedral volume mesh. (b) Surfaces extracted from volume mesh.

Figure 4.5: Conversion of a tetrahedral volume mesh into several surface meshes
representing the future LS surfaces, respecting the layer wrapping strategy of Sec-
tion 2.3.2.5.

4.2.4.1 Disc Mesh

The most efficient way to extract an explicit surface from the LS grid is to shift all
active points in the surface normal direction by the distance given by the LS value,
as described in Section 2.3.2.3 and Eq. (2.15). This results in a point cloud of the
explicit surface described by the level set. As discussed in Section 3.2.3.3, this type
of mesh can be used to model molecular transport if a disc is centred at each point
of this mesh, hence its name. The radius of the discs needs to be chosen carefully,
so there are no holes in the mesh and the discs do not overlap unnecessarily, leading
to large smoothing. The mesh itself does not contain this radius explicitly, but it is
set during ray tracing. Fig. 4.6 shows that this type of explicit surface contains self-
intersections and overlaps which are usually undesirable. However, for the application
of Monte Carlo ray tracing, these properties do not have a major effect and thus can
be ignored. The disc normal is set to the surface normal at the point around which
it is centred, so that each disc forms a tangential plane to the surface at its centre.
As can be seen in Fig. 4.6a, the high curvatures at the bottom of the cone result in
the back of discs being exposed. Although this is not a problem for the modelling
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of molecular transport, it must be considered with great care when designing a ray
tracing algorithm.

Generating this type of surface mesh can be performed in a single sweep across the
HRLE data structure and is thus highly efficient. The only requirement is that the
surface normals are known, in order to shift the grid points onto the explicit surface,
as described in Section 2.3.2.3. Therefore, the LS has to be extended to include the
necessary values required for the calculation of the surface normals.

(a) Level set created from the convex
hull of a single cone, exported as a
disc mesh.

(b) The entire substrate shown in Fig. 4.4b ex-
ported as a disc mesh, as it would be used for
Monte Carlo ray tracing.

Figure 4.6: Disc mesh used predominantly for efficient ray tracing. The mesh itself
only contains points in space and the surface normals at these points. The discs are
visualised to show that they form a closed surface appropriate for ray tracing.

4.2.4.2 Segmented Surface Mesh

Traditional ray tracing approaches employ conformal triangulated meshes in order to
guarantee the properly normalised counting of surface ray intersections [178]. There-
fore, triangulated surface meshes can be used for the modelling of molecular transport
using Monte Carlo ray tracing, as well as visualisation applications. The marching
cubes algorithm [170] is commonly used to generate a line-segmented or triangulated
surface from implicit data. It works by considering one grid cell at a time, consist-
ing of 2D neighbouring LS values. Hence, it is called marching squares in 2D and
marching cubes in 3D. Depending on the signs of the grid points and their LS val-
ues, different predefined surface elements are chosen from a lookup table. Iterating
over all grid cells through which the material interface passes results in a properly
extracted explicit surface. Therefore, the algorithm is linear in time with respect
to the surface area and thus scales as O(N), where N is the number of LS values.
However, since surface elements are added by just considering the current grid cell,
the list of meshing nodes has to be checked in order to avoid duplicates. Using an
associative data container, such as a hash, for storing the vertices, duplication can be
avoided in constant time. The implementation uses the hrleSparseCellIterator

discussed in Section 4.1.3 to access the LS values of a grid cell. Vertices are then
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inserted uniquely into a hash and connected using the lookup table of the marching
cubes algorithm. All operations required to extract a triangulated surface can thus
be executed in linear time representing the optimal computational efficiency.

Although the triangulation generated by the marching cubes algorithm is suffi-
cient for some visualisation applications, it does not satisfy certain important quality
criteria. For example, as shown in Fig. 4.7a, the triangles describing the cone vary
strongly in size and some of them are thin and long, which can lead to catastrophic
problems in some numerical algorithms used during device simulation. Hence, the
meshes generated using this algorithm are not suitable for subsequent device simula-
tion without additional re-meshing steps.

(a) Triangulation extracted from a
cone LS using the marching cubes al-
gorithm.

(b) The entire substrate shown in Fig. 4.4b con-
verted from its LS representation to a triangulated
surface mesh.

Figure 4.7: The marching cubes algorithm creates a conformal triangulation of the
implicit data. Nevertheless, it leads to thin and sharp triangles which are unfavourable
for certain applications. The edges of the mesh triangles are shown in blue.

4.2.5 Geometry Analysis

In order to enhance the understanding of a process and its effects on the simulated
structures, it might sometimes be necessary to analyse the surface and its exact
geometry. Due to the properties of the LS, certain types of analysis can be carried
out efficiently and provide useful functionality for automation of process calibration or
the efficient realisation of process emulation models. This section discusses the tools
that the ViennaLS library provides for the analysis of the geometries represented by
the LS.

4.2.5.1 Connected Components

When dealing with complex surfaces, it is often useful to investigate how many disjoint
regions of the surface are present in the simulation domain. If two defined grid
points are connected by any number of direct first neighbours, they are part of the
same region or component. If this is not possible because there are undefined grid
points between these points, they are not connected and thus belong to two separate
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regions of the surface. In semiconductor process simulations, disjointed material
regions usually mean that there is a void somewhere inside a material or that there
is a material region which was separated from the substrate. In order to identify
such material regions, the HRLE structure is traversed once and the connectivity
information is built for every run as described in [169]. This connectivity information
is represented by a component ID for each run, denoting to which surface region
the respective grid point belongs. During one traversal of the HRLE structure using
the hrleSparseStarIterator (see Section 4.1.3) the component IDs are assigned, as
described in Algorithm 4.1. Hereby, it is important that every run in the segmentation
of the HRLE grid is considered and not just the defined LS values.

Result: Connectivity information for LS grid
1 highestID = 0;
2 for point in hrleSparseStarIterator do
3 if componentID not defined then
4 if neighbours with sgn(neighbour) = sgn(point) then
5 if 1 distinct neighbourComponentID then
6 componentID = neighbourComponentID;
7 else
8 store connection between different componentIDs;
9 componentID = any neighbourComponentID;

10 end

11 else
12 componentID = highestID;
13 highestID = highestID + 1;

14 end

15 end

16 end
Algorithm 4.1: Building connectivity information for a LS surface.

As a simple example, the segmentation of a material with two separated voids is
shown in Fig. 4.8. Component IDs are assigned based on the neighbouring runs in the
HRLE structure. All negative values have the same component ID in this example, as
they are all connected through the undefined negative runs U0. Therefore, the disjoint
material regions are given by the component IDs of positive values. Intuitively, this
makes sense as there is one single material (negative values) and there are several
holes denoting lack of material or being outside of the surface (positive values). If
all LS values are inverted, then there is one substrate with two additional disjoint
material regions. This usually occurs during etching when a geometry is separated
and therefore generates two independent material regions. However, numerical in-
accuracies can also lead to a small number of stray LS points remaining above the
surface after advection. Such grid points are referred to as stray points and can be
identified using the connected components algorithm.



Chapter 4. Software Implementation 83

U0 0 1 2 3 4 U0 5 6 7 8 9 U0
U0 10 11 12 13 14 15 16 U0 17 18 19 20 21 22 23 U0
U0 24 25 U1 26 27 U0 28 29 U1 30 31 U0
U0 32 33 U1 34 35 U0 36 37 U1 38 39 U0
U0 40 41 U1 42 43 U0 44 45 U1 46 47 U0
U0 48 49 U1 50 51 U0 52 53 U1 54 55 U0
U0 56 57 U1 58 59 U0 60 61 U1 62 63 U0
U0 64 65 U1 66 67 U0 68 69 U1 70 71 U0
U0 72 73 U1 74 75 U0 76 77 U1 78 79 U0
U0 80 81 U1 82 83 U0 84 85 U1 86 87 U0
U0 88 89 90 91 92 93 94 U0 95 96 97 98 99 100101U0
U0 102103104105106U0 107108109110111U0
U0

112113114115116117118119120121122123124125126127128129130131132133134135136137138139140141142
143144145146147148149150151152153154155156157158159160161162163164165166167168169170171172173
U1

x

y

-15 -14 -13 -12 -11 -10 -9 -8 -7 -6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

-15
-14
-13
-12
-11
-10
-9
-8
-7
-6
-5
-4
-3
-2
-1
0
1
2
3

(a) Segmentation of a material with two voids
and infinite y directions.

(b) Defined points of the material showing
the three component IDs denoting to which
section of the surface each point belongs.

Figure 4.8: Using the segmentation of the HRLE structure, connected surface regions
can be identified considering first neighbours. This allows for the identification of
voids inside a material.

4.2.5.2 Void and Stray Point Detection

Having identified the connected components, as discussed in the previous section, it is
straightforward to identify voids inside or stray points above the material. First the
actual substrate must be identified, which can either be the material region with the
most points or simply the material region situated in the most negative or positive
direction. In the example of Section 4.2.5.1, the latter would be the case and the
component ID set at the defined grid point with the most positive y-value would
simply be chosen as the substrate ID. All grid points with differing component IDs
must therefore be voids or stray points and can be treated as such.

In this example, only positive points were assigned differing component IDs.
Therefore, negative points are not set based on their own component ID but rather
based on the component ID of their nearest neighbours. If a negative point has at
least one neighbour with the component ID associated with the substrate, it must be
part of the substrate. Therefore, another sequential iteration over the HRLE struc-
ture is required in order to properly identify different material regions encompassing
negative as well as positive values. The results of this identification, conducted on
the example structure of the previous section, is shown in Fig. 4.9. When identifying
stray points rather than voids, the signs of all of the above considerations must simply
be inverted to correctly identify the different surface regions.

4.2.5.3 Feature Detection

For the analysis of simulated structures, the appropriate identification of geometric
features is important in several applications, such as denoising [179] and automated
image segmentation [180]. In order to identify features, the determination of the exact
curvature of the surface is crucial. As described in Section 2.3.2.3, the curvature of
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Figure 4.9: Voids inside a material properly marked by the presented algorithm. Red
points refer to void points, while blue points refer to the substrate.

a surface described by a LS can be calculated directly without conversion to other
surface representations. The curvature for the Stanford bunny test model is shown
in Fig. 4.10 for the two types of curvature in 3D.

(a) Mean curvature for the defined points
in the LS.

(b) Square root of the Gaussian curva-
ture for the Stanford bunny LS with the
original sign of the curvature.

Figure 4.10: Curvature calculated directly in the LS for all defined values of the
Stanford bunny geometry. The root of the absolute Gaussian curvature is shown in
(b) to compare to the mean curvature in (a), where a negative sign denotes concave
curvature.

In the simplest case, these curvature values can be used directly for the detection
of features. If the curvature exceeds a certain threshold value, the point of the surface
is considered a feature. In 3D, only the mean curvature is used to identify features
at first. However, the mean curvature may be zero at saddle points or other minimal
surfaces, since the two principal curvatures carry opposite signs and may cancel.
Therefore, when the mean curvature is below the threshold curvature for features,
the Gaussian curvature is evaluated to test if the current point is a minimal surface
and thus does in fact represent a feature. As only one threshold is set, it is compared
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to the square root of the absolute value of the Gaussian curvature, as the latter is
equivalent to the square of the principal curvature on minimal surfaces.

This simple scheme for detecting features of the surface already leads to satisfac-
tory results, as shown in Fig. 4.11. Features are highlighted in red and essentially
form a binary cut off around a certain curvature value. Points of the surface which
are part of a feature can thus be used for subsequent analysis of the structure.

Figure 4.11: Features of the Stanford bunny LS highlighted in red with the feature
detection threshold set to κ = 110.

4.2.6 Iterative Advection

Iterative advection can be implemented very efficiently using the HRLE structure,
since all LS values are stored contiguously in memory. The implementation of the
iterative advection algorithm consists of three main steps:

1. Calculating the surface velocity

2. Updating LS values

3. Rebuilding a valid sparse field LS

In the first step, the necessary change Δφ(→g) in the LS value at the grid point →g is
calculated using one of the numerical integration schemes presented in Section 2.4.2.
These values are then used in the second step to find the maximum time step which
can be taken without violating the Courant-Friedrichs-Lewy (CFL) condition. The
product of the time step and the change in LS value is then applied to all active LS
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values. Finally, in the third step, grid points are inserted, deleted, or adjusted in
order to form a valid sparse field LS again.

In the following, each of these steps will be discussed in depth, highlighting im-
plementation details and computational considerations.

4.2.6.1 Velocity Calculation

The way in which the surface should move is usually captured in a vector velocity field
→V (→g). Using an appropriate numerical scheme, this velocity field must be converted
to the change in LS value Δφ(→g) which should be applied at the grid point →g. This
change is equivalent to the Hamiltonian Ĥ of the numerical LS equation, presented
in Section 2.4.2:

φ(→x, t+Δt) = φ(→x, t)−Δt Ĥ(φ(→x, t), V (→x, t)) . (2.33 revisited)

If there is only one LS surface this step is quite straight-forward, as the numerical
integration scheme will return the correct value and the LS can simply be updated.
However, if multiple materials are present, further considerations are necessary.

Multiple Materials

Using the layer wrapping approach for multiple materials, presented in Section 2.3.2.5,
the current material at →g has to be identified first. In the presented implementation,
several lsDomain objects are passed to the advection algorithm in the wrapping or-
der. The material ID denoting which LS represents which material in the simulation
domain, is simply the array index to the respective LS. Therefore, a LS with a higher
material ID must wrap all LSs with lower material IDs. Due to the way in which the
layers are wrapped using Boolean operations, the material present at the grid point →g
is described by the LS with the lowest value at this point. Hence, the correct material
is found using the following algorithm:

Result: Material ID of current point →g
1 materialID = maxID;
2 i = 0;
3 while i < maxID do
4 if φi(→g) ≤ φmaxID(→g) then
5 materialID = i;
6 break;

7 end
8 i = i + 1

9 end
Algorithm 4.2: Identification of the material at the grid point →g from an array
of LSs.

Once the correct material has been identified for each active grid point, the velocity
field is constructed using the material information.
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Iterative advection can be computationally expensive, due to the numerical deriva-
tives which need to be solved in order to find a solution to the LS equation. Therefore,
when advecting several materials, only the top most layer which encompasses all other
LSs is advected. This is enough for a deposition process, since a new material is sim-
ply added and the initial materials do not change. Hence, advecting only the top LS
is enough to describe the physical process.

However, when etching a material or when growing a material around a feature,
further considerations are necessary in order to encompass the evolution of several
LSs. In this discussion, we will consider the etching of a material around a mask.
First, when advecting a material which is masked in certain areas, the top surface can
only move to the mask and not further. Therefore, when the top layer would move
inside the mask material, it must not be advected further. The simplest way to realise
this is to find the LS value of the layer below and to use it to set the advected LS
value, in case the top surface would advect further. However, the lower layer might
also have a non-zero etch rate if the mask is worn away by the etch process. In this
case, the new value for the advected level set φ(t+Δt) must be found by calculating
the Hamiltonian for the top layer Ĥ0 and applying it for the time Δt0 until the lower
surface is reached. The time Δt0 is found by dividing the difference in level set value
of the top and bottom layer by the Hamiltonian of the top layer. From then on, the
Hamiltonian Ĥ1 for the material below is found and applied until the maximum time
Δt for this time step is reached, usually determined by the CFL number. Therefore,
the change in LS value is given by:

Δφ = Ĥ0(V, t)Δt0 + Ĥ1(V, t)Δt1 where Δt = Δt0 +Δt1 (4.2)

An algorithm using the above approach for any number of materials is presented
in Algorithm 4.3. Using this approach the different rates for each material can be
represented appropriately although only the top LS surface is advected.

Once the above algorithm has concluded for all active grid points, the LSs which
were not advected are adjusted by applying a Boolean intersection operation. This
means that a material which was removed during the advection of the top LS is also
removed for all other level sets. Hence, a set of correctly wrapped LSs is created,
including the specific etch rates of all materials.

4.2.6.2 Updating LS values

The CFL condition given in Eq. (2.35) governs how far a sparse field LS can be moved
robustly without encountering numerical instabilities, and may be rewritten as:

max
all →g

|Δφ(→g)Δt| ≤ 0.5 . (4.3)

Since Δφ(→g) is already given from the previous step, the maximum permitted time
step Δt has to be chosen so that the above condition is satisfied for all points →g. Since
the time step is defined globally, it must be the same and therefore the smallest time
step must be chosen for the entire simulation domain:

Δt = min
all →g

|0.5/Δφ(→g)| (4.4)
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Result: Change in LS value Δφ
1 cflNumber = 0.5;
2 topIndex = number of LSs - 1;
3 i = topIndex;
4 Δφ = 0;
5 for i >= 0 do

6 calculate Ĥi;
7 diff = φi−1(t) - φi(t);
8 if diff ≤ cflNumber then

9 Δti = cflNumber -
∑topIndex

j=i+1 Δtj;

10 else

11 Δti = diff / Ĥi;
12 end

13 Δφ = Δφ + Ĥi Δti;
14 i = i - 1

15 end
Algorithm 4.3: Algorithm for the change in LS value for a grid point close to
several material interfaces.

The new LS values at each grid point are then set as the product Δφ(→g)Δt, which
can be carried out highly efficiently as all defined LS values are stored contiguously
in memory using the HRLE data structure.

4.2.6.3 Rebuilding a Valid Sparse Field LS

In the previous step, each LS value may have been changed by a maximum of ±0.5,
meaning that some grid points may not be a part of the L0 layer anymore and must
therefore be removed, while other grid points may have moved into the L0 layer. In
order to generate a valid sparse field LS, three rebuilding steps are required:

1. Add grid points which have previously not been in L0

and now satisfy |φ(→g)| ≤ 0.5

2. Remove grid points which were part of L0

and are not active points anymore

3. Renormalise two oppositely signed neighbours
if both have values larger than 0.5

The last step is not part of the original algorithm and was proposed in [169] in order
to avoid invalid LSs for diverging velocity fields. If this step was not considered,
two grid points of opposite signs with the surface passing between them could be
advected in such a way that neither was active anymore. Although this is only
possible if the negative one was reduced and the positive one increased, there is
no general limitation on the velocity field disallowing such movement. Hence they
could both be removed, although the surface passes between them. In order to avoid
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this problematic outcome, this third step was introduced, essentially redefining their
values so that they are active points again.

All of the above steps can be carried out simultaneously by iterating over the
HRLE structure once. During this iteration, a new data structure is built, so the old
LS data stays intact. An algorithm providing the functionality to rebuild the sparse
field LS after advection using only first neighbours is provided in Algorithm 4.4.

Result: Valid LS from advected LS
1 newLS = empty LS;
2 for point in hrleConstSparseStarIterator do
3 oldValue = LS value at point;
4 if point is active then
5 if point has oppositely signed neighbour then
6 if neighbour not active then
7 newValue = sgn(oldV alue) 0.5;
8 else
9 newValue = oldValue;

10 end
11 insert newValue into newLS at point;

12 end

13 else
14 if point has oppositely signed, active neighbour then
15 neigbourValue = LS value of neighbour;
16 if oldV alue > 0 and |neighbourV alue+ 1| < 1 then
17 newValue = neighbourValue + 1;
18 end
19 if oldV alue < 0 and |neighbourV alue− 1| < 1 then
20 newValue = neighbourValue - 1;
21 end
22 insert newValue into newLS at point;

23 end

24 end

25 end
Algorithm 4.4: Adding, removing, and updating grid points after advection to
form a valid sparse field LS.

After this algorithm has concluded, all grid points with absolute LS values smaller
than 1 will be defined, and all others undefined. Although this is not the smallest set
of LS points required to describe the surface, including points up to unity rather than
up to 0.5 leads to better surface descriptions in areas of high curvature. Therefore,
the smallest possible set of grid points robustly describing the surface is created.
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4.2.7 Geometric Advection

The geometric advection algorithm implemented in the ViennaLS library is an effi-
cient implementation of the algorithm introduced in Section 2.4.3. Two parts of this
algorithm are essential for high performance: Identification of candidate points, and
identification of contribute points. The former requires fast random access in order
to iterate over candidate points in the most efficient manner, while the latter requires
the fast identification of close points within a certain distance to the current can-
didate point. Therefore, the HRLE structure is not well suited for this application,
although it can be generated quickly from the set of new LS points resulting from the
algorithm.

4.2.7.1 Efficient Identification of Candidate Points

As described in detail in Section 2.4.3, candidate points are grid points which will be
active points in the final LS surface after advection. The simplest approach to finding
these points is to check every grid point in the simulation domain, and calculate its
final level set value from its specific contribute points. However, this algorithm scales
asO(ND), where N is the number of grid points in each dimension D of the simulation
domain.

Better scaling can be achieved by considering the properties of the LS surface.
Since every grid point in the simulation domain contains at least the information
regarding whether it is inside or outside of the surface, namely its sign, there cannot
be any holes in the surface. Since any surface represented in the LS must be closed,
every active point must have at least one neighbour which is also an active point. For
added robustness, the set of active points can be extended to LS values up to unity
rather than 0.5, as described in Section 2.4.3. Therefore, if one candidate point of
the final surface can be identified, its LS value can be calculated and its neighbours
checked to see which one of them is also an active point. If a neighbour is not an
active point of the final LS, it is ignored. If it is an active point, then its neighbours
are checked and the above procedure is repeated, as presented in Algorithm 4.5.
The algorithm effectively marches over the surface, saving active points and their
corresponding LS values in an associative container, such as a hash map. If an active
point is found which was calculated previously, it is ignored and therefore treated as
a non-active point.

The first candidate point required to start the algorithm can be identified by
considering any initial surface point, centring the geometric distribution around it,
and marching through all grid points within the distribution to find one point with
an active value. Therefore, the computational effort to identify the first active point
is limited and can thus be ignored for large surfaces. Since every active grid point
of the final surface only has to be visited once, the algorithm scales as O(ND−1),
corresponding to optimal complexity.

If the surface consists of several disconnected components, as discussed in Sec-
tion 4.2.5.1, the above algorithm would only apply to the disconnected region to
which the first point belongs. Hence, the algorithm requires the identification of the
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Result: Set of active points of the new surface
1 pointMap = empty hash map;
2 neighbourSet = empty set;
3 a = first active point;
4 add a to hashMap;
5 add neighbours of a to neighbourSet;
6 while neighbourSet is not empty do
7 c = pop point from neighbourSet;
8 if c is not in hashMap then
9 value = find LS value for c;

10 if value < 1.0 then
11 add c to hashMap;
12 add neighbours of c to neighbourSet;

13 end

14 end

15 end
16 construct new LS from hashMap;
Algorithm 4.5: Efficiently identify candidate points by marching over the surface
by looking at direct neighbours of active points.

connected components prior to execution. For each component, an initial point must
be found and added to the hashMap in Algorithm 4.5. When all disconnected com-
ponents contain a starting point, the algorithm can commence as above, taking into
account all disconnected components of the LS surface.

In order to identify whether a candidate point is an active point of the final sur-
face, all its corresponding contribute points must be evaluated. An efficient algorithm
for the identification of contribute points is described in the next section. In Algo-
rithm 4.5 this algorithm is referred to as finding the LS value of the candidate point c
(line 9). The calculated LS value is then used to identify whether the point is active.

Finding the neighbour points of any active point is highly efficient, since by def-
inition, all LS values are defined on a rectilinear grid and thus all neighbours are
separated by one grid spacing in all Cartesian directions.

4.2.7.2 Limiting the Number of Contribute Points

The final LS value of each candidate point is calculated from the set of contribute
points, which consists of the points close enough to the current candidate point in
order to influence its value. Therefore, contribute points only form a small subset
of all initial surface points. The fast identification of this subset of initial points is
essential for the improved performance of the algorithm. However, surface points
are represented explicitly and therefore are not structured in any particular way. In
order to quickly access nearest neighbours, a k-d tree data structure is established by
sorting the initial points according to their coordinates. The data structure can be
queried for all stored points in the neighbourhood of a passed coordinate, returning
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an iterator over the range of points close to the passed coordinate. By setting the
size of the queried neighbourhood to the bounding box of the geometric advection
distribution, the minimum number of contribute points can be used for the algorithm.

4.3 ViennaCS - Cell Set Volume Data

This data storage library builds upon the ViennaHRLE library in order to provide
an easy to use interface for storing and manipulating volumetric data. It supports
conversions from a LS surface into filling fractions which can be set by the user as
binary, meaning whether the cell is empty or filled, or as a continuous value from 0
to 1 representing how much material is found within the cell. Therefore, ViennaCS
can be used to store an explicit volume representation using voxels, as well as the
implicit location of the surface using filling fractions. The implicit filling fraction
values for two intersecting spheres of different material are shown in Fig. 4.12. The
volume inside the material, where the majority of cells are filled entirely and thus have
a filling fraction of 1, are not stored explicitly in the HRLE data structure. They
are represented using undefined runs and thus do not occupy additional memory.
Therefore, the volume representation is as memory efficient as the sparse-field LS
since it only stores the filling fractions for cells close to an interface.

The data stored in each cell is defined by the user, allowing them to specify the
values according to which defined cells should be represented. In order to identify
undefined runs in the HRLE data structure, the user may define background cells
with specific values. A cell will then be represented as an undefined run if the data
stored inside it compares as equal to a background cell or as a defined run otherwise.
As the equality check is also implemented by the user, fine control over the exact type
and ranges of data which should be stored explicitly is possible. This permits the
user to increase memory efficiency by specifying which combination of values should
compare equal to which background cell. For example, if the cell set data structure is
used to store implanted ions inside a material, the user can define a lower threshold
of implantation concentration below which a cell compares equal to an empty back-
ground cell. Furthermore, a user could implement any number of background cells
representing all allowed values and only store undefined runs, describing the entire
volume data using only these discretised background cells. Hence, depending on the
application, accuracy can be traded for memory efficiency in order to achieve the
most suitable results at the user’s discretion and depending on the application.
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Figure 4.12: Filling fractions for two different materials, represented using implicit
volumes. The cells which contain both materials have two filling fractions to describe
the percentage of the cell volume each material occupies.

4.4 ViennaRay - Transport Modelling

The ViennaRay ray tracing library is based on the physical modelling approaches
presented in Section 3.2.3.3. Rays are launched from a source plane above the geom-
etry and their paths are traced until they intersect the surface which is defined using
the disc mesh described in Section 4.2.4.1. The discs are not passed explicitly to the
ray tracer, but are rather only represented as a point cloud and the corresponding
surface normals. The discs are then implicitly generated by the ray tracer using a
predefined value for the disc radius. The minimum disc radius which leads to a closed
surface mesh is 1

2

√
DΔg which is used in this work since it provides the smallest

robust surface area and thus avoids unnecessary smoothing during ray tracing.
In order to adequately describe interactions with the surface, which may influence

the particles behaviour, such as reflection angle, energy loss during reflection, and
sticking probability, the ray tracing library allows the user to implement their own
particle type. As shown in Fig. 4.13, the user-defined particle type object must
provide three callbacks:

1. initNew: Sets up all initial values for the ray, such as the initial energy for
modelling ions.

2. surfaceCollision: Called when the particle intersects the surface. Used to
model the interaction with the surface based on particle specific properties, such
as incoming angle, energy, and sticking probability. The results are stored in the
thread local data of the ray tracer. Since several discs may overlap and therefore
create more than one intersection, this function may be called multiple times
for one surface hit.
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3. surfaceReflection: Called only once for the first intersection with a disc. It is
used to set the reflection probability and the direction of the reflected particle,
based on surface properties. Since a particle cannot change the surface upon
reflection, this function is not allowed to change the thread local data of the ray
tracer. However, in order to properly model surface dependent reflections, sur-
face properties assumed to be constant during the ray tracing, such as different
particle coverages, are accessible.

For convenience, a simple particle type is provided as a base implementation. This
particle does not implement any reflections, but simply sticks or adsorbs on the sur-
face. The disc, which is hit by the particle is recorded by the ray tracer and used
to generate a hit counter for each surface element. For user defined particles, this
counting of hits is unnecessary, as the particle type should implement the functional-
ity for capturing the incoming particle flux in the thread local data of the ray tracer.
Therefore, properties of the ray, such as incoming angle, energy, or initial flux can be
used for the calculation of the surface flux directly.

rayParticle

virtual initNew() = 0
virtual surfaceCollision(..) = 0
virtual surfaceReflection(..) = 0
virtual getRequiredLocalDataSize() = 0

rayParticleBase

virtual clone(..)

particleType

particleType(const particleType&)
initNew()
surfaceCollision(..)
surfaceReflection(..)
getRequiredLocalDataSize()

rayTrace

setParticleType(..)
setGeometry(..)
setBoundaryConditions(..)
setNumberOfRays(..)
setSourceDirection(..)
..

rayParticle*

Figure 4.13: Interface of the ViennaRay library for defining the properties of the simu-
lation domain. The particle type is passed using the abstract base class rayParticle,
so the particle type can be assigned dynamically during runtime. Custom particle
types should always be inherited from rayParticleBase, which contains the func-
tionality for accessing the copy constructor of the user-defined particle type.

The particle type is then defined by deriving from the rayParticleBase class
and passing it to the ray tracer, as shown in Fig. 4.13. As this particle type is used
to trace each ray, it must have a defined copy constructor, so it can be duplicated
via the clone member function of the base class. The two most common reflection
types, diffuse and specular reflection, are provided as free functions. Hence, a user
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may apply them efficiently in the implementation of the custom particle type. These
functions simply return the direction of the outgoing ray, given the direction of the
incoming ray, as well as any information about the surface and the intersection point.
Since all parameters of the ray tracer can be set during runtime, including the user
defined particle type, the library does not need to be recompiled when changing
particle models and can thus be used in the most flexible manner possible.

4.5 ViennaPS - Process Simulation

The ViennaPS software library ties all of the above mentioned tools together and aims
to provide a straight-forward and simple to use interface to users without requiring
in-depth knowledge of the mathematical concepts and numerical intricacies of the
underlying simulation tools. It contains the necessary interfacing code to connect the
different software libraries as well as a comprehensive process modelling interface and
intuitive analysis tools.

In order to allow for the greatest possible flexibility, the entire simulation domain
is encompassed within the psDomain class, which contains one LS for each material
and one single cell set (CS) for storing the volume data of all materials. When the
modelling framework is used to simulate a process, the entire domain is passed, so
each model may either use the LS surface, the CS volume data, or both as needed
to describe the changes introduced by the process. This modelling framework is the
heart of the ViennaPS library and is discussed in detail in the following.

4.5.1 Modelling Framework

In order to allow for a full description of a semiconductor fabrication process, several
steps are required to form a comprehensive chemical model, as discussed in Section 3.2.
These steps are highlighted in Fig. 3.1, where the first step of modelling the molecular
transport in the gas phase is carried out by the ViennaRay library using the user-
defined particle type. The resulting particle flux can then be applied to find the
surface coverage by modelling the molecular interactions with the surface, which is
encompassed in a surface model in the presented library. The final step of modelling
the chemical reactions of molecules on the surface results in the etch or growth rates
and is also incorporated in the surface model. This surface model thus defines how the
surface will advance, given the incoming particle fluxes and the chemical properties of
the substrate, as described in Section 3.2.4 and Section 3.2.5. If surface coverages are
needed in order to find the final surface rates and thus the velocities for LS advection,
they have to be calculated inside the surface model.

Additionally, in order to simulate volume processes, a volume model may be im-
plemented, which can access the LS and CS data structures to generate a velocity
field for LS advection from the stored data. After advection, the CS is updated using
the new level set values, adding or removing cells accordingly. The software design
and interplay of different objects in the modelling framework is visualised in Fig. 4.14.
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psSurfaceModel

virtual calculateVelocities(Rates)
virtual getCoverages()

psVolumeModel

virtual calculateVelocities(psDomain)

SurfaceModel

calculateVelocities(Rates)
getCoverages()

VolumeModel

calculateVelocities(psDomain)

psProcessModel

virtual setVolumeModel(..)
virtual setSurfaceModel(..)
virtual insertNextParticleType(..)
virtual getVolumeModel()
virtual getSurfaceModel()
virtual getParticleTypes()

psProcess

virtual setModel(..)
virtual setDomain()
..

Figure 4.14: Interface and inner workings of the modelling framework of the ViennaPS
library. An object of the type psProcessModel is passed to the psProcess class which
simulates the implemented model on the passed psDomain. This includes performing
the ray tracing, executing the surface model and the volume model if they are defined.
None of these are required, so emulation models can be carried out by, for example,
only defining a surface model.

Therefore, all the information about the process is encompassed in the class
psProcessModel, as it includes all the particle type information required for ray
tracing, the surface model, as well as the volume model describing chemical processes
inside the material. This class may also be used as a base class for the definition of
process models for specific chemistries, where all particle types, the surface model,
and the volume model may be defined inside the derived class rather than setting
them using objects defined elsewhere. This design gives software developers greater
flexibility for the implementation of specific chemical models, while still providing the
possibility of mixing predefined particles types with surface and volume models using
the psProcessModel class directly.

Additionally, each part of the model, or the entire model itself, does not have to
be known at compile time, so they can be compiled and integrated in the simulator
separately, avoiding the recompilation of the entire library when a new model is
introduced. Furthermore, the fact that models must not be known at compile time
means that the library is suitable to be packaged for interpreted languages, such as
Python. Especially Python is widely used in the scientific community due to its
intuitive design and wide range of easily accessible scientific tools. Therefore, the
ViennaPS library can benefit greatly from being easily accessible to the scientific
community as a Python package.
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The flexible design of the ViennaPS modelling framework allows for the implemen-
tation of many different process models building upon numerous numerical concepts
and computational techniques. Many common processes of interest can be simulated
or emulated with ease without requiring in-depth knowledge of the underlying nu-
merical methods used for the simulation. In the next chapter several process models
developed within the ViennaPS framework are presented. The modelling approaches
and input parameters are discussed in detail and the resulting geometries are com-
pared to expected analytical results and experimental measurements.
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4.6 Summary

Several independent libraries were implemented during the course of this work, cul-
minating in a complete process simulation library, ViennaPS.

ViennaHRLE provides an implementation of a hierarchical run-length encoded
data structure for the efficient storage of sparse data. It provides sequential data
access with constant time complexity and random access with O(logN). In addition
to defined values, any number of undefined values can be stored, which occupy more
than one grid point and can therefore be used conveniently to store background values
describing large regions of the simulation domain. Several iterators were implemented,
giving highly efficient access to neighbouring grid points, the number and arrangement
of which depends on the specific iterator.

ViennaLS is a high-performance level set library based on the ViennaHRLE data
structure. It provides all the necessary features for topography simulations, such as
fast geometry creation, and conversions from and to several other material represen-
tations, such as triangular or tetrahedral meshes. An algorithm for the extraction of
disc meshes for efficient transport modelling, as described in Section 3.2.3.3, has been
developed and is provided with the library. Several algorithms for the analysis of the
stored level set surface have been developed. These include the analysis of connected
regions of the level set used for the detection of voids inside the surface or discon-
nected stray points outside of the surface. Feature detection directly on the level set
was developed and is implemented using different underlying detection algorithms.

An efficient algorithm for iterative level set advection of multiple materials has
been improved from the original ViennaTS framework and implemented in ViennaLS.
The geometric advection algorithm developed during the course of this work is imple-
mented using efficient algorithms for candidate and contribute point identification.
This feature can be used highly efficiently for process emulations of multiple materials.

ViennaCS provides an efficient wrapper for storing volumetric data using Vien-
naHRLE. Monte Carlo ray tracing for top-down particle transport modelling is pro-
vided within the ViennaRay library, which provides an intuitive interface for the
modelling approach presented in Section 3.2.4.

Finally, ViennaPS contains the implementation of a modelling framework for the
emulation and simulation of semiconductor fabrication processes. This library em-
ploys all of the above software tools to provide the functionality required to combine
emulation and simulation models within an intuitive interface.
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Process Modelling

The precise tuning of process parameters is the most crucial step in the simulation of
semiconductor fabrication steps. Since the general setup of any empirical or physical
model remains largely as described in Section 3.2, the only differentiating property
between models is the set of input parameters. The specific values in each model,
such as threshold energy, substrate density, or stoichiometric factors, must therefore
be determined experimentally or derived from first principles. This is not only true
for sophisticated physical simulations, but also for empirical emulation models, which
rely heavily on experimental observations.

In this chapter, several models describing semiconductor fabrication process steps
are presented as they have been developed or implemented in the simulation frame-
work developed over the course of this work. Several simulations are based on previ-
ously published models and have only been implemented to show the broad capabil-
ities of the simulator, while many other models have been developed over the course
of this work and are presented for the first time. The input parameters, as well as
their physical source are discussed for each model, highlighting values of highest im-
portance. The results of these models are then analysed and compared to expected
analytical results and empirical measurements. Finally, process flows developed dur-
ing this work for entire devices are presented, which lead to accurate process-aware
descriptions of the final geometry. The results of these simulations can be used to
extract electrical properties of the device in order to conduct a circuit simulation
including variations introduced during the manufacture.

5.1 Fabrication Steps

During the course of this work, several models describing single fabrication steps have
been developed. In this section, these models are presented and critical features of the
resulting geometries discussed. This includes an explanation of the underlying physics
as well as particle transport and surface mechanics. The modelling approaches for
emulation and simulation are thereafter presented for each model, highlighting their
differences and the resulting features observable in the final geometry.

99
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5.1.1 Chemical Vapour Deposition

Chemical vapour deposition (CVD) is one of the most commonly used processing
steps in the manufacture of semiconductor devices. It is used to deposit a layer of
material on top of another substrate and is commonly applied for the deposition of
polysilicon [181, 182], silicon dioxide [183], silicon nitride [184] and tungsten [185]. In
the simplest case, the feed gas can be simulated by only considering one precursor as
the primary source of deposition, as is the case for CVD using silane [186]. In this
case, only one particle type needs to be considered in the model and the deposition
rate on each surface element is proportional to the incoming flux of this particle type
[187]. However, for more complex feed gases or for the combination of several different
feed gases into the reactor, more complex behaviours have been observed.

One such example is the deposition of silicon dioxide through tetraethyl orthosili-
cate (TEOS), where the initial feed gas dissociates into several precursors with highly
different properties [188]. It is assumed that TEOS is the predominant precursor, but
it only has a very low sticking probability and therefore does not contribute much
to the deposition rate, while another molecule which dissociated from TEOS is very
reactive and therefore has a high sticking probability. Since this other molecule only
makes up a small fraction of all particles in the reactor, it does not completely domi-
nate the deposition rate, rather it ensures subtle non-isotropy on the substrate [188].
Similar models have been previously developed and applied for the CVD of silicon
nitride [189] and tungsten [190].

5.1.1.1 Empirical Model

As mentioned in the previous section, in the simplest case, there is only one precursor
species responsible for deposition on the substrate. The deposition rate is therefore
proportional to the incoming particle flux at each point on the surface. A crude
approximation to the flux is achieved by considering the view factor of the source
plane for each surface point. If the simplifying assumption of a sticking probability of
1 is made, meaning that particles only hit the surface once and then deposit at that
location, the deposition rate is directly proportional to the incoming flux. This model
will thus only appropriately represent processes with very high sticking coefficients
and additional isotropic deposition terms will have to be included to account for lower
sticking probabilities. If properties of the initial geometry are known, an analytical
expression can be found for the incoming particle flux inside trenches and vias [191].
For an infinite trench, the ideal analytical solution is given by [192]:

F (d) =
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|2 , (5.1)

where F (d) is the view factor of the source plane for a point a distance d down the
trench sidewall which is tapered by the angle θ. In [106] a pinch-off CVD process
for air-gap creation in back-end of line (BEOL) copper lines was emulated using this
approach and satisfying results were achieved highly efficiently. Fig. 5.1a shows how
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each value for the view factor was used as a spherical geometric distribution kernel
to achieve the resulting geometry. The generated three-dimensional (3D) geometry
shown in Fig. 5.1b is an analytically correct representation of the model described
by Eq. (5.1). Despite the model ignoring the build-up of material over time and the
resulting change in trench diameter at the top, it produces the expected results exactly
and is computationally efficient, due to the geometric advection used to simulate the
process.

(a) Schematic showing how the described
model creates the resulting geometry
(green) using spherical geometric distri-
butions (black circles). The outline of
the circles thus creates the final geome-
try, based on the view factor calculated
using Eq. (5.1). Reproduced from [106].

(b) Geometry resulting from the three-
dimensional geometric advection model
for a pinch-off CVD process for air-gap
creation on top of copper lines (orange)
depositing a dielectric (blue).

Figure 5.1: Resulting geometry of the geometric advection of a pinch-off CVD pro-
cess used to generate insulating air-gaps in copper lines through the deposition of a
dielectric.

5.1.1.2 Physical Model

Extending the model from the previous section, intricate physical effects specific to
the modelled process can be included in the description. One such effect is the closing
of the top of the trench during the process, leading to a smaller and smaller opening
though which particles can pass to reach the bottom of the trench. Again, if the
initial geometry is known, namely a trench, an analytical model can be used to find
the deposition width r at each point on the initial surface [193]:

r(xs) =
Rtop

2

| ttotal

0

dt

| θend

θstart

cos(θ)dθ , (5.2)

where θ is the angle from the current initial point on a sidewall, Rtop is the deposition
thickness at the top surface and ttotal is the total time of the processing step. The
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integrals in this equation can be solved numerically using the forward Euler method
which is highly efficient and robust, while providing sufficiently accurate results for
this application. The relevant values are depicted in Fig. 5.2a, showing how the
closing trench influences the deposition distance at the sidewalls. As the closing rate
of the top of the trench can be found analytically, the deposition width at all points
of the trench can be also be found analytically, without the need for computationally
expensive ray tracing methods. The final 3D geometry is shown in Fig. 5.2b, where the
deposited material on top of the trench can be seen to behave differently to the simple
model shown in Fig. 5.1b. In this more sophisticated model, the smallest opening
of the trench actually occurs high above the initial top surface since the deposited
material builds up while growing to the inside. This crucial behaviour could not be
modelled using the simple approach discussed in the previous section as deposition
was assumed to be constant in time, which is certainly not the case for this type of
CVD process. Hence, the time dependence of the deposition and the resulting change
in particle traversal through the feature scale region must be taken into account in
order to achieve satisfactory results.

Rtop

r

θstart

θend

(a) Calculation of the deposition thick-
ness r on the side walls. First, Rtop is
found using the top visibility, which is
then used to find the deposition width r
of points on the side wall.

(b) Slice of the geometry resulting from
solving Eq. (5.2) in time using numeri-
cal solutions for the time-dependent view
factor of a closing trench. The more
complex shape of the opening due to the
strongly changing view factor is modelled
appropriately.

Figure 5.2: Resulting geometry of the geometric advection of a CVD process.

The model presented above requires some knowledge about the initial structure
and it can therefore not be applied universally. In order to allow for a full physical de-
scription of the process, particle transport and surface chemistry must be modelled.
This way, arbitrary initial geometries can be simulated without further considera-
tions, as the model describes the inherent physical nature of the fabrication process
without any assumptions about the simulated geometry. A polysilicon deposition
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process can be modelled straight-forwardly using the modelling framework presented
in Section 4.5.1. A two-particle model, similar to the one used in [188], was developed
to form an accurate description of the deposition process using TEOS as the feed gas.

From experiments and sophisticated chemical kinetics simulations [183], it has
been established that two precursors in the gas phase are responsible for the deposi-
tion of polycrystalline silicon (poly-Si) on the substrate. Our physical model involves
the simulation of two different types of particles traversing the feature scale region,
one representing TEOS with a low sticking probability of around 10−4 and one repre-
senting the highly reactive precursor triethoxysilane with a sticking probability close
to unity ≈ 1. This means that there is a strong isotropic growth component through
TEOS with a low sticking probability, while anisotropy is generated by the deposition
through triethoxysilane. All other modelling parameters are taken from [183], with
the simplifying assumption that particles remain on the surface once captured, are
not re-emitted, and do not diffuse along the surface. Therefore, the deposition rate is
directly proportional to the coverage of the respective particle, similar to the model
presented in Eq. (3.17).

The resulting geometries are depicted in Figs. 5.3a to 5.3c and are compared to
the experimental data from [188] in Figs. 5.3d to 5.3f. As can be seen clearly, the main
features are replicated well for each time step using the sticking probabilities listed
above. The overall deposition is strongly dominated by the isotropic growth from
TEOS with a very small anisotropy introduced by the deposition of triethoxysilane.
Using our model, solving for the deposition rates on top of the trench reveals that the
deposition rate of the reactive species contributes roughly 37% of the total deposition
rate. Due to the rapidly changing rate for triethoxysilane this results in a clear
pinch-off of the trench even for the low aspect ratio used here.

Similarly to the actual process, the model must be tuned to the specific process
parameters, such as temperature or pressure. Therefore, any discrepancy with a real
process could be incorporated by understanding the physical origin of the behaviour
and modelling it in the simulation. Hence, any process can be modelled using this
physical approach, with the only disadvantage being long simulation times due to the
computational expense of including additional physical effects and the computation-
ally demanding Monte Carlo approach.

5.1.2 Epitaxial Growth

Epitaxy is a film growth process during which mono-crystalline layers are formed on
top of a crystal substrate [194], which means that the newly grown layer only has
one well-defined crystal orientation with respect to the substrate. Epitaxial silicon is
usually grown using vapour-phase epitaxy, which is a type of CVD, as the deposited
material is introduced to the substrate using precursor gases. In semiconductor fabri-
cation, one of the main applications for epitaxial growth is the deposition of crystalline
silicon on top of a wafer substrate of the same material, referred to as homoepitaxy
[195].

If a different material to the substrate is grown epitaxially, this process is referred
to as heteroepitaxy [196]. This results in a crystal mismatch at the interface between
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(a) 150 min (b) 250 min (c) 350 min

(d) 150 min (e) 250 min (f) 350 min

Figure 5.3: Polysilicon deposition profiles after 150, 250 and 350 minutes from the
simulation using the two precursor model (a)-(c), compared to experimental results
(d)-(f) obtained from [188]. Reprinted with permission from [188]. Copyright 1993,
American Vacuum Society.

the two different materials, leading to stress inside the material, which may also be
temperature dependent [197].

On the atomic scale, epitaxial growth is driven by several physical processes.
First, atoms from the gas phase are adsorbed onto the substrate and are loosely
bound. These adatoms may now diffuse along the surface, remaining longer at en-
ergetically favourable surface sites. Therefore, clusters of adsorbed particles form on
the substrate, serving as nucleation sites for other adsorbed particles, as the edges
of these clusters form energetically favourable surface sites. As several clusters grow
together, they form larger and larger islands, until they coalesce into a film covering
the substrate [198]. Due to the fact that clusters of particles form to be energetically
compatible with the substrate, they have the same ordering as the crystal they grow
on.
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5.1.2.1 Empirical Model

Since epitaxial growth is strongly dependent on the atomistic description of the sur-
face, it cannot be described exhaustively using the continuum approach employed in
this work. However, the macroscopic effect, namely the growth rates in different crys-
tal directions can be measured experimentally [199] and used for the velocity fields
describing the growth of the substrate. Usually, the growth rate is only measured
along certain crystal directions, so the growth rates have to be interpolated for all
other possible normal directions on the surface. This can be done robustly using
the interpolation method presented in [200], which has already been successfully em-
ployed in [100, 201]. Assuming that the transport of molecules to the surface does
not change drastically across the substrate, the velocity field only depends on the
orientation of the surface. Hence, the growth rate can be found given only the crystal
orientation of the substrate and the surface normals at each point on the surface.

The exact shape resulting from epitaxial growth depends strongly on the initial
geometry and the temporal evolution of the surface. As discussed in [100], whether
the fast or slow growth planes will dominate is strongly dependent on the curvature
of the initial geometry. For complex shapes of the substrate, the growth might there-
fore change between fast and slow planes over time and thus a general prediction
for which crystal plane will dominate growth is not possible. Due to this temporal
dependence of the growth process, it is not possible to formulate a general geometric
advection distribution and hence the emulation model has to be carried out using
iterative advection. As the growth rates change drastically with the surface normal,
the Stencil Local Lax-Friedrichs (SLLF) scheme discussed in Section 2.4.2.4 is used
for the iterative advection of the growing substrate.

One of the most critical fabrication steps for modern vertical transistors is the
epitaxy of the source and drain (S/D) contacts. Using a stacked nanowire field-effect
transistor (FET) geometry [202], the model was applied to simulate the formation of
the source and drain contacts, resulting in the characteristic shapes produced by fast
growing crystal planes shown in Fig. 5.4.

5.1.2.2 Physical Model

Although continuum models describing epitaxial growth exist [203, 204], they are
usually used to examine the fundamental physical processes driving growth rather
than the simulation of large structures during fabrication processes. Therefore, the
empirical model presented above is used for the description of the surface chemistry,
while the necessary particle fluxes are generated using a Monte Carlo (MC) ray tracing
approach.

Epitaxial growth of silicon is usually carried out in CVD reactors under spe-
cific conditions which allow for crystalline growth. A commonly used precursor is
dichlorosilane (Si2H2Cl2) which reacts with the surface to deposit Si forming hydro-
gen chloride (HCl) as a by-product [205]. The latter can then act as an etching species,
slowing the silicon growth rate. However, HCl is required to achieve selectivity of the
process, as silicon also deposits on other materials, forming poly-Si films. Due to
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Figure 5.4: Geometry resulting from the growth of epitaxial silicon (red) for the S/D
regions on top of a silicon substrate (blue). The crystal planes for the characteristic
facets are indicated using Miller indices. CC BY 4.0 [100]

the lower binding energy of poly-Si to mask materials, compared to the binding en-
ergy of crystalline silicon, HCl can remove these unwanted films without etching the
crystalline substrate. Therefore, finding the fine balance between the gases which are
present in the reactor is critical to achieving selective growth only on the crystalline
silicon substrate.

The chemical model was set up as described in [205] and selective epitaxial growth
(SEG) on the bottom of a 60 nm wide via was simulated for 140 s. A lack of etchant
leads to the unwanted deposition of poly-Si on top of other materials, as shown in
Fig. 5.5a. Since no crystalline growth planes are exposed, the deposition of silicon
proceeds in an unordered fashion. Only if the correct balance of depositing species
and etchant is achieved, does a crystalline silicon film form on top of the substrate
and no other materials are affected, as shown in Fig. 5.5b.

5.1.3 Anisotropic Wet Etching

Wet etching is one of the corner stones of semiconductor fabrication, especially in
the field of microelectromechanical systems (MEMS). Etchants are introduced to
the material surface using a liquid solution, which is why this process is called wet
etching. Wet etchants usually remove material isotropically, due to the fast and
isotropic transport of etchant species to the surface, meaning that every part of the
surface is submerged and therefore etched by the solution. For non-crystalline or
poly-crystalline substrates, the etching thus proceeds isotropically.

However, crystalline substrates may be etched at very different rates depending on
the exposed crystal planes, as certain orientations lead to a more or less favourable
bond of surface atoms with the bulk material, meaning that atoms of one crystal
plane may be removed more easily than atoms on a different plane [206]. Therefore,
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(a) Not enough etchant available to clean
the mask surface.

(b) Etchant and silicon precursor in bal-
ance.

Figure 5.5: SEG of silicon at the bottom of a via using dichlorosilane as a precursor.
a) If there is not enough HCl available to clean the other materials, silicon will be
deposited everywhere. b) Careful tuning of the feed gases results in crystalline growth
only on the silicon substrate.

crystalline silicon substrates can be etched anisotropically, leading to well defined
crystal faces dominating the final geometry.

Similarly to SEG, wet etching can be modelled by considering the etch rates in
certain crystal directions and interpolating to all other surface orientations. Addition-
ally, since the process is taking place in a liquid, the etchant transport to the surface is
much faster than the etch reaction, meaning the process is only reaction rate limited
and there is no need to model particle transport as for SEG. Therefore, an empirical
model using empirically determined rates results in a very accurate description and
no additional modelling is necessary.

Fig. 5.6 shows the result of a wet etching simulation for a MEMS cantilever, using
the same interpolation scheme [200] for the etch rates as used for the modelling of
SEG described in Section 5.1.2.

The etch rates for different crystal orientations and temperatures are found in
literature [207] and the rates passed to the interpolation scheme simply have to be
adapted to the corresponding etch chemistry. Since the etch rates are strongly depen-
dent on the crystal direction, the wafer has to be aligned carefully in order to achieve
the desired cantilever structure depicted in Fig. 5.6c. If the wafer is rotated by 45
degrees, an entirely different geometry is produced, as shown in Fig. 5.6d.

5.1.4 Physical Plasma Etch Models

In modern semiconductor fabrication, wet etching processes have generally fallen out
of favour due to additional cleaning steps which are required to remove residues left
on the wafer. Additionally, wet etching processes do not provide enough control
over the anisotropy of the etched features for high aspect ratio structures or 3D
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(a) Cantilever structure after 1min. (b) Misaligned mask after 1min.

(c) Correct cantilever after 2min. (d) Broken final structure after 2min due
to misaligned mask.

Figure 5.6: Wet etching of differently oriented silicon substrates with the same mask,
resulting in entirely different geometries. The colours hint at the etch rate at every
point on the surface, where blue corresponds to a low etch rate and red to a high one.

device geometries [208]. Therefore, most process flows in industrial fabrication of
semiconductor devices rely heavily on dry plasma etch processes [209].

Usually, physical etching proceeds through ion-enhanced etching of volatile chem-
ical reactants on the surface of the substrate, as described in Section 3.2.5. However,
other mechanisms may also contribute to the etching properties of a process, such
as ion energy, ion distribution and the exact surface chemistry. Therefore, in order
to develop a reliable plasma etch model, the dominant physical processes have to be
identified and their properties carefully tuned to achieve an appropriate description
of the underlying physical behaviour.

Silicon is the most important material in semiconductor fabrication, so there is an
abundance of etching chemistries developed for the patterning of silicon [210, 211].
Therefore, the chemistries presented in the following section, are mostly concerned
with the etching of silicon substrates. Nonetheless, the properties of some of these



Chapter 5. Process Modelling 109

processes are also discussed for different substrates of interest, such as titanium nitride
(TiN) and hafnium dioxide (HfO2) which are commonly encountered in modern FET
geometries [212].

5.1.4.1 Chlorine Plasma Etching

Chlorine has been used to etch silicon [213] and several of its compounds, such as
silicon dioxide (SiO2) [214], silicon nitride (SiN) [215], as well as other commonly used
materials such as TiN, tantalum nitride (TaN) [216] and HfO2 [217].

Plasma etching in molecular or atomic chlorine chemistries proceeds through the
adsorption of Cl on the silicon substrate and the formation of SiCl2, which is then
desorbed thermally [218] or via ion-enhanced etching of chlorine ions [219]. Several
additional gases can be added to achieve different etch properties. The addition of
argon [220] or nitrogen [221] as an ion source leads to higher etching yields, due to
the increased number of energetic ions assisting in the removal of SiCl2[222].

In the etching of TiN, chlorine may be combined with BCl3 or CHF3 [223], leading
to non-volatile BN or TiF4 being deposited on the side walls, respectively. These
passivation layers protect the structure from lateral chemical etching through TiClx.
Ion-enhanced etching and ion sputtering lead to high etch rates at the bottom of the
substrate, leading to anisotropic and highly vertical profiles. These mechanisms for
the etching of TiN in a BCl3/Cl/Ar chemistry are depicted in Fig. 5.7.

When etching HfO2, BCl3 plasmas may even be tuned to achieve infinite selectivity
to Si, since boron leads to the formation of a thick SiClB layer above the silicon
substrate, protecting it from further etching [224]. Thus, BCl3 plasmas are well
suited for the removal of the thin HfO2 dielectric layer in modern high-k metal gate
FETs [225].

Cl2

BCl3+

NClx + TiCly

TiN

Mask

Cl2
TiClx + NCly

BN

BN

Ar+

TiN

B
I.

II. III. IV.

Figure 5.7: Active etching and deposition mechanics in Cl chemistries used to etch
TiN: I. Chemical deposition of BN, II. Chemical etching through TiClx and NCly
radicals, III. Ion-enhanced etching and IV. Ion sputtering through high energy ions.
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5.1.4.2 Fluorocarbon Plasma Etching

For decades, fluorocarbon (CF) chemistries have been used to etch Si and SiO2 due
to the possibility of tuning these chemistries to the etching of different materials
with fine control over the selectivity to other materials [226]. In order to adjust the
process for specific substrates, a variety of additive gases can be used to change the
characteristics of the process [227]. Hence, good etch selectivity can be achieved for
certain materials, without infringing on the anisotropic nature of the process [228].

The main etch mechanisms in CF plasmas are chemical etching, ion-enhanced
etching and physical sputtering. In the case of silicon, the substrate can be removed
chemically by reacting with fluoride to form silicon tetrafluoride (SiF4) which can
evaporate back to the gas phase [229], as shown in Fig. 5.8. The rate at which
chemical etching proceeds is strongly dependent on the temperature and the amount
of carbon on the surface, which may lead to a reduction in etch rates.

Another etch mechanism is the ion-enhanced etching of the substrate, where highly
reactive CF+ ions bombard the surface. The substrate is either sputtered by the ion,
or the ion reacts with the substrate to form SiF4 which may then evaporate [230]. The
temperature should be low enough for SiF4 not to evaporate thermally. Rather, the
etch product would be removed by the additional kinetic energy provided by incoming
ions. This results in highly anisotropic etching, since substrate can only be removed
through energetic ions. However, the ion energy should be as small as possible since
ions may otherwise penetrate deep into the substrate, creating impurities. Hence,
there is an optimal combination of process temperature and ion energy which leads
to highly anisotropic etching with minimal ion-induced damage in the substrate.

Physical sputtering is strongly related to the binding energy of the substrate and
appears only above a certain ion energy. The deposition of the passivation layers on
the side walls is achieved through the polymerisation of neutral species, such as CF2,
which form SiC bonds protecting the substrate. Additionally, deposition may also be
driven by direct absorption of energetic ions into the substrate [231].

All of the above discussed etching mechanisms can be described using the general
plasma etching model presented in Section 3.2.5. In order to represent this particular
chemistry, supplying textbook values for particle and substrate properties is sufficient.

CF plasma chemistries may also be used to etch TiN, although high etch rates
can only be achieved at high temperatures, which is why chlorine-based chemistries
are commonly used instead [232]. However, the addition of small amounts of CF has
been shown to increase the etch rate in chlorine chemistries due to the additional
generation of volatile etch reactants in the gas phase [233].

HfO2 which is commonly used as a dielectric, may also be etched in CF plasmas
with good selectivity and reasonable etch rates [234]. However, CF chemistries form
thick fluorocarbon layers which can be omitted by adding hydrogen as a feed gas [235].
The additional hydrogen will form loosely bound hydrocarbon etch products [236],
leading to a significant reduction in carbon contamination. Nonetheless, as HfO2 is
often used as an atomically thin dielectric, even small amounts of fluorocarbon residue
present a challenge [237], which is why CF chemistries have fallen out of favour when
etching HfO2.
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Figure 5.8: Active etching and deposition mechanics in CF type chemistries used
to etch poly-Si: I. Chemical deposition of carbon forming an SiC passivation layer,
II. Chemical etching, III. Ion-enhanced etching and IV. Ion sputtering through high
energy ions.

5.1.4.3 Sulphur Hexafluoride Plasma Etching

A commonly used alternative to CF chemistries is sulphur hexafluoride (SF6) since
it allows for finer control over the etch properties through additional gases fed into
the reactor while still achieving high etch rates [238]. Without any additional feed
gases, pure SF6 dry etching of silicon proceeds isotropically, which can be useful when
creating undercuts as it saves the additional cleaning step required after isotropic wet
etching [239]. Adding oxygen results in the formation of a thin SiO2 layer being
formed on the sidewalls inhibiting lateral etching [240]. The addition of oxygen also
leads to higher vertical etch rates, since it binds sulphur, freeing more fluoride which
is then available for etching [241]. The oxygen concentration must be tuned carefully,
as high concentrations lead to competing surface adsorption with fluoride, forming
thick SiO2 protective layers and thus reducing the etch rate [242]. If the oxygen
concentration is optimal, only thin SiO2 layers are formed, which are removed on
horizontal surfaces through directional energetic ions. Therefore, fluoride atoms can
react with the silicon substrate, forming SiF4 which is removed chemically or through
ion-enhanced processes [243], similarly to the reactions shown in Fig. 5.8.

The properties of SF6 etching can be tuned through the addition of hydrogen
bromide (HBr) and oxygen as feed gases. This leads to the formation of a SiOxBry
passivation layer reflecting high energy ions and thus leading to higher vertical etch
rates [244]. Therefore, through the introduction of additional feed gases, the be-
haviour of an etch process might change drastically and a new model describing this
behaviour may have to be developed.

Other additional passivating species, such as difluoromethane (CH2F2), have also
been successfully applied for the dry etching of silicon [245]. As shown in Fig. 5.9, the
build up of the passivation layer on the sidewall is not created through the deposition
from the gas phase, but rather through line of sight deposition of sputtered CF etch
products obtained from vertical etching [246]. Therefore, the modelling of this process
requires an additional ray tracing step, where sputtered etch products are emitted
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from the collision site of an energetic ion and traced to the sidewall where they
might deposit. The thereby created shadowing effects can only be observed with this
additional ray tracing step, meaning that this model may incur more computational
effort than simpler models. Hence, depending on the modelled process, even the
underlying methods used to simulate the model may have to be adjusted.

SFx

CFx
+

SiF4

poly-Si

Mask

SFx
SiF4

CF
CFx

CFx
+

SiI.

II. III. IV.

Figure 5.9: Sulphur with Fluoride (SF) type etching and deposition mechanics with
additional CH2F2 feed gas. I. Line of sight deposition of a CF passivation layer; II.
ion-enhanced etching; III. chemical etching; and IV. physical ion sputtering.

The described chemistry was implemented using a physical model employing MC
ray tracing. The chemical parameters of the involved materials were extracted from
[243] and [244]. The model was characterised by simulating the etching of a trench
in a silicon substrate for different source fluxes. Fig. 5.10 shows the behaviour of
the implemented plasma etch model for these different processing conditions, hinting
towards the behaviour of the etch chemistry based on its feed gases. A higher etchant
flux thus results in higher etch rates, but a fine balance with the passivating species
is required to achieve satisfactory profiles.

Similarly to fluorocarbon plasmas, SF6 chemistries require high temperatures to
etch TiN, although its use as a supplementary feed gas for chlorine chemistries can
increase etch rates significantly [233]. Although high etch rates of HfO2 substrates
have been achieved in SF6 chemistries, they are limited to low pressures for the
appropriate tuning of the selectivity to silicon [234].

5.1.4.4 Hydrogen Bromine Plasma Etching

HBr chemistries have been in use for a long time to etch silicon for its good selectivity
towards SiO2 [130, 247]. Despite the lower silicon etch rate compared to CF and SF6

chemistries, HBr provides excellent selectivity towards other materials, which makes
it suitable for the over-etch processing step, used to entirely remove silicon on top of
other materials [248]. Ion-enhanced etching typically dominates the removal of the
substrate, while the deposition of side wall passivation proceeds mainly chemically
[244]. Therefore, simple models can be used to describe the process, as shown in
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Figure 5.10: Two-dimensional trenches formed by etching silicon (pink) with a mask
(black). The ion flux was kept constant at 1016cm-2s-1. In a)-c), the trenches were
etched for 25 s with a constant etchant flux of 1.3x1016cm-2s-1, while the polymer
(blue) concentration was varied: a)5x1015cm-2s-1, b)1016cm-2s-1 and c) 5x1016 cm-2s-1.
In d)-f), the polymer flux was constant at 5x1015cm-2s-1 and the etchant flux was
changed: d)5x1015cm-2s-1, e)2x1016cm-2s-1 and f) 5x1016 cm-2s-1.

Fig. 5.11. The side walls and substrate are protected by thick SiOxBry layers stopping
energetic ions from reaching the material below.

Despite the apparent simplicity of the process, the passivation layer undergoes
a change during the process, as bromine is removed from the layer and replaced
by oxygen. Therefore, a dense SiO2 layer is generated at passivation layers formed
earlier, while an amorphous bromine rich material dominates the passivation layers
formed later in the process [249]. This densening of the passivation layers can only be
modelled properly using volume information, meaning a pure level set description is
not sufficient to capture the process appropriately. It may be approximated by storing
the bromine concentration of the material on the surface and reducing it through the
thinning of the material, although this may be insufficient for complex geometries.
Oftentimes, etching in HBr plasmas is followed by a cleaning step which reduces this
layer [250], meaning that it is changed to a dense SiO2 layer everywhere.

HBr + O
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SiO+SiBr+H

poly-Si
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SiOBr

HBr + O

H
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Figure 5.11: Dominant etch mechanics during silicon etching using hydrogen bromide.
I. Sidewall passivation proceeds though chemical deposition from the gas phase and
II. Vertical etching is dominated by ion-enhanced etching.
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A model for this etch chemistry was implemented in ViennaPS using the physical
parameters in [249]. Fig. 5.12 shows the profile of a trench etched in a silicon substrate,
resulting from HBr etching for different source fluxes of all active species.

Figure 5.12: HBr/O2 etching of Silicon (pink) with a mask (black) for 25 s. The
ion flux was kept constant at 1016cm-2s-1. In a)-c), the Si was etched with a con-
stant etchant flux of 1016cm-2s-1, while the polymer (blue) concentration was var-
ied: a)1016cm-2s-1, b)3x1016cm-2s-1 and c) 5x1016 cm-2s-1. In d)-f), the polymer
flux was constant at 1016cm-2s-1 and the etchant flux was changed: d)1015cm-2s-1,
e)5x1015cm-2s-1 and f) 5x1016 cm-2s-1.

HBr is also well suited for the etching of TiN, achieving satisfactory etch rates
[251] and clean final surfaces [237]. However, bromine etches TiN significantly slower
than chlorine, although the former can be added in small concentrations to the latter
in order to obtain better overall control over etch properties [225].

5.1.5 Gate Stack Etching Sequence

In order to highlight the simulation capabilities of the presented physical models, a
full gate stack etching sequence of a 14 nm gate-first fabrication sequence [208] was
simulated using the modelling framework developed during the course of this work.
Due to the physical descriptions, not only each process individually, but also the
interplay between sequential steps is taken into account. This is especially important
when considering different passivation layers building up in each of the etch steps
[110].

Poly-Si Main Etch

The first etch step is the poly-Si main etch in a SF6 type plasma chemistry. The model
presented in Section 5.1.4.3 was used to simulate this etch step for 60 s with the model
parameters listed in Table 5.1. The geometry of the gate stack after this etch step
is shown in Fig. 5.13a. The slanted side wall stems from the deposition of polymer
(blue) layers on the poly-Si (pink), which prevents lateral etching. As expected, the
polymer layers are thicker at the top of the structure than at the bottom, since the
top side walls were exposed earlier, leaving more time for the polymer to grow.
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Poly-Si Over Etch

After the main etch, a poly-Si over etch step is carried out in a more selective
HBrO2 plasma chemistry in order not to damage the TiN underneath. As depicted
in Fig. 5.13b, due to the deposition of a several nm thick SiBr-type polymer, the side
walls are strongly slanted. Thanks to the selectivity of the etch process, the gate
metal underneath the poly-Si is left intact without damage.

TiN Main and Over Etch

The TiN is subsequently etched in a Cl2CH4 plasma chemistry, which has a lateral
to vertical etch ratio of about 0.4, which leads to a visible under etch in the TiN
layer. The high lateral etch rate is due to the small amount of passivating polymer
deposited on the sidewalls, as can be seen in Fig. 5.13c. This wears down the pre-
viously deposited passivation layers, which now play an important role in protecting
the poly-Si from the etchant.

In order not to damage the thin high-k dielectric HfO2 layer underneath the TiN,
a more selective etch process is used for the over etch step. The etching in a Cl2/N2

chemistry proceeds highly isotropically and appropriately cleans the HfO2 surface for
the last etch step, as shown in Fig. 5.13c.

HfO2 Etch

The HfO2 layer which is only a few nanometres thick, is then etched in a BCl3/Cl2
plasma. This etch chemistry also proceeds highly isotropically and has a near-infinite
selectivity against the SiO2 substrate underneath the gate dielectric [224]. The final
structure after this etch step is visualised in Fig. 5.13d, which highlights the impor-
tance of the previously deposited passivation layers to protect the masked gate stack
from etching in the subsequent, more isotropic etch steps.

Process Step Model Ion Flux Etchant Flux Polymer Flux
Poly-Si ME SF6/CH2F2 1.5 · 1015 1.3 · 1016 4.5 · 1015
Poly-Si OE HBr/O2 1.0 · 1016 1.0 · 1016 2.0 · 1016
TiN ME Cl2CH4 1.0 · 1015 5.0 · 1015 2.8 · 1016
TiN OE Cl2/N2 - 1.0 · 1017 1.0 · 1016

HfO2 Etch BCl3/Cl2 - 1.1 · 1016 6.2 · 1015

Table 5.1: Model parameters of the physical models used to simulate the gate stack
etching sequence with fluxes given in units of cm−2 s−1. Main etch and over etch
chemistries are indicated as ME and OE, respectively. All models were simulated
using a pressure of 1.35Pa with a bias voltage of 60V for the plasma etch steps.
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Figure 5.13: Gate stack geometry after important patterning steps, highlighting the
importance of passivation layers throughout the process. The thick, protective layers
formed during the poly-Si etch steps protect the material throughout the process.

5.1.6 Bosch Process

The cyclic Bosch Process [252] was developed in 1994 for generating high aspect-ratio
structures in the field of MEMS [253, 254]. Since then, this fabrication technique has
become important for numerous other applications, such as 3D integration [255, 256],
high bandwidth memory [257, 258] and even on-chip wireless communication [259].

This process is a type of deep reactive ion etching (DRIE), where sidewall passi-
vation and etching do not proceed simultaneously but are separated into individual
steps carried out sequentially. By repeating these sequential process steps many
times, aspect ratios far higher than those achievable using conventional plasma etch-
ing approaches have been achieved [260]. The original approach will be discussed in
the following section, followed by further developments through the introduction of
additional processing steps.

5.1.6.1 DEM Sequence

This sequence of process steps was used when the Bosch Process was first introduced.
It consists of a deposition step followed by a plasma etching step, which is why this
approach is also referred to as the deposit-etch-multiple-times (DEM) sequence. Since
the etch step is not perfectly anisotropic, a scallop is formed during each cycle of the
process, as depicted in Fig. 5.14.
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However, robust sidewall passivation and very straight profiles can be achieved
reliably, reducing sidewall tapering significantly compared to other plasma etching
processes. However, when the etched structures reach aspect ratios higher than 50,
reactive ion etching (RIE) lag is observed [261, 262]. Due to a smaller and smaller
number of etchant particles and ions reaching the bottom of the structure, the etch
rate decreases significantly until etching is perfectly balanced with the deposition step
at the bottom of the generated structure. This effect can be reduced by increasing
etch times for later cycles, but due to the prolonged etch step, the mask or top of the
structures can be worn away quickly [263].

Deposit Etch

time

C4F8

Bias

SF6

Figure 5.14: One cycle of the DEM sequence to generate high aspect-ratio structures
with the chemistries used for each step. For clarity, the second cycle of the sequence
is shown.

5.1.6.2 DREM Sequence

Due to the problems encountered during the etch step of the DEM sequence for high
aspect ratios, this step can be split once again [264]. In order to remove the protective
layer at the bottom of the structure, a low pressure etching process is conducted at
high plasma bias, resulting in highly anisotropic etching [260]. After this step, the
exposed substrate is etched isotropically at low bias, as shown in Fig. 5.15. Due to
the additional passivation removal step, this procedure is referred to as the deposit-
remove-etch-multiple-times (DREM) sequence.

Due to the separation of the etch step, a shorter time under high bias is required,
leading to higher mask selectivity [265]. For high aspect ratios, RIE lag can thus be
countered by only increasing the isotropic etch time, which leads to uniform scallop
sizes down the feature without damaging the mask [266].

However, if the deposition of the protective layer and its removal are not perfectly
balanced, more polymer may be deposited on the top opening than necessary. There-
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fore, each cycle increases the thickness of the protective layer at the top, effectively
closing off the opening. This increases shadowing and thereby reduces the number of
high energy ions reaching the bottom of the structure to remove the protective layer
[265], leading to a smaller hole in the deposited material at the bottom of the feature.
Due to the time ramping of the isotropic etch step, the scallop size does not change
drastically, but the smaller hole sizes are copied down, resulting in tapered side walls.

Deposit Remove Etch

time

C4F8

Ar

Bias

SF6

Figure 5.15: One cycles of the DREM sequence where the etch step of the DEM
sequence is split into a directional remove and an isotropic etch step. The length of
the etch step can be adjusted to counter RIE lag.

5.1.6.3 DREAM Sequence

As described in the previous section, the pile-up of polymer can only be avoided by
carefully tuning the interplay of the deposition and removal of the protective layer.
However, tuning these steps is time consuming and may require frequent calibration.

The buildup of polymer at the top opening may also be avoided by introducing an
additional ashing step [267], which selectively removes the polymer, leading to a clean
surface [268]. This is performed with the so-called deposit-remove-etch-ash-multiple-
times (DREAM) sequence which is shown in Fig. 5.16. This method prevents the
closing of the hole opening and the subsequent tapering without the need for frequent
and precise tuning.
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Deposit Remove Etch Ash

time

C4F8

Ar

Bias

SF6

O2

Figure 5.16: DREAM sequence with the additional ashing step compared to the
DREM sequence. The length of the ash step needs to be adjusted according to the
length of the deposition step in order to properly remove the piled up polymer at the
top opening.

5.1.6.4 Empirical Model

Due to the complex final structure generated by the DRIE process, two separate
geometric advection steps are necessary to create it:

1. Smooth Profile: The profile describing the outline of the high aspect-ratio fea-
ture is generated.

2. Scallops: The scallops produced by the cyclic nature of the process are formed,
starting with the smooth profile.

Since the exact physical nature of how the structure was generated is not impor-
tant in process emulations, these two steps suffice to generate the final structure. This
is independent of the number of cycles that would be needed in the actual fabrication
of the structure and is thus highly efficient.

Smooth Profile

Since the final profile will be highly directional, a rectangular geometric advection
distribution is used to generate the smooth outline. The edge length of this distribu-
tion will be L, which is given by the number of cycles Nc times the etch depth per
cycle dc

L = Ncdc . (5.3)

As discussed in the previous sections, decreasing etch rates may also lead to ta-
pered side walls. Therefore, tapering is modelled by reducing the total etch depth L
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according to the lateral distance to the mask. During DRIE, the side walls are usu-
ally tapered inwards, meaning the feature becomes smaller with increased etch depth.
Therefore, the coordinate dependent etch depth L(→x) is smallest at the sidewall and
increases with the lateral distance to masked regions.

Scallops

The smooth profile generated in the first step is the starting geometry for scallop
creation. Since the scallops are produced by the isotropic etching of the substrate,
they can be emulated using spherical geometric advection distributions. These dis-
tributions should only be placed at points, where the substrate was initially available
for isotropic etching. Therefore, the radii of all geometric distributions are set to
zero, except at the heights where scallops would be formed by the process. Therefore,
ignoring tapering, the nth scallop is formed at a height zn given by

zn = dc

|
n+

1

2

|
for n ∈ Z . (5.4)

The diameter of the spherical distributions centred at zn is given by the isotropic
etch distance per cycle diso which is closely related to the etch depth per cycle dc. If the
physical phenomena driving the etching are dominated by free molecular transport,
dc and diso are equal. However, if the etch process is mostly diffusion-limited, then
diso is larger than dc. Therefore, it is useful to express diso as a multiple of dc:

diso = ftdc , (5.5)

where 1 ≤ ft ≤ 2. The difference between the two transport phenomena is shown in
Fig. 5.17 for the extreme cases of perfect free molecular transport when f = 1 and
perfect diffusion-limited transport when ft = 2 in Section 5.1.6.4 and Section 5.1.6.4,
respectively. Usually, a combination of both transport phenomena is observed and
the common value of ft ≈ 1.5 for modern plasma etching processes [211, 267] is also
shown in Section 5.1.6.4.

The spherical distributions discussed so far imply that etching is perfectly isotropic,
meaning that the lateral and vertical etch rate are equal. However, this may not al-
ways be the case and, especially in modern SF6 plasma chemistries, lateral etching is
usually slower than vertical etching. In order to capture these differing etch distances,
it is useful to express the lateral etch rate Rl as a fraction of the vertical etch rate Rv

Rl = flRv , (5.6)

where it is assumed here that 0 ≤ fl ≤ 1 holds.
The geometric advection distribution, taking the anisotropic rates into account,

resembles a spherical cap shape similar to a convex lens, as shown in Fig. 5.18, and
will be referred to as lens distribution in the following. Graphically, this distribution
is created by removing the centre section of a unit sphere in all lateral directions and
moving the slices back to the origin. The centre section ranges from −1(1 − fl) to
(1 − fl) in the lateral dimensions, as shown in Fig. 5.18a. The outer parts of the
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a)

diso dc

b)

diso
dc

dc

c)

diso
dc

dc

Figure 5.17: Scallops for different values of ft: (a) ft = 1 corresponding to perfect
free molecular transport, (b) ft = 2 corresponding to perfect diffusion-limited etching
and (c) ft = 1.5 corresponding to a combination of both transport phenomena. CC
BY 4.0 [269]

sphere are then moved back to the origin and scaled by rlens to achieve the original
etch depth of diso. The correct scaling is achieved by defining rlens as

rlens =
diso
2

,,
1 if fl ≥ 1

(1− f 2
l )

−1/2
if 0 ≤ fl < 1

undefined if fl < 0

. (5.7)

The lens distribution is then defined by adjusting the definition for the spherical
distribution and is given by

φlens(→v, fl) =
|→v + (1− fl)rlens

−→sgn(→vD)| − rlens
Δx

, (5.8)

where →vD consists only of the lateral dimensions of the vector →v, meaning →v2 = (vx, 0)
and →v3 = (vx, vy, 0) for two and three dimensions, respectively. −→sgn(→v) is the sign
function of the vector →v. The additional term (1 − fl)rlens

−→sgn(→vD) as compared to
Eq. (2.65) essentially shifts the distance vector →v outside of the spherical distribution,
creating the lens distribution shown in Fig. 5.18a.

This distribution can fully describe the scallops created by an anisotropic etch
step, as those generated in modern Bosch process cycles. An example for such scallops
using typical values is shown in Fig. 5.18b, showing a clear difference to the scallops
generated by the spherical distributions shown in Fig. 5.17.

DEM Sequence

In high aspect ratio structures this sequence suffers from RIE lag, which means that
the etch rate decreases with increasing aspect ratio [270], due to the depletion of
etchant particles at the feature bottom [271].

Therefore, the feature will become smaller with increasing depth due to the pos-
itively tapered side walls. The decrease in etchant particle flux down the feature
depends on the exact geometry and particle transport in the feature scale region.
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a)

diso
flrlens

→v

flrlens rlens

→v →v

-(1-fl)rlens (1-fl)rlens

b)

diso
dc

dc

Figure 5.18: (a) Starting from a spherical distribution, a lens distribution can be
created by removing the centre part. The vector →v is translated to the remaining
parts. (b) Using this lens distribution, a difference in vertical and lateral etch rate
can be modeled for ft = 1.5 and fl = 0.5. CC BY 4.0 [269]

The simplest approximation is to assume that the etchant flux decreases linearly af-
ter a certain depth Lt. Each cycle performed below this depth will then be affected
by the reduced etch rate. Given the total number of cycles Nc and the depth at which
tapering starts, the number of tapered cycles is given by

Nt = Nc − Lt

dc
= Nc −Ns , (5.9)

where Ns is the number of cycles unaffected by the tapering.
The depth of the rectangular distributions L(→x) used to generate the smooth

profile is then given by

L(→x) = min

|
Lt +

|→x− →m|
wt

(L0 − Lt), Lb

|
, (5.10)

where wt is the tapering width, which is the lateral distance between the tapered side
wall and a straight side wall at the bottom of the structure. L0 is the depth at which
the etch rate would balance the deposition rate, so it represents the maximum depth
achievable with the process, →m is the laterally nearest point on the mask surface to →x
and Lb is the bottom of the structure after the process given by

Lb = Lt + z̄Nt(dc, D) , (5.11)

where D is the depth along which the etch depth per cycle decreases from dc to zero.
This depth is given in Appendix B.1 and is used to find the total depth of all tapered
cycles z̄Nt(dc, D). This depth depends only on the number of tapered cycles and
the ratio of the etch depth of the final cycle and the initial etch depth per cycle dc,
denoted as re:

re =
dNt

d1
= 1− wt

wtot

, (5.12)
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where wtot is the tapering width at depth L0, which are both properties of the specific
etch process and must therefore be tuned to the precise chemistry used [272]. If several
features of different sizes should be modelled simultaneously, wtot and Lt may also
have to be adjusted depending on the size of each feature, in order to include effects
such as aspect ratio dependent etching (ARDE) [273].

Once the straight profile has been obtained for the DEM sequence, the radius of
all scallops must be found. They will be constant until tapering starts at depth Lt.
They will then decrease during each cycle, with the nth radius given by

dn = diso

|
1 if n ≤ Ns

1− (z̄Nt(dc, D)− Lt) /D if n > Ns

, (5.13)

with the lens distributions describing the nth scallop centred at the height

zn =

|
dcn if n ≤ Ns

dcNs + z̄n(dc, D) if n > Ns

. (5.14)

The above model for the DEM sequence was used to emulate a structure from
[265] and the resulting geometry was compared to experimental data. As shown in
Fig. 5.19, the decreasing scallop size observed in the experiment is matched well by the
simple approximation of a linear decrease in etchant flux down the feature. Despite
the resolution of the level set (LS) being barely sufficient to properly represent the
smallest scallops, the model can produce an accurate description of the final structure
without introducing numerical artefacts, as is often the case when using iterative
advection schemes [274]. The model parameters used to perform the emulation are
listed in Table 5.2 and hence describe the modelled chemistry and can be applied to
different geometries, providing reliable results for any geometry or number of cycles.

Lt[➭m] dc[➭m] ft fl re
- -0.98 1.20 0.75 0.30

Table 5.2: Fitting parameters for the model of the DEM sequence presented in [265].

a)

b)

Figure 5.19: (a) DEM process without tapering, but a decrease in scallop sizes down
the feature. (b) Emulation of the same process with Nc = 50. CC BY 4.0 [269]
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DREM Sequence

The tapering of the smooth profile for the DREM sequence can be modelled similarly
to the DEM sequence through the use of thin vertical box distributions changing in
depth depending on their proximity to the mask. Therefore, the vertical distribution
can also be described by Eq. (5.10). However, due to the differing physical mechanisms
leading to the tapering, the definitions of L0 and Lb differ from those of the DEM
sequence. In the DREM sequence, the scallops are constant in size down the feature
and therefore the bottom of the trench Lb is simply

Lb = Lt + dcNt = dcNc . (5.15)

The maximal depth achievable with the modelled process L0 is then given by

L0 = Lt +
dcNt

1− re
= Lt +

dcNt

wt/wtot

, (5.16)

which means that wt describes how the closing of the top of the feature affects the
removal of the protective layer at the bottom of the trench. If there is no tapering,
wt = 0 and there is no effect on the trench. However, if wt ≥ wtot, the top of the
feature is pinched off entirely and therefore the tapered side walls meet at the bottom
of the feature. Therefore, etching stops since no etching species can reach the bottom
at this stage. Due to the segregation of the removal of passivation and the etching
of the substrate, time ramping can be used to ensure scallops which are constant
in size, as described in Section 5.1.6.2. Therefore, no additional considerations are
necessary to describe the scallops down the feature as long as the time ramping is
tuned correctly. If the time ramping, however, is not conducted adequately, then the
DEM sequence model can be used to describe the resulting geometry.

A well tuned DREM process was simulated using the above model to emulate
the sausage-chain-like pillars presented in [265]. Since pillars, rather than vias, are
etched, particle transport to the bottom of the feature is not of great concern and
it can be assumed that the sequence is tuned well. The structure is generated using
8 cycles of a DREM sequence followed by an isotropic etch step creating an under
etch resulting in a large scallop at the end. In the original experiment, these 8 cycles
plus an isotropic etch are repeated 8 times to generate tall pillars resembling sausage
chains in appearance. Using the geometric DREM model, the 3D structure shown
in Fig. 5.20 was created using the model parameters listed in Table 5.3. The final
structure consists of 72 individual pillars represented using 3,827,322 LS values and
shows good agreement with the structure generated in [265] shown on the right in
Fig. 5.20.

Due to the efficient algorithm employed for the emulation of the geometry, even
large geometries can be created quickly, including process-specific effects which may
strongly influence the final structure and lead to significant changes in the electrical
characteristics of the structure. Therefore, even large and complex structures can be
generated efficiently, allowing for the process-aware generation of entire devices, such
as MEMS actuator [275] or photonic crystals [276].
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Lt[➭m] dc[➭m] ft fl re
- -0.25 1.20 0.50 1.00

Table 5.3: Model parameters for the DREM model used to generate the sausage-
chain-like geometry in Fig. 5.20.

a) b)

Figure 5.20: (a) Emulation of sausage-chain like structures using several DREM se-
quences, as well as longer intermittent isotropic etch steps. (b) SEM image of the
sausage-chain pillars generated by the DREM process. The emulation was performed
using 32 threads and took 14 minutes and 52 seconds to execute. 80 cycles of the
DREM model were performed without tapering using the fitting parameters given
in Table 5.3. In order to generate the isotropic etch sections, every 10th scallop’s
isotropic etch depth was increased to diso = −1.0. CC BY 4.0 [269]

DREAM Sequence

The distributions required to describe the DREAM sequence are the same as those
used in the DREM sequence. Since the additional ash step prevents the closing of
the top of the feature, only this process step influences the tapering width [266]. If
it is not effective, the pile up of material on top leads to the time ramping failing
due to the smaller top opening. Therefore, scallop sizes cannot be kept constant and
RIE lag, similar to that of the DEM sequence, is observed. Therefore, in order to
describe the DREAM sequence, the model parameters can be adjusted according to
the applied ash time.

In the simplest case, only the ratio between the initial and the final scallop re
is adjusted according to the ash time ta. Using a simple model based on Knudsen
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diffusion down the feature to describe the changing properties of the process with
changing ash time (see Appendix B.2), the scallop ratio is given by

re(ta) = p0 − p1
p2 + ta

, (5.17)

where p0, p1 and p2 are fitting parameters. Using experimental data from [267]
and [266], re was calibrated to the ash time per cycle assuming constant Nc and Lt,
resulting in fitting values of p0 = 1.17, p1 = 0.59, p2 = −0.44 (see Appendix B.2 for
details). Since 0 ≤ re ≤ 1, ashing will only influence the result if it lasts longer than
the minimal ash time t0 = p1/p0 − p2 = 0.94 s and no additional effect is observed for
ash times longer than tm = p1/(p0 − 1)− p2 = 3.91 s.

Therefore, if the ash time approaches zero, the DEM model is recovered, while for
the maximum ash time, the result is equivalent to that of a perfectly tuned DREM
model. The model described above was used to emulate a series of high aspect-ratio
vias using the model parameters shown in Table 5.4. As can be seen in Fig. 5.21, the
results match the experimental data quite well over the entire range of ashing times.

Lt[➭m] dc[➭m] ft fl re
-24.96 -0.37 1.20 0.50 re(ta) (see Eq. (5.17))

Table 5.4: Model parameters for the DREAM sequence used for a series of via etch
emulations with changing ashing time.

Figure 5.21: DREAM Sequence simulations for Nc = 100 with different ash step
times compared to experimental data. Only the ash time was varied as input for
the DREAM model, while all other parameters were fixed with values provided in
Table 5.4. CC BY 4.0 [269]
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5.1.6.5 Physical Model

In order to predict transport phenomena or to evaluate new chemistries whose effect
on the structure is not known, a physical model is required. Emulation cannot provide
any features due to wrong process parameters, such as too high etchant fluxes dur-
ing a process. However, these properties are especially important when considering
many cycles of a Bosch Process, where fluxes may change drastically down a trench
geometry. In order to display these effects, a physical model for the clear-oxidise-
remove-etch (CORE) sequence presented in [267] was implemented.

First, the surface is cleared from any contamination such as left over polymer in
the Clear step. This is conducted similarly to the ash step of the DREAM sequence,
in a dry O2 chemistry without any plasma bias. In this physical model, this process
step is simulated using MC ray tracing of a single particle species which isotropically
and selectively removes materials other than silicon. Due to its high selectivity, it can
be applied for longer times without damaging the underlying substrate.

Secondly, the surface is oxidised for a few seconds at higher O2 pressures. This step
was modelled similarly to the Clear step, but due to the higher chamber pressure,
more oxygen radicals actually hit the surface, which is why this process step was
simulated with a much higher source flux. When oxygen radicals contact the surface,
they form thin SiO2 layers, protecting the substrate in the subsequent etch step.
Since these layers are very thin and only small amounts of the substrate are lost to
the oxidation, this step was modelled as isotropic deposition with input parameters as
shown in Table 5.5. This is more efficient than physically modelling oxidation which
requires both the substrate and the oxide surface to be advanced depending on their
width.

Step Model Ion Flux Ion Energy Etchant Flux Polymer Flux
Clear O2 0 - 0 1 · 1014
Oxidise O2 0 - 0 1 · 1016
Remove SF6 1 · 1016 100 eV 2 · 1016 0
Etch SF6 0 - 7 · 1016 0

Table 5.5: Input parameters to physical models used for each step of the CORE
sequence with fluxes given in units of cm−2 s−1.

Next, the remove step is carried out in a SF6 plasma at plasma bias and low
pressure to ensure that ions gain enough energy without colliding with other species
in the reactor scale. This step is modelled using the SF6 plasma model described in
Section 5.1.4.3. Since there is no polymer flux, no sidewall deposition is observed and
the protective SiO2 layers are removed highly directionally. This step is modelled
using different ion and neutral etching species, leading to ion-enhanced etching of the
polymer and the substrate once it is exposed.

In the final etch step, the SF6 flow rate is increased and there is no plasma bias
anymore, which means that etching proceeds isotropically. The etch time must be set
carefully because it sets the scallop size and may lead to defects in the final structure
if it is too long. Such damage can be seen in Fig. 5.22, where the passivation was
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not thick enough to sustain prolonged etching times. This results in additional under
etches which create unwanted holes in the side walls. Furthermore, the time ramping
discussed in Section 5.1.6.2 must be applied in order to ensure uniform scallop sizes
for later etch steps.

Clear Oxidise Remove Etch Clear

Figure 5.22: Cycle 13 of a CORE sequence, highlighting etching damage (green cir-
cles) of previous cycles due to a short oxidise step, which results in too thin passiva-
tion layers. These are then etched and additional features are etched into the scallops
during subsequent etch steps.

Much like the real process, physical modelling is driven by underlying descriptions
of the interacting molecules and the surface. Therefore, careful tuning and fitting of
process parameters is also necessary in every physical model. Due to the modelling
of the underlying physics of the process steps, the behaviour of etch chemistries or
more complex etch cycles, such as the CORE sequence, can be evaluated. Hence,
physical models can be used to test the applicability of new chemistries or processing
techniques.

However, due to the more intense fitting effort compared to empirical emulation
models, physical models are not well suited for quick and efficient structure generation.
In this case, it is more appropriate to include required properties in geometric models
and apply them to structures of interest.
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5.2 Device Process Flows

Using the models developed during the course of this work, as presented in the pre-
vious section, a full process flow for the manufacture of a semiconductor device can
be simulated or emulated. When the models are applied correctly, specific process-
induced effects on the final device can be observed and can aid in the understanding of
the effect of processes on specific properties of a device. Especially effects which stem
predominantly from the combination of fabrication steps can be modelled this way,
giving insights into the underlying physical effects which might lead to unexpected
features of the final device. For example, a cleaning step may be necessary between
two sequential fabrication steps due to the first process contaminating the substrate,
which negatively impacts the successful execution of subsequent processing steps.

In this section, several full process flows used to generate entire devices will be
presented. The exact combination of processing steps used to create the devices are
taken from literature, using commonly observed values for unpublished process char-
acteristics. Therefore, the models presented in this section should not be seen as
exact replications of certain device processing flows. They rather present proofs of
concept for the simulation of large structures using a combination of interdependent
physical and empirical process models for the process-aware generation of full device
geometries. In this way, dominant physical mechanisms can be identified and inves-
tigated in detail to find optimal processing conditions for the generation of complex
structures.

5.2.1 22 nm FinFET

The process flow for the production of the 22 nm transistor employs self-aligned double
patterning (SADP) for the definition of the fins on a bulk silicon substrate [277]. The
high-k metal gate (HKMG) [278] is manufactured using the replacement metal gate
(RMG) process [279], where the high-k material is deposited before the poly-Si dummy
gate. During dummy gate removal through selective etching, this thin dielectric layer
is left intact and the S/D regions are protected by the interlayer dielectric (ILD).
In the final front-end of line (FEOL) processing step, the metal and gate contact
materials are then deposited on top of the existing layer.

Emulation models were applied consecutively to generate a 22 nm FinFET consist-
ing of two fins rather than a single one, which leads to better electrical characteristics
of the device [280]. The exact models carried out are listed in Table 5.6, referring
to the structures shown in Fig. 5.23, which resulted after critical process steps were
conducted. Models written in bold text are executed using iterative advection rather
than geometric advection.

The final structure clearly shows all the relevant features, including the crystal
facet dependent shape of the epitaxially grown S/D contacts. The epitaxial growth
is the only process step emulated using iterative advection, as the temporal evolution
of the crystal facets dominates the final geometry, which cannot be represented ap-
propriately using geometric advection. However, since no expensive MC ray tracing
simulations are required, only the computational cost of the SLLF advection scheme
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Fabrication step Applied model
Fin Mask Mask
SADP Geometric Deposition, Geometric Etch
Mask Removal Delete Material
Fin Patterning Geometric Etch
SADP Mask Removal Delete Material
STI Deposition, CMP Geometric Deposition, CMP
STI Etching Geometric Etch
High-k Deposition Geometric
Dummy Gate Deposition, CMP Geometric, CMP
Dummy Gate Mask Mask
Gate Patterning Geometric Etch
Gate Mask Removal Delete Material
Spacer Deposition Geometric Deposition
Spacer Patterning Geometric Etch
Fin Recess Geometric Etch
S/D Epitaxy SLLF Epitaxial Growth
ILD Deposition, CMP Geometric Deposition, CMP
Dummy Gate Removal Delete Material
Gate Metal Deposition Geometric Deposition
Gate Contact Deposition Geometric Deposition
Chemical mechanical planarisation (CMP) CMP

Table 5.6: Sequence of process steps used to generate the 22 nm FinFET structure
and the models used. Geometric deposition and etching refers to a model executed
by the algorithm presented in Section 2.4.3, while SLLF Epitaxial Growth refers to
the physical epitaxial model presented in Section 5.1.2.1. CMP is modelled by simply
clipping all level sets by a plane using Boolean operations.

is incurred. Therefore, the entire structure could be generated in a matter of a few
minutes, which allows for changes in the process flow to be made quickly and effec-
tively, resulting in a structure that could be used for subsequent device simulation
within a design technology co-optimisation (DTCO) flow straight-forwardly.
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(a) SADP mask on top of
silicon substrate.

(b) Silicon fins created by
an anisotropic etch into the
substrate.

(c) Shallow trench isolation
(STI) deposited, polished
and patterned in order to
isolate separate fins.

(d) Deposition and pattern-
ing of the gate.

(e) Gate spacer deposition
to isolate the gate.

(f) Fin recess.

(g) S/D epitaxy. (h) ILD deposition and
dummy gate removal.

(i) Final structure after
gate metal and contact de-
position.

Figure 5.23: FEOL processing steps for the fabrication of the 22 nm FinFET employ-
ing the RMG process flow.
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5.2.2 5 nm SRAM Cell

FinFETs have been the standard design for modern 3D transistors up to the most
recent technology nodes [281]. Due to the complex 3D arrangement, parasitic resis-
tances and capacitances can become a problem for stable device operation [282]. As
these properties are strongly dependent on the exact geometry of the transistor, the
geometries resulting from a simulation should be as accurate as possible. For a full
description of the electric characteristics of devices, the entire circuit must be con-
sidered, so a full static random access memory (SRAM) cell of the 5 nm technology
node was simulated.

Since parasitic resistances and capacitances mostly originate from the S/D regions,
simulation time and effort can be saved by only physically simulating these sections
of the device, while emulating all other fabrication steps [283]. The process flow for
the SRAM cell is listed in Table 5.7, with critical process steps for the formation of
the S/D regions shown in bold text.

Fabrication step Applied model
Fin Mask Mask
Fin Patterning SF6/CH2F2 Plasma Etching
STI Deposition, CMP Geometric Deposition, CMP
STI Etching Geometric Etch
Dummy Gate Depo, CMP Geometric Deposition, CMP
Dummy Gate Mask Mask
Gate Patterning Geometric Etch
Spacer Deposition Geometric Deposition
ILD Deposition, CMP Geometric Deposition, CMP

Once for NMOS and PMOS each
Mask NMOS/PMOS Mask
PMOS/NMOS ILD Etch Geometric Etch
Spacer Etch CH3F Plasma Etching
Fin Recess Selective Dry Etch
S/D Epitaxy SLLF Epitaxial Growth
ILD Deposition, CMP Geometric Deposition, CMP

Dummy Gate Removal Geometric Etch
HKMG Deposition, CMP Geometric Deposition, CMP

Table 5.7: Process steps used to generate the final SRAM structure and the corre-
sponding modelling approaches. The bold text shows which steps were applied using
physical models.

The first process step of interest is the fin patterning, which is simulated using
MC ray tracing with the chemical model for CH3F presented in Section 5.1.4.1. All
other critical process steps are applied during S/D formation, which means that they
must be repeated once for the NMOS and once for the PMOS regions of the cell. The
second critical step is CH3F plasma etching of the gate spacer whereby the top of the
fin is exposed. Next, the fin is etched in a SF6/CH2F2 plasma to create a clean surface
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for the subsequent epitaxial growth of the S/D contacts. The SEG of silicon on top
of the exposed fin is simulated using the model presented in Section 5.1.2 using the
empirical rates presented in [100]. The geometries resulting from these critical process
steps are shown in Fig. 5.24 and clearly show the physical behaviour of the specific
process steps, which can only be appropriately described using these sophisticated
models.

(a) Fin Patterning (b) PMOS Spacer
Etch

(c) PMOS Fin
Recess

(d) PMOS S/D
Epitaxy

(e) NMOS Spacer
Etch

(f) NMOS Fin
Recess

(g) NMOS S/D
Epitaxy

(h) Final Structure

Figure 5.24: (a)-(g) SRAM structure after the fabrication steps with physical models,
highlighted in bold in Table 5.7. (h) Final SRAM structure, with high-k dielectric
and metal gate (HKMG), spacer and ILD transparent to show the structure of the
fins and S/D regions. ➞2021 IEEE [283]

Since only a small number of processes actually affect the exact geometry of the
S/D regions, only these processes need to be simulated using computationally ex-
pensive physical models. All other process steps can be emulated using the highly
efficient geometric advection algorithm presented in Section 2.4.3. Therefore, the
entire SRAM structure can be generated in less than 16 minutes, where more than
85% of the total simulation time is consumed by the physical models, as shown in
Table 5.8. Again, models in bold text indicate physical models, which clearly require
the vast majority of computational effort. Therefore, intricate process specific prop-
erties influencing the electric properties of the devices in a circuit can be simulated
for the entire cell in a reasonable time frame on a consumer desktop computer.
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Fabrication step Simulation Runtime
Fin Mask 0.1 s
Fin Patterning 186.8 s
STI Deposition, CMP 0.3 s
STI Etching 13.5 s
Dummy Gate Deposition, CMP 0.3 s
Dummy Gate Mask 0.1 s
Gate Patterning 24.4 s
Spacer Deposition 2.8 s
ILD Deposition, CMP 0.3 s

Once for NMOS and PMOS each
Mask NMOS/PMOS regions 0.2 s / 0.1 s
PMOS/NMOS ILD Etching 60.7 s / 76.6 s
Spacer Etching 204.7 s / 225.9 s
Fin Recess 60.6 s / 63.6
S/D Epitaxy 28.8 s / 28.2 s
ILD Deposition, CMP 0.3 s / 0.4 s

Dummy Gate Removal 0.1 s
HKMG Deposition, CMP 6.7 s

Emulation Models 2min 22.8 s
Physical Models 13min 18.6 s
Total Runtime 15min 41.4 s

Table 5.8: Runtime for the simulation of each modelled process step. Physical models
are shown in bold text. The simulation was carried out on an AMD Ryzen3950X
processor and took less than 16 minutes to complete, where more than 85% of the
simulation time was consumed for the evaluation of the physical models.

5.2.3 Beyond 5 nm Stacked Nanosheet FET

Since its introduction in the 22 nm technology node, the FinFET has been steadily
scaled down to reach ever smaller dimensions. However, electrostatic control over
the channel of FinFETs is not ideal and the scaling of FinFETs is reaching its limit.
Hence, for technology nodes beyond the 5 nm node, the use of gate all-around (GAA)
transistors has been proposed [284, 285].

A GAA transistor was emulated using the process flow described in [285]. The
models used to generate the structure are listed in Table 5.9, with key processes shown
in Fig. 5.25. Due to the wide nano sheets, existing masking technology can be used
without reaching critical process limits [286]. Additionally, the stacking of several
sheets, which increases power, does not affect the footprint of the structure. Therefore,
the electrical characteristics can be improved without requiring larger transistors, as
would be the case when additional fins are required in a FinFET.

The individual process steps required to build this type of transistor are very
similar to the FinFET process flow, with a few additional steps, as listed in Ta-
ble 5.9. First, a multilayered stack of SiGe/Si/SiGe/Si is grown epitaxially, as shown
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in Fig. 5.25a. The silicon layers will form the nanosheet channels of the final device,
so the layer width is equivalent to the height of the nanosheets [287]. Subsequently,
the same process steps as in FinFET production are used for fin generation: STI and
dummy gate formation. However, after the gate spacer is formed, a selective etch
process is used to create an under etch in the SiGe/Si stack, as shown in Fig. 5.25d.
This under etch will be used to deposit the inner spacer shown in Fig. 5.25e, which
isolates the S/D region from the gate and therefore should be as wide as the gate
spacer [288]. During the RMG process, the SiGe layers in the channel region are
selectively removed to expose the stacked silicon nanosheets, as shown in Fig. 5.25h.
Finally, the conventional HKMG is deposited on the suspended nanosheets to form
gate contacts all around the channels, leading to optimal electrostatic control [202].
The final structure is shown in Fig. 5.25i, clearly showing the HKMG wrapped around
the nanosheet channels, as well as the characteristic crystal facets in the epitaxially
grown S/D regions.

Fabrication step Applied model
SiGe/Si/SiGe/Si/SiGe/Si Epitaxy Geometric Deposition
Fin Mask Mask
SADP Geometric Deposition, Geometric Etch
Mask Removal Delete Material
Fin Patterning Geometric Etch
SADP Mask Removal Delete Material
STI Deposition, CMP Geometric Deposition, CMP
STI Etching Geometric Etch
Dummy Gate Deposition, CMP Geometric, CMP
Dummy Gate Mask Mask
Gate Patterning Geometric Etch
Gate Mask Removal Delete Material
Spacer Deposition Geometric Deposition
Spacer Patterning Geometric Etch
Fin Recess Geometric Etch
SiGe Etch for Inner Spacer Geometric Etch
Inner Spacer Formation Geometric Deposition, Geometric Etch
S/D Epitaxy SLLF Epitaxial Growth
ILD Deposition, CMP Geometric Deposition, CMP
Dummy Gate Removal Delete Material
High-k Gate Dielectric Deposition Geometric Deposition
Gate Metal Deposition Geometric Deposition
Gate Contact Deposition Geometric Deposition
CMP CMP

Table 5.9: Emulation models used to simulate the fabrication of a GAA FET antici-
pated for applications beyond the 5 nm technology node.
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(a) Epitaxial growth,
patterning and STI
formation.

(b) Dummy gate deposi-
tion and patterning.

(c) Spacer formation and
fin recess.

(d) SiGe etching for
inner spacer.

(e) Inner spacer deposi-
tion and patterning.

(f) S/D epitaxy and ILD
deposition.

(g) Dummy gate
removal.

(h) Nanosheet channel
release.

(i) Final geometry after
HKMG deposition.

Figure 5.25: Critical process steps in the manufacture of the GAA transistor described
in [285].
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5.3 Summary

In this chapter, several microelectronic fabrication steps were introduced and their
modelling approaches discussed. Long-standing and well understood processes, such
as CVD were emulated using empirical or analytical methods and simulated using
physical modelling for particle transport and surface chemistry.

Epitaxial growth is highly important for semiconductor fabrication and has been
emulated using geometric models for the S/D regions of a modern FinFET structure,
as well as simulated with physical models for a sensitive Si2H2Cl2 chemistry. Crystal
direction dependent wet etching was shown for a MEMS structure using the SLLF
numerical advection scheme developed during the course of this work.

Subsequently, the main physical mechanisms leading to the observed etch be-
haviour were discussed for commonly used plasma etch processes. Physical models
for these chemistries are described and applied in the physical simulation of the etch-
ing of a gate stack of the 14 nm technology node.

Furthermore, intricate emulation models for the efficient modelling of different
types of modern Bosch Processes were presented. These models have all been devel-
oped during the course of this work and are discussed in detail, including comparisons
to experimental results.

Process flows for the fabrication of entire devices are presented and the previously
introduced models are used to generate the final structures. These models include a
combination of geometric and physical models, leading to the efficient generation of
process-aware structures which include physical effects specific to the applied fabri-
cation processes.





Chapter 6

Summary and Outlook

State of the art simulation and emulation techniques for process technology com-
puter aided design (TCAD) were presented and their implications on the modelled
processes were discussed. In particular, modelling strategies for materials and mate-
rial interfaces were presented and described, focussing on the underlying numerical
methods and their relative advantages. A modelling framework for the highly physi-
cal simulation and for the efficient empirical emulation of semiconductor fabrication
processes was designed and implemented in a C++ high performance toolchain. This
framework allows for high flexibility in the modelling capabilities due to a careful con-
sideration of the numerical methods employed. Hence, a number of existing modelling
techniques were reviewed, their relative advantages discussed, and several additional
algorithms developed to create a powerful and computationally efficient modelling
framework for process TCAD.

Continuum modelling was identified as the most appropriate technique for the de-
scription of materials involved in semiconductor fabrication. Specifically the sparse-
field level set method was shown to provide all the necessary functionality to describe,
analyse and manipulate complex material interfaces with minimal computational re-
quirements. Furthermore, the volume representation of materials using a cell-based
approach, developed during the course of this work in the C++ ViennaCS library,
was shown as a viable data structure complementing the topographic level set de-
scription. Using a sparse data approach on the same grid as the level set, allows for
efficient access of volume and topography data with minimal memory requirements.

The robust description of material evolution through surface advection is key for
the modelling of fabrication processes. Several numerical techniques for the manipu-
lation of materials were reviewed. Due to the robust handling of complex topographic
changes, the level set provides better computational efficiency compared to explicit
methods.

The iterative advection of level sets and numerical schemes for the solution of the
level set equation were presented and their limitations for process simulation were
discussed. For highly anisotropic velocity fields, the Stencil Local Lax-Friedrichs in-
tegration scheme was developed which reduces numerical errors by setting appropriate
dissipation factors and limiting the integration time to robust lengths. The evolution
of materials through volume properties can best be achieved using the proposed vol-
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ume data structure, extracting a velocity field from this structure, and modelling the
topographical change using the level set engine.

Geometric advection provides an entirely different way to evolve interfaces in
a highly efficient manner. The material is not moved in time, but rather geometric
considerations about the evolved surface at the end of a fabrication step are described
using geometric distributions which are applied to the initial surface in order to
generate the final structure directly. Therefore, material interfaces can be advanced
in a single step without any limitations on advection distance or resolution, as is the
case when using iterative advection.

The exact properties of material evolution are a complex result of the interaction
of atoms and molecules with material interfaces. Therefore, physical models rely
heavily on transport mechanisms and surface reactions to be modelled appropriately.
Top down Monte Carlo ray tracing was shown to be the most appropriate for this
application, as it provides great flexibility in the physical description of manufacturing
processes. Using this computational technique, a general modelling approach for ion-
enhanced plasma etching was presented.

For the implementation of the sparse-field level set, hierarchical run-length en-
coding was implemented in a specialised data structure ViennaHRLE which provides
fast sequential data access. All presented algorithms operating on the level set were
implemented in the ViennaLS library, which provides a comprehensive tool set for
the creation, manipulation and analysis of level set surfaces in multiple dimensions.
The ViennaRay library provides the Monte Carlo ray tracing functionality using the
open-source library embree which is used to perform efficient surface intersection tests.
Finally, all computational capabilities are combined in the ViennaPS library, which
provides a highly flexible modelling framework encompassing numerous types of pro-
cess models. Due to the combination of these different computational techniques in
one single process simulation library, highly efficient emulation models can be carried
out on the same data structure as sophisticated physical simulations, which allows
for maximal flexibility when modelling process flows for semiconductor fabrication.

Finally, numerous fabrication steps and models developed using the implemented
process TCAD framework are presented. Empirical and physical process models are
provided and their relative accuracy and run times are compared. These process mod-
els were then applied in full device process flows to generate process-aware structures
highly efficiently. A full SRAM circuit at the 5 nm technology node was created using
a combination of emulation and simulation techniques to provide a realistic descrip-
tion of crucial sections of the circuit while drastically reducing simulation time by
emulating all other sections.

Due to the high flexibility of the implemented simulation framework, numerous
additional process models can be developed and implemented straight-forwardly. Es-
pecially fabrication processes which strongly depend on volumetric information, such
as ion implantation, diffusion, or oxidation could provide great insights into physical
mechanisms and allow for an in-depth evaluation of modern process steps and how
they influence each other. This simulation of such volumetric properties with sophis-
ticated physical models is crucial in achieving a fully encompassing description of
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the fabricated structures and has been made possible by the flexibility of the process
TCAD toolchain developed during the course of this work.

In order to make the simulator more comparable to experiments, reactor simula-
tions can be used to extract the input parameters to the physical models and thus
allow for better integration with processing equipment. However, coupling the sim-
ulation framework with fabrication equipment requires deep knowledge of the used
reactors, their construction and their operation. Nonetheless, the flexible software de-
sign of the implemented framework allows for the integration with equipment-specific
software straight-forwardly, making the full simulation of reactors and their effect on
the fabricated structures possible.

The structures generated by the process simulation framework ViennaPS can al-
ready provide insights into the effects of certain processing techniques. However, the
extraction of electrical properties using device simulations still relies heavily on man-
ual conversions to data formats appropriate for device simulators. In order to make
full use of the presented process modelling capabilities, a direct integration with de-
vice and circuit simulations is indispensable. Therefore, algorithms which allow for
the generation of meshes compatible with commonly used device simulators, such
as those developed at the Institute for Microelectronics, are crucial and present the
logical next step in the development of a full TCAD toolchain.





Appendix A

Calculating Filling Fractions from
Level Set Values

Consider a single cell in a grid. In its centre, there is a point of a level set grid,
→O = (0.5, 0.5, 0.5). In order to approximate a surface corresponding to this level set
point, a plane is constructed using n̂, the normalised normal vector of the level set at
→O. A point on the plane, →P is then found by shifting →O in the direction of n̂ by the
level set value at Φ( →O):

→P = →O − n̂
Φ( →O)

| ∇Φ( →O) | (A.1)

The plane approximating the surface inside the cell, p(→x) is therefore defined as

n̂ · (→x− →P ) = 0 (A.2)

Due to the symmetry of the cubic cell, the normal vector can always be mapped
into one half/quarter of the first quadrant/octant, bounding the polar angles by
0 < θ ≤ π

4
and 0 < φ ≤ π

4
.

A.1 2D Problem

In two dimensions the filling fraction is the area below the line describing the surface
within the cell shown in Fig. A.1. This line is given by

p =
n̂ · →P

ny
− nx

ny
x = q − nx

ny
x (A.3)

Therefore, the integral is bound to (0, 0) ≤ →x ≤ (1, 1). However, the line might
intersect the x-aligned edge of the cell at other points, for y = 0 and y = 1. These
intersections, a and b, are defined by:

a = p(y = 0) =
nyq

nx
=

n̂ · →P

nx
, (A.4)
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b = p(y = 1) =
ny
nx

q − ny
nx

=
n̂ · →P − ny

nx
, (A.5)

where both a and b are bound to the interval [0, 1]. The area A is then given by

A =

| b

0

dx+

| a

b

q − nx
ny

xdx (A.6)

Solving this integral gives an expression for the area under curve within the cell, i.e.
the filling fraction:

A = b+
n̂ · →P

ny
(a− b)− nx

2ny
(a2 − b2) (A.7)

Figure A.1: 2D area calculation for a square cut by a straight line.

A.2 3D Problem

The three dimensional problem can be approached in exactly the same way. The
plane which intersects a cube is visualised in Fig. A.2 and is given by:

p =
n̂ · →P

nz
− nxx+ nyy

nz
= q − nxx+ nyy

nz
. (A.8)

In the x-direction, the integral is bound by a and b, which are defined as

a =
nz
nx

q =
n̂ · →P

nx
, (A.9)

b =
nz
nx

q − ny
nx

=
n̂ · →P − ny

nx
(A.10)
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On the top plane of the cube, the integral is bound by c and d:

c =
n̂ · →P

nx
− nz

nx
(A.11)

d =
n̂ · →P

nx
− nz

nx
− ny

nx
(A.12)

In addition to the bounds on the x-axis, the bounds for the y-axis also need to be
defined, so p does not contribute to the integral if it is outside of the cube. These are
the lines describing the intersection of p with the sides of the cube parallel to the x-y
plane. f(x) is the intersect with p = 0, given by

f(x) =
n̂ · →P

ny
− nx

ny
x . (A.13)

The intersect with the side of the cube at p = 1 is given by

g(x) =
n̂ · →P − nz

ny
− nx

ny
x . (A.14)

The volume V under the plane is then given by the sum of volumes:

V = V1(b) + V2(a, b)− V3(d)− V4(c, d) (A.15)

Explicitly, these volumes are:

V =

| b

x=0

| 1

y=0

p dydx+

| a

x=b

| f(x)

y=0

p dydx

−
| d

x=0

| 1

y=0

p dydx−
| c

x=d

| g(x)

y=0

p dydx

(A.16)

The solutions to the integrals are:

V1(b) = − nx
2nz

b2 +

|
n̂ · →P

nz
− ny

2nz

|
b (A.17)

V2(a, b) =
1

2nzny

|
n2
x

3

|
a3 − b3

|− nx

|
n̂ · →P

| |
a2 − b2

|
+
|
n̂ · →P

|2
(a− b)

|
(A.18)

V3(d) = V1(d) (A.19)

V4(c, d) = V2(c, d)− nz
2ny

(c− d) (A.20)
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Figure A.2: Volume calculation for a cube cut by a plane.



Appendix B

Geometric Modelling of Deep
Reactive Ion Etching

The geometric advection models introduced in Section 5.1.6.4 require some additional
considerations due to their complexity. In the following, the necessary equations
for the correct evaluation of the smooth profile, as well as the positioning of the
lens distributions along the profile are derived and their effects on the advection are
discussed.

B.1 Profile and Scallop Generation for the DEM

Sequence

In this sequence, the depletion of etchant flux down the feature [261, 262] leads to a
decrease in etch depth per cycle dc. For simplicity, it is assumed that dc is constant
until a certain depth Lt, where tapering starts and dc decreases linearly down the
feature. Each distribution must be spaced by a distance dc from the distribution
above, which means that the scallops are more closely spaced down the feature. If
the etch process is continued to infinity, the etch rate would, at some point, balance
the deposition and dc would go to zero. The depth at which dc reaches zero is defined
as L0, which is used to find the distance D along which dc decreases from its initial
value to zero:

D = L0 − Lt (B.1)

Using Lt as the origin in the z-direction, the distance between the nth and (n + 1)th

tapered scallop is

zn+1 − zn =
|
1− zn+1

D

| dc
2
+
|
1− zn

D

| dc
2

. (B.2)

Rearranging Eq. (B.2) gives a recursive relation for the z coordinate of the centre of
the nth scallop:

zn+1 =
dc

1 + dc
2D

+
1− dc

2D

1 + dc
2D

zn = a+ bzn . (B.3)
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Since tapering only starts a distance Lt down the trench, where the origin in z is
placed, the first scallop is centred at z0 = 0.

Eq. (B.3) is a geometric progression and therefore the origin of the nth scallop
may also be expressed as

zn = a
1− bn

1− b
. (B.4)

Therefore, if there are enough etch cycles to reach an etch rate of zero, the ex-
pression for D in Eq. (B.1) can be used to find the centres of all lens distributions.

However, experiments are not always conducted until the etch rate per cycle ap-
proaches zero, but are rather stopped after a certain number of cycles Nc. In this
case, D can be found from the number of cycles and the ratio re of the etch depths
dc and df of the first and last cycle, respectively. This ratio is also closely related to
the tapering width wt and is given by

re =
df
dc

= 1− wt

wtot

, (B.5)

where wtot is the tapering width when the etch rate per cycle goes to zero. This final
tapering width may also be geometry dependent in geometries with high aspect-ratios
since it cannot exceed the radius of a via or half the width of a trench. Given either
df and dc or wt and wtot, re can be calculated and used to find D with the relation:

1− re =

1−
|
1− dc

2D

1 + dc
2D

|Nt
|1 + dc

2D

|
. (B.6)

D can therefore be found straight-forwardly using a root-finding algorithm, as it
cannot be solved analytically. Since D is constant throughout the process, it only has
to be calculated once, so the computational effort to find a numerical solution can be
neglected.

This value of D is then used to find a and b defined in Eq. (B.3), which is used to
find the values of all zn. Then, given the number of etch cycles Nc to be performed,
the final feature depth is given by

Lb = Lt + zNt = Lt + a
1− bNt

1− b
, (B.7)

which is used to generate the final smooth profile of the process.

B.2 DREAM Sequence Model

The closing of the top of the etched feature during the deposition cycles of the
DREAM sequence can be avoided by properly tuning the ashing step. Otherwise,
the closing leads to a decrease in etchant concentration reaching the bottom of the
feature, leading to slowed etch rates. The step coverage nr of a deep via is given by
[289]

nr =
2e−hT

1 + e−2hT
, (B.8)
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where hT is the Thiele modulus describing the conformality of a process. For hT < 1,
the process is conformal, while for hT > 1 the concentration of active particles down
the feature varies strongly. For simple geometries, analytical expressions for hT can
be found, such as for a deep cylindrical via with diameter d:

hT =
√
3β

z

d
, (B.9)

where β is the etchant sticking probability and z the vertical coordinate down the
via.

When hT ≈ 1, the process is transitioning between being conformal and non-
conformal, meaning that tapering will start at this point down the via. The etchant
concentration in Eq. (B.8) at this point down the via can be approximated as

nr ≈ sech(1) (1− tanh(1)(hT − 1)) , (B.10)

where the etch rate in the via is directly proportional to this concentration. Therefore,
for a given depth down the via z, the step coverage nr depends only on the top opening
of the via d. Since nr and the etch rate ratio re defined in the previous section are
equivalent, they can simply be written as

re = nr ∝ −1

d
. (B.11)

If there is no ashing, as is the case for the DREM sequence, the top diameter d will
decrease by a constant value for each cycle, leading to a linear decrease in d with time.
Assuming the ashing removes passivating material at a constant rate, the closing rate
of the top opening is also slowed linearly. Therefore, the opening diameter d at the
top of the feature during the last cycle is directly proportional to the ash time ta. If
the ash time is increased, then also the final top opening diameter d is increased if all
other process parameters stay the same so that ta ∝ d. Therefore, this linear model
for the effect of ash time on the etch rate ratio is written as

re(ta) = p0 − p1
p2 + ta

, (B.12)

where p0, p1 and p2 are fitting parameters encompassing all physical parameters
of the system. These also allow for a minimal ash time required to start removing
passivating material, given as

t0 =
p1
p0

− p2 , (B.13)

as well as a maximum time, above which additional ashing does not have an effect,
written as

tm =
p1

p0 − 1
− p2 . (B.14)

Model Fitting

The above model was fit to experimental data in [268] for 100 cycles of the DREAM
process. In order to give the best approximation of Eq. (B.8) using Eq. (B.10), the
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depth Lt at which tapering is assumed to start in the model should be taken at the
depth where re = 0.96, i.e. the depth at which the via diameter is 0.96 times the
initial top opening diameter. From the experimental data, this depth was found to
be Lt = 24.96 ➭m from the top opening of the via. Since the etch depth per cycle
was found to be dc = 0.37 ➭m, the first 67 cycles were not influenced by the tapering.
Measurements of the depths of vias for different ash times were taken to find values for
D, which could be used to find experimental values of re for each ash time ta. These
measured values and the model fit are shown in Fig. B.1 with error bars indicating
the measured values and the least squares fit shown in orange. From this fit, the
parameters for the model could be extracted and were found as p0 = 1.17, p1 = 0.59 s
and p2 = −0.44 s.

Figure B.1: Fit of the DREAM Sequence model to experimental values of the etch
depth ratio generated from trench depths for different ash times of the DREAM
sequence presented in [268]. Experimental values are shown as blue error bars and
the fitted model is shown as an orange line going from re = 0 to re = 1.
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[107] P. Pfäffli et al., “TCAD modeling for reliability,” Microelectronics Reliability, vol.
88-90, pp. 1083–1089, 2018, doi: 10.1016/j.microrel.2018.06.109.

[108] Z. Tan, M. Furmanczyk, M. Turowski, and A. J. Przekwas, “CFD-micromesh: A fast
geometric modeling and mesh generation tool for 3D microsystem simulations,” in
Proc. Design, Test, Integration, and Packaging of MEMS/MOEMSS (DTIP). SPIE,
2000, pp. 193–199, doi: 10.1117/12.382289.

[109] C. M. Huard, Y. Zhang, S. Sriraman, A. Paterson, and M. J. Kushner, “Role of neutral
transport in aspect ratio dependent plasma etching of three-dimensional features,”
Journal of Vacuum Science & Technology A: Vacuum, Surfaces, and Films, vol. 35,
no. 5, pp. 05C301–1 – 05C301–18, 2017, doi: 10.1116/1.4973953.

[110] X. Klemenschits, S. Selberherr, and L. Filipovic, “Unified feature scale model for
etching in SF6 and Cl plasma chemistries,” in Proc. EUROSOI Workshop and Inter-
national Conference on Ultimate Integration on Silicon (EUROSOI-ULIS). IEEE,
2018, pp. 1–4, doi: 10.1109/ULIS.2018.8354763.

[111] L. Wang, A. R. Brown, B. Cheng, and A. Asenov, “Simulation of 3D FinFET doping
profiles by ion implantation,” in Proc. Ion Implantation Technology. AIP, 2012, pp.
217–220, doi: 10.1063/1.4766527.

[112] J.-Y. Park, G.-B. Lee, and Y.-K. Choi, “A comparative study of the curing effects
of local and global thermal annealing on a FinFET,” IEEE Journal of the Electron
Devices Society, vol. 7, pp. 954–958, 2019, doi: 10.1109/JEDS.2019.2937802.

[113] D. Andriukaitis, R. Anilionis, and T. Kersys, “LOCOS CMOS process simulation,”
in Proc. Information Technology Interfaces (ITI). IEEE, 2006, pp. 489–494, doi:
10.1109/ITI.2006.1708530.

[114] Y. H. Lee, “Silicon doping effects in reactive plasma etching,” Journal of
Vacuum Science & Technology B: Microelectronics and Nanometer Structures,
vol. 4, no. 2, pp. 468–475, 1986, doi: 10.1116/1.583405. . [Online]. Available:
http://scitation.aip.org/content/avs/journal/jvstb/4/2/10.1116/1.583405

[115] M. Uematsu, H. Kageshima, K. Shiraishi, M. Nagase, S. Horiguchi, and Y. Taka-
hashi, “Two-dimensional simulation of pattern-dependent oxidation of silicon nanos-
tructures on silicon-on-insulator substrates,” Solid-State Electronics, vol. 48, no. 6,
pp. 1073–1078, 2004, doi: 10.1016/j.sse.2003.12.019.
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Advection Bliss

I was enjoying advection with bliss,
when it occurs, some feature I miss.
What I see, oh it makes me perplex,

it seems the Hamiltonian was not convex.
How could I possibly be so obtuse!

A more robust scheme I must certainly choose.
Luckily Friedrichs and Lax came before,
so blissful advection shall be evermore.
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