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Kurzfassung

In dieser Arbeit veranschaulichen wir, wie (temporal-)epistemische Logik angewendet
werden kann, um byzantinische fehlertolerante asynchrone verteilte Systeme zu unter-
suchen, in denen sich Agenten auf willkiirliche ("byzantinische") Weise falsch verhalten
kénnen. Basierend auf unserem Framework zur Modellierung solcher Systeme begin-
nen wir damit, herauszufinden, was Agenten immer wissen konnen und was Agenten
in Gegenwart byzantinisch-fehlerhafter Agenten niemals wissen kénnen. Da, wie wir
zeigen, Standardwissen flir Agenten in den meisten Féllen von Interesse nicht erreichbar
ist, untersuchen wir, wie ihre epistemischen Zusténde in verschiedenen Szenarien am
besten erfasst werden kénnen. Im Zuge dessen stoflen wir auf verschiedene epistemische
Modalitédten, insbesondere die “hope” Modalitit, und untersuchen sie von einem rein
logischen Standpunkt aus. Genauer gesagt suchen wir nach geeigneten Axiomatisierungen
(d.h. korrekten und vollsténdigen Axiomatisierungen) fiir die betreffenden epistemischen
Modalitaten und untersuchen, wie sie miteinander interagieren.

Unser oberstes Ziel ist es jedoch, Einblicke in den Entscheidungsprozess von Agenten in
byzantinischen fehlertoleranten Systemen zu erhalten. Daher verwenden wir (temporal-)
epistemische Logik, basierend auf einigen der neu eingefiithrten epistemischen Modali-
taten, um ein kanonisches verteiltes Problem namens Firing Rebels with Relay (FRR)
innerhalb des byzantinischen fehlertoleranten asynchronen Modells zu analysieren. Das
FRR-Problem ist im Wesentlichen ein Vereinbarungsproblem, welches erfordert, dass
jeder korrekte Agent eine Aktion namens FIRE ausfiihrt, und zwar auf eine Alles-oder-
Nichts-Weise (aber nicht notwendigerweise gleichzeitig) und nur, wenn mindestens ein
korrekter Agent lokal ein Triggerereignis namens START beobachtet hat. Es ist in der
Distributed Computing Community bekannt, dass im Falle von milden Fehlern (z. B.
solche, bei denen Agenten einfach nichts mehr tun oder Nachrichten verlieren) das Errei-
chen einer Einigung mit bestimmten Formen des allgemeinen Standardwissens verbunden
ist. Interessanterweise stellt sich heraus, dass ein temporal-epistemischer Gruppenbegriff
“hope”, ndmlich common eventual hope, im Mittelpunkt jeder Losung des FRR-Problems
steht.
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Abstract

In this thesis, we illustrate how (temporal-)epistemic logic can be applied to study
byzantine fault-tolerant asynchronous message-passing distributed systems, in which
agents may misbehave in an arbitrary (“byzantine”) way. Based on our framework for
modeling such systems, we start by establishing what agents can always know and what
agents can never know in the presence of byzantine faulty agents. Since, as we show,
standard knowledge is not achievable by agents in most cases of interest, we explore how
to best capture their epistemic states in various scenarios. On that journey, we encounter
different epistemic modalities, in particular, the hope modality, and study them from a
purely logical point of view. More precisely, we search for appropriate axiomatizations
(meaning, sound and complete axiomatizations) for the encountered epistemic modalities
and investigate how they interact with each other.

Our ultimate goal is gaining insight into agents’ decision-making process in byzantine
fault-tolerant systems, however. Therefore, we use (temporal-)epistemic logic based on
some of the newly introduced epistemic modalities to analyze a canonical distributed
computing problem called Firing Rebels with Relay (FRR) within the byzantine fault-
tolerant asynchronous model. The FRR problem is, essentially, an agreement problem
requiring that every correct agent performs an action called FIRE, in an all-or-none
fashion (though not necessarily simultaneously), and only if at least one correct agent
locally observed a trigger event called START. It is well-known in the distributed
computing community that, in case of benign faults (like the ones when agents just
stop operating or lose messages), reaching agreement is connected with certain forms of
standard common knowledge. Interestingly, it turns out that a temporal-epistemic group
notion of hope, namely, common eventual hope, is at the heart of any solution of the
FRR problem.

X1
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CHAPTER

Introduction

A distributed system is a collection of networked agents, viewed as abstract processes
(representing computers, for example), that need to actively collaborate in order to
achieve a common goal. A distributed algorithm makes the collaboration among agents
possible, by dictating each and every step agents should take towards their desired
goal. In reality, however, various sources of uncertainty like varying execution speeds,
unpredictable message delays and all kinds of failures make it difficult for agents to
succeed. Moreover, different combinations of distributed systems model assumptions can
lead to vastly different algorithms and, as such, they usually require separate consideration.
Consequently, the literature on distributed algorithms is abundant AW04].

There are three major categories of different model assumptions considered in the
literature.

I.) Assumptions about the communication means:

a.) message-passing systems (see e.g. [LSP82]), where agents communicate by sending
messages to each other over communication channels;

b.) shared-memory systems (see e.g. [HS99]), where agents store their data in a joint
Memory.

II.) Timing assumptions:
a.) asynchronous systems (see e.g. [ASWSS]), where both agents’ execution
speeds and message delays are unbounded;

b.) synchronous systems (see e.g. [WSS19]), where both agents’ execution speeds and
message delays are bounded (so, in this case agents progress in rounds — a round
is an interval of time during which all agents first send their messages, wait to
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INTRODUCTION

c.)

receive messages sent by other agents in the same round, and then change their
local memories accordingly);

partially synchronous systems (see e.g. [DLS88, [WS07]), which are systems that
behave asynchronously for some finite (but unknown) period of time, and syn-
chronously otherwise.

Assumptions about agent faults:

crash failures (see e.g. [FLP85, [HS99]), where (some) agents may stop operating
(possibly without completing their last operating step);

omission failures (see e.g. [PT86]), where (some) agents may fail to send /receive
some messages;

byzantine failures (see e.g. [LSP82]), where (some) agents may misbehave in an
arbitrary way, e.g., by sending inconsistent information to different agents.

The maximal number of faulty agents that can occur during a single execution (run) of
the system is usually denoted by f, while the total number of agents in the system is
usually denoted by n. In general, when allowing faults to happen, 0 < f < n is assumed,
as, obviously, not much can be guaranteed to happen if all agents can become faulty
during any execution. Note that this does not mean that we necessarily treat different
agents differently — what is usually assumed is that any of them can, in principle, become
faulty, but there can never be more than f of them in total during a single execution.

Additional model assumptions include, for example:

assumptions about the topology of the communication network: fully connected (see
e.g. [LSPR2]) versus partially connected communication network (see e.g. [ASWS8S|,

WSS19));

assumptions about communication channels: reliable (see e.g. [FLP85]) versus
unreliable communication channels (see e.g. [WSS19]);

assumptions about agents’ memory capacity: perfect recall (see e.g. [FLP85] [HS99])

versus partial memory (see e.g. [ASW88|, [WSS19]);

assumptions about the nature of agents: homogenous (which is usually assumed)
versus heterogenous collection of agents (see e.g. [Dij74]).

In this thesis we focus entirely on the byzantine fault-tolerant asynchronous message-
passing model.
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1.1. Epistemic modeling of distributed systems

1.1 Epistemic modeling of distributed systems

At least since the groundbreaking work by Halpern and Moses [HM90], it is well-known
in the distributed computing community that knowledge [Hin62] is a powerful conceptual
abstraction for studying distributed systems. In this section, we will provide an overview
of some of the most important results in the area.

The standard relational semantics of epistemic logic relies on the notion of a Kripke
model M, which consists of all “possible worlds” agents can be in along with accessibility
relations R; for each agent i (e.g., wR;w’ means that, when in world w, agent i considers
world w’ possible) and a valuation function determining in which worlds which atomic
propositions (of the logical language being interpreted in the semantics) are true. Finally,
agent ¢’s knowledge of some formula ¢ in a world w is captured by a modal knowledge
operator K; and defined to hold in the following way:

M,w | K;p iff for every w' with wR;w' it holds that M,w' = ¢.

So, we say that agent i knows formula ¢ in the world w, if formula ¢ holds in every world
w’ that is accessible to agent 7 from the world w.

In the interpreted runs-and-systems framework [HM90, [FHMV95], used for analyzing
distributed systems using (temporal-)epistemic logic, the set of all possible runs R of a
system together with a valuation function 7w for atomic propositions, i.e., an interpreted
system T = (R, ), determines a Kripke model, consisting of pairs (r,t) of a run r € R and
a time ¢t € Ny (representing global states r(t) of the underlying system). Two pairs (r,t)
and (r’,t') are defined to be indistinguishable for agent 7 if and only if 7 has the same local
state in both global states represented by those pairs, formally, if r;(¢) = r.(¢'). Thus, the
indistinguishability relations play the role of accessibility relations in the corresponding
Kripke semantics. We write

(Ia Ty t) ): Kip,

iff for every ' € R and for every t' € Ny with r;(¢) = /(') it holds that (I,7,t') = ¢.
Again, we say that agent i knows formula ¢ at time ¢ in run r (i.e., in (r,t)), if formula
¢ holds in every pair (r/;t') that is indistinguishable from the pair (r,¢) for agent i.

Important additional epistemic modalities often used for analyzing distributed systems
are:

1. mutual knowledge Egy := A K;p, which states that every agent in group G
i€G
knows ¢,

2. common knowledge Cgp, informally expressed as the infinite conjunction Fgp A
EqFEgp A ..., which states that every agent in group G knows ¢, and every agent
in group G knows that every agent in group G knows ¢, and so on ad infinitum.
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INTRODUCTION

The knowledge-based approach has provided a number of fundamental insights about
distributed systems. Most of them rely on the Knowledge of Preconditions principle
(KoP), which has been crisply formulated by Moses [Mos15] as:

KoP: if formula ¢ is a necessary condition for agent ¢ to perform action «, then K;p is
also a necessary condition for ¢ to perform a.

Furthermore, using KoP, it can be shown that performing simultaneous actions requires
common knowledge [HM90, [DM90, [FHMV95, BZM10, [Mos15] and performing actions
in a linear temporal order requires nested knowledge [BZM14l, Mos15].

Given a distributed computing problem and a candidate protocol for solving it, showing
that agents act without having attained all the respective necessary knowledge require-
ments can, hence, be used for effectively proving protocol incorrectness. Moreover, KoP
holds regardless of the underlying model of distributed systems, so it is widely applicable.

Over the years, epistemic reasoning has been successfully applied for analyzing various
distributed computing problems, primarily in fault-free systems and systems with crash
and omission failures, however.

In asynchronous message-passing systems, where the absence of communication is indistin-
guishable from delayed communication, agents can gain new knowledge only based on the
messages they receive, as precisely captured by message chains [CM86]. In synchronous
message-passing systems, where message delays are upper-bounded, agents can gain
new knowledge also from the absence of communication (communication-by-time). This
has been already observed by Chandy and Misra in [CM86]: “If there is a global clock
common to all processes, then processes may learn or forget merely by the passage of
time.”

In [BZM14], Ben-Zvi and Moses analyze, using epistemic logic, the Ordered Response
problem (OR), in which temporal linear ordering of agents’ actions is required in response
to a triggering event. They show that nested knowledge about the triggering event
plays a crucial role in achieving such a coordination. They also introduce a causal
structure called centipede, and show that a centipede must exist in every execution of a
protocol solving OR (because its existence is necessary for achieving the required nested
knowledge). Centipedes are defined using two relations: syncausality and bound guarantee.
The former is obtained by augmenting Lamport’s happened-before relation [LamT78] by
causal links indicating no communication within the message delay upper bound to also
capture causality induced via communication-by-time, and the latter is based on the
message delivery time bounds. In the conference version of [BZM14], Ben-Zvi
and Moses also analyze the Simultaneous Response problem (SiR), in which agents must
act simultaneously in response to a triggering event. They show that common knowledge
plays a crucial role in achieving such a coordination. In addition, a variation on the
centipede structure called centibroom is introduced. A centibroom must exist in every
execution of a protocol solving SiR (because its existence is necessary for achieving the
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1.2. Motivation

required common knowledge). The corresponding epistemic analyses in both [BZMI10] and
BZM14] are performed within the fault-free synchronous model of distributed systems
with reliable communication.

In [GM13], Gonczarowski and Moses analyzed timely coordination, in which explicit
bounds on the relative times at which actions are performed are specified. By defining
the notion of timely common knowledge as a vectorial fixpoint, they characterize both
solvability and optimal solutions of a general class of timely coordination tasks.

In |[CGM14|, Castanieda, Gonczarowski, and Moses derive the very first unbeatable
protocol for solving consensus by epistemic reasoning. The corresponding epistemic
analysis is performed within the synchronous model of distributed systems restricted to
crash failures.

Simultaneous Byzantine Agreement (SBA) has been studied in [DM90] by Dwork and
Moses. Using common knowledge, they derive an optimal protocol for SBA. The corre-
sponding epistemic analysis is performed within the synchronous model of distributed
systems restricted to crash failures.

A general class of problems involving performing simultaneous actions has been introduced
in [MT86, MTS8g|. In [MT86l, MTS8S], Moses and Tuttle use common knowledge to study
efficient protocols for solving such problems. The corresponding epistemic analysis is
performed within the synchronous model of distributed systems restricted to omission
failures.

FEventual Byzantine Agreement (EBA) has been studied in [HMWOI]. The authors
characterize optimal EBA protocols using continual common knowledge. Interestingly,
continual common knowledge is a stronger group notion of knowledge than common
knowledge. The corresponding epistemic analysis is performed within the synchronous
model of distributed systems restricted to crash and omission failures.

The uncertainty added by byzantine faults severely complicates the already challenging
design and analysis of distributed algorithms. Even though several of the above papers
have “byzantine” in their title, it is nevertheless the case that they solely consider benign
faults, such as crash and omission failures. We are not aware of any attempt to extend
epistemic reasoning to systems with truly byzantine faults, except for [Mic89]. However,
faulty agents considered in [Mic89] may not really behave arbitrarily either, as they are
not allowed to exhibit a behaviour that cannot be observed in some correct execution as
well.

1.2 Motivation

In this thesis, we aim to develop a sound understanding of how agents “reason” and, thus,
make decisions in the presence of byzantine faulty agents in asynchronous message-passing
distributed systems in particular, using (temporal-)epistemic logic. For this purpose, we
perform a careful analysis of a canonical distributed computing problem called Firing
Rebels with Relay (FRR) within our framework for modeling such systems.
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The FRR problem is a problem related to the consistent broadcasting primitive, introduced
by Srikanth and Toueg in [ST87Dh]. Srikanth and Toueg use this communication primitive
to simulate signed communication in order to be able to convert an authenticated fault-
tolerant algorithm into an equivalent non-authenticated fault-tolerant algorithm. This
approach has been applied to byzantine fault-tolerant clock synchronization m
[FS12, [RS11l, [STR7al WS09]. Moreover, FRR is instrumental for the generic reduction
of task solution algorithms for byzantine fault-tolerant systems to algorithms for crash-
resilient systems introduced in [MTHT4].

The formulation of FRR first appeared in [Fim18] together with the formulation of Firing
Rebels without Relay, albeit with a different correctness requirement (see below). The
FRR problem assumes that every agent ¢ may observe an event START and may generate
an action FIRE according to the following specification:

'a 2

Correctness: If at least 2f + 1 agents learn that START occurred at a correct
agent, all correct agents perform FIRE eventually.

Unforgeability: If a correct agent performs FIRE, then START occurred at a
correct agent.

Relay: If a correct agent performs FIRE, all correct agents perform FIRE eventu-
ally.

\. J

In [Fim18§], the correctness requirement states: if at least f + 1 correct agents observe
START, then all correct agents perform FIRE eventually. Note also that only the
weaker version of Firing Rebels, that is, Firing Rebels without Relay, has been analyzed

in [Fim1§].

1.3 Contributions and outline of the thesis

In order to understand and formally reason about the decision-making process of correct
agents in presence of byzantine faulty agents in asynchronous message-passing distributed
systems, we first establish some general results concerning agents’ knowledge limitations
using our framework for modeling such systems. In doing so, we introduce several
epistemic modalities closely related to knowledge, in particular, the hope modality. We
propose an axiomatic system for hope, which we show to be strongly sound and strongly
complete with respect to the K45,, class of models satisfying some additional properties.
We also present an alternative axiomatic system for hope that is sound and complete
with respect to the KB4, class of models. Based on it, we then propose a joint system
for (common) hope and (common) knowledge. Using (temporal-)epistemic logic based on
some group notions of hope, namely, mutual eventual hope and common eventual hope,
we perform an in-depth analysis of Firing Rebels with Relay, which represents a canonical
distributed computing problem. We prove that common eventual hope plays a crucial
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role for meeting its relay requirement, instructing agents to act in a non-simultaneous
all-or-none fashion. Moreover, assuming there are sufficiently many agents in the system
who will always stay correct (i.e., never become byzantine faulty), at least 2f + 1 to be
precise, we show how common eventual hope can collapse to one level of mutual eventual
hope. Finally, we also identify conditions that are sufficient for solving FRR.

We now provide a more detailed description of our results contained in individual chapters
of this thesis:

o Chapter [2; We introduce the basic concepts of multi-agent epistemic logic used
throughout the thesis. We also introduce the cornerstones of our framework
for modeling byzantine fault-tolerant asynchronous message-passing distributed
systems, based on

- ﬂm R. Kuznets, L. Prosperi, U. Schmid, K. Fruzsa, L. Gréaux. Knowl-
edge in Byzantine Message-Passing Systems I: Framework and the Causal
Cone, Technical Report TUW-260549, TU Wien, 2019.

o Chapter 3: We derive generic results about what asynchronous agents can(not)
know in byzantine fault-tolerant message-passing distributed systems. In our central
result, the Brain-in-a-Vat lemma, we show that no matter what it observed, an
asynchronous agent in a byzantine setting can never rule out the possibility of
those observations being imaginary results of its malfunction. Using this result, we
conclude that the Knowledge of Preconditions principle (according to which any
precondition for action must be known by the acting agent) severely restricts the
kinds of preconditions for actions agents can rely on in such a setting. Consequently,
we investigate how the corresponding adequate preconditions for actions look like,
which gives us insight into the epistemic state of an acting agent in systems with
byzantine faults.

This chapter is based on

— R. Kuznets, L. Prosperi, U. Schmid, K. Fruzsa. Epistemic Reasoning
with Byzantine-faulty Agents, in: A. Herzig and A. Popescu, editors, Frontiers
of Combining Systems - 12th International Symposium, FroCoS 2019, London,
UK, September 4-6, 2019, Proceedings, volume 11715 of Lecture Notes in
Computer Science, pages 259-276. Springer, 2019.

e Chapter 4: We study the hope modality, introduced in the previous chapter, from
a purely logical point of view. Essentially, we aim to get a better understanding of
individual hope in order to be able to formally introduce relevant group notions of
hope. So, we propose a separate (from knowledge) axiomatization for the individual
hope modality while relying on so-called correctness atoms in the language. We
then provide a detailed proof of strong soundness and strong completess for the
proposed axiom system with respect to a newly designed class of Kripke models that
precisely captures the properties of hope. The resulting logic turns out to violate
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the uniform substitution rule, however. In addition, we also provide a proof of
soundness and completeness with respect to the standard S5 models for knowledge
via a suitable translation function.

This part of the chapter is based on

— K. Fruzsa, Hope for Epistemic Reasoning with Faulty Agents!, in: A.
Pavlova, M. Young Pedersen, and R. Bernardi, editors, Selected Reflections in
Language, Logic, and Information - ESSLLI 2019, ESSLLI 2020 and ESSLLI
2021 Student Sessions, Selected Papers, volume 14354 of Lecture Notes in
Computer Science, pages 93-108. Springer, 2021.

Finally, in an entirely new section 4.3, we prove that the proposed logic of hope
has the finite model property as well as that it is decidable.

Chapter 5: We propose an alternative axiomatization for the hope modality, which
successfully avoids the use of correctness atoms. The resulting new logic of hope
turns out to be a normal multi-agent epistemic logic. We also propose a joint logic
of hope and knowledge as well as a logic extended with notions of common hope
and common knowledge. The proposed systems enable us to logically characterize
the byzantine fault-tolerant model considered throughout the thesis. We provide a
thorough soundness and completeness proof of the axiom system for the joint logic
of common hope and common knowledge. This part of the chapter is based on

- H. van Ditmarsch, K. Fruzsa, R. Kuznets, A New Hope, in: D.
Fernandez-Duque, A. Palmigiano, and S. Pinchinat, editors, Advances in
Modal Logic, AiIML 2022, Rennes, France, August 22-25, 2022, pages 349-370.
College Publications, 2022,

with the exception of Section 5.4, which is entirely new.

In an also new section 5.5, we prove that all of the logics presented in the chapter
have the finite model property as well as that they are decidable.

Finally, in the entirely new Section 5.6/ as well, we describe a way to define a
particular temporal-epistemic group notion of hope called common eventual hope.
We end the chapter by deriving useful properties of the common eventual hope
modality needed for the epistemic analysis of the Firing Rebels with Relay problem
that is performed in the next chapter.

Chapter [6: Using epistemic reasoning, we analyze the Firing Rebels with Relay
(FRR) problem using our framework for modeling byzantine fault-tolerant asyn-
chronous message-passing distributed systems. Informally, FRR requires that every
correct agent performs an action called FIRE, in an all-or-none fashion (though not
necessarily simultaneously), and only if at least one correct agent locally observed
a trigger event called START. Through a detailed epistemic analysis, we establish
the necessary epistemic state that needs to be acquired by correct agents in order
to FIRE in every correct solution of the problem. The respective epistemic state
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turns out to involve common eventual hope, which we show to be attained already
by achieving one level of mutual eventual hope in case there are at least 3f + 1
agents in the system in total. Finally, we also identify conditions that are sufficient
for solving FRR.

This chapter is based on

— [FKS21] K. Fruzsa, R. Kuznets, U. Schmid. Fire/, in: J. Y. Halpern and A.
Perea, editors, Proceedings Eighteenth Conference on Theoretical Aspects of
Rationality and Knowledge, TARK 2021, Beijing, China, June 25-27, 2021,
volume 335 of EPTCS, pages 139-153, 2021.

e Chapter |7: Finally, we summarize our main accomplishments from all the previous
chapters and present a brief description of the already existing follow-up work as
well as directions for future research.

Each chapter starts with a concise outline and ends usually with an overview of specific
related work. Moreover, each chapter is written in a self-contained manner (at least, for
the most part), with the exception of Chapter 3 which heavily relies on Chapter 2.
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CHAPTER

Preliminaries

In this chapter, we introduce the basic concepts of (multi-agent epistemic) modal logic
as well as the cornerstones of our framework for modeling asynchronous message-passing
distributed systems allowing byzantine faults, that are going to be used throughout the
thesis.

2.1 Multi-agent epistemic logic — basic concepts

Syntax. We start with a nonempty countably infinite set of atomic propositions P and
continue by forming formulas by closing under the Boolean connectives — and A and
under n (unary) modal operators K1, ..., K, to obtain the modal language L, i.e., the
language Lk is generated by the following BNF:

pu=p| | (@A) ]| K,

where p € P and i € {1,...,n}. We take T to be an abbreviation for some fixed
propositional tautology, and take L to be an abbreviation for —=T. Also, we use the
following standard abbreviations from propositional logic: ¢ V ¥ for —=(—p A =), ¢ — ¥
for = V1), and ¢ <> ¢ for (¢ — ) A (Y — ).

We will work with the following definition of a normal (multi-agent epistemic) modal
logic (it follows closely the one given in [BARVOI]).

Definition 2.1 (Normal multi-agent epistemic logic). A set of formulas L C Lk forms a
system of a normal multi-agent epistemic logic iff it contains all propositional tautologies
and is closed under the modus ponens inference rule

o o=y

MP : ,
(G

11
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the K axiom scheme
K: Ki(p = v¢) — (Kip — Kiy),

the necessitation inference rule
Nec :

=
ﬁv

and the uniform substitution rule

Us - v

elp/v]

Remark 2.2. We note that in many axiom systems, the US rule is built in indirectly
(via axiom schemes).'

Remark 2.3. We will also sometimes call the modality K normal if the underlying
aziom system includes the K axiom scheme and the mecessitation inference rule.

Definition 2.4. Let £ be an azxiomatization in the language Li given by axioms and
inference rules. A £ -derivation is a sequence of formulas ¢1,...,on € Lx such that for
each i€ {1,...,n}:

e ; 1s an axiom instance of £, or
e ; follows from ;... , ¢}, by a k-ary inference rule of £ for some ji,...,ji < i.

A ZL-derivation p1,...,pn 1s a ZL-derivation for p,. We will write - © to denote that
there exists a £ -derivation for the formula o, i.e., that ¢ is a theorem of L.

Throughout the thesis we will often refer to the axiom system .75, depicted in Figure 2.1

and the axiom system %45, depicted in Figure 2.2.

We define the semantics in terms of possible worlds, which we formalize in terms of
Kripke models.

Definition 2.5 (Kripke model, Kripke frame). A Kripke model is a structure M =
(W, m, K1, ...,Ky), consisting of:
o W, which is a nonempty set of states or possible worlds representing the domain

of M (we will also sometimes write D(M) to refer to W),

e m: P — P(W), which is a valuation function that associates with each atomic
proposition p € P a set of worlds where p is true,

e and IC;, which are binary relations on W called accessibility relations.

"When defining (normal) modal logics, some textbooks such as [Che80] do not mention this rule.
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2.1. Multi-agent epistemic logic — basic concepts

all propositional tautologies
Ki(p =) N Kip — K
Kip — ¢

Kip — K Kip

~Kip = KinKip

up. £ P2V

(G
2

K;p

e NN

Nec :

Figure 2.1: Axiom system .75,

P all propositional tautologies

K: Ki(g0—>1/1)/\Ki(p—>Ki’(/)

5: Ko = KinKip
MP - w

(4
Y
Nec :
Kip

Figure 2.2: Axiom system %45,

The structure F' = (W,Kq,...,Ky,) is called a Kripke frame. Sometimes we will write
M = (F,m).

Definition 2.6. Let M = (W, 7, K1,...,Ky) and ¢ € L. By M,w |= ¢, we denote
the fact that formula ¢ is satisfied at world w of the model M and define the |= relation
inductively as follows:

M,w = piffw € w(p) for allp € P,

M,w | —¢ iff M,w |= ¢ does not hold,

Mw b= o A iff Myw = ¢ and M,w = o,
M,w | Ko iff M,v = ¢ for all v € K;(w),

where KC;j(w) == {w' | w;w'}. We will write M, w = ¢ to denote that M,w = ¢ does
not hold.

13
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We distinguish between the following different levels of truth:

o M |= ¢ means that ¢ is satisfied at all worlds w of model M, i.e., that ¢ is valid

i model M,
o F |= ¢ means that ¢ is valid in all models (F,7), i.e., that ¢ is valid in frame F,
o C = ¢ means that ¢ is valid in all models M from a class of Kripke models C, i.e.,
that ¢ is wvalid in class C.

Definition 2.7. A binary relation R on a set S is called

e reflexive if sRs for any s € S,

e symmetric if SRt whenever tRs,

e transitive if sRu whenever sRt and tRu,

e euclidean if tRu whenever sRt and sRu, and

e shift serial if R(t) # @ for anyt € R(s), s € S.
In addition, we call R an equivalence relation if it is reflexive, symmetric, and transitive.
Throughout the thesis we will often refer to the following class of Kripke models:
Definition 2.8. The class S5, consists of all Kripke models M = (W, 7, K1,...,Ky)
with equivalence accessibility relations for all i € {1,...,n}.
Definition 2.9. The class K45, consists of all Kripke models M = (W, m,Ky,...,Ky)
with transitive and euclidean accessibility relations for all i € {1,...,n}.
Definition 2.10 ((Weak) soundness). Let £ be an aziomatization in the language Lk .
The axiom system £ is (weakly) sound with respect to a class of Kripke models C if, for
any formula ¢ € L,

Fee = [Fce
Definition 2.11 ((Weak) completeness). Let £ be an axiomatization in the language
L. The axiom system £ is (weakly) complete with respect to a class of Kripke models
C if, for any formula ¢ € L,
Fcy = Fzo
The proof of the following theorem can be found in [FHMV95] (Theorem 3.1.5, p. 61).
Theorem 2.12. The azxiom system .5, is sound and complete with respect to the S5,
class of models.
14
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Similarly, using the well-known fact that axiom 4 characterizes the transitive property of
frames and that axiom 5 characterizes the euclidean property of frames [FHMV95], it is
easy to show that:

Theorem 2.13. The axiom system 45, is sound and complete with respect to the K45,
class of models.

Definition 2.14. A formula ¢ € Lx is derivable from a set of premises I' C Li in an
axiom system & — written I' o © — iff

Fe @i N Non = @,
for some p1,...,pn €.

Definition 2.15. Let C be a class of Kripke models and let T'U {p} C Lk be a set
of formulas. Then T' =c ¢ means that for every model M € C, and for every world
w e D(M),

MwkE1y forall el = MwkE .

Definition 2.16 (Strong soundness). Let £ be an axiomatization in the language Lx .
The axiom system £ is strongly sound with respect to a class of Kripke models C if, for
any set of formulas T'U{¢} C L,

lFyp = F):Cgo.

Remark 2.17. Note that weak soundness is the special case of strong soundness when I
is the empty set.

Definition 2.18 (Strong completeness). Let £ be an axiomatization in the language
L. The axiom system £ is strongly complete with respect to a class of Kripke models C
if, for any set of formulas T'U{¢} C L,

F'Ecy = Tkgo

Remark 2.19. Note that weak completeness is the special case of strong completeness
when T is the empty set.

Definition 2.20. Let C be a class of Kripke models. A set of formulas I' C Ly is called
C-satisfiable if there exists a model M € C and a world w € D(M) such that

M,wlEy¢ forall pel.

Definition 2.21 (Compact logic). A logic L C Lk defined via validity in a class C of
Kripke models is called compact if for any set of formulas I' C L:

I' is C-satisfiable
<~

every finite subset of I' is C-satisfiable.

15
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Theorem 2.22. Let £ be an aziomatization in the language L. If £ is strongly sound
and strongly complete with respect to a class of Kripke models C, then the logic L C Lk
defined via validity in C is compact.

Proof. Assume the opposite towards contradiction: there exists a set of formulas I' C L
which is not C-satisfiable, while every finite subset of I is C-satisfiable. Since I' is assumed
to be not C-satisfiable, we have (vacuously)

e L.

Therefore, by strong completeness, we also have
|

According to Definition [2.14] it follows that there exist some 1, ..., @, € I' such that
Fo o1 A+ Npp, — L. However, for A := {p1,...,¢0,} CT, AFg L then holds too.
Using strong soundness, further results in A |=¢ L, contradicting our assumption that
every finite subset of I' is C-satisfiable. O

A set X is called recursively enumerable if there exists an algorithm which lists all the
elements of X. A set X is called decidable if there exists an algorithm which, given
an element, recognizes whether it belongs to X or not (the algorithm must halt on all
inputs).

The proof of the following proposition can be found in [CZ97] (Proposition 16.1, p. 492).

Proposition 2.23. Suppose Y is a decidable set and X CY. Then X is decidable iff
both X and Y \ X are recursively enumerable.

The proof of the following lemma can be found in [CZ97] (Lemma 16.8, p. 495).

Lemma 2.24. Fvery logic L defined via a recursively enumerable set of axioms is
recursively enumerable.

Definition 2.25 (Finite model property). A logic L defined via an aziom system £ has

the finite model property (FMP) if, for every formula ¢ that is not a theorem of £, there
s a finite model M of £ where @ is not valid.

The proof of the following theorem can be found in [BARVO0I] (Theorem 6.15, p. 344).

Theorem 2.26. If L is a finitely axiomatizable normal modal logic with the FMP, then
L is decidable.
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2.2. Modeling byzantine fault-tolerant asynchronous message-passing systems — basic concepts

2.2 Modeling byzantine fault-tolerant asynchronous
message-passing systems — basic concepts

We use A to denote a (finite) set of agents. Without loss of generality, we assume that
the agents are numbered

A:={1,...,n},

for some integer n > 1.
Definition 2.27. Local timestamps, or simply nodes, are identified by pairs
(i,t) € Ax Ny

of an agent i and a timestamp t.

We group all actions and events taking place after timestamp ¢ and no later than ¢ + 1
into a round, denoted ¢.5, and treat all actions and events of the round as happening
simultaneously.

Each agent begins in one of its initial states:

Definition 2.28 (Initial states). X; denotes the set of local initial states of agent i € A.
A joint initial state is a tuple of local initial states from

g(O) = H Ei'

€A

Actions and Events

An agent’s state can be modified due to internal actions of the agent itself and/or external
events triggered by the environment, represented as a designated agent ¢, that is not
considered a member of A.

Definition 2.29 (Local internal actions and local external events). Int; denotes the
set of all local internal actions of agent i € A. Ext; denotes the set of all local external
events of agent i € A. We use

e a,a,d’,... a1,as,..., for local internal actions,
e e, e ... e, ea,..., for local external events, and
e 0,0,0",...,01,09,..., as a generic notation for both.

We consider message-passing systems whereby agents communicate exclusively via mes-

sages.

17
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Definition 2.30 (Messages). We denote by Msgs the (possibly infinite) set of messages
that agents can send to each other. For any two agents i,j € A, a message € Msgs
can be:

o sent by agent i to agent j (possibly in multiple copies during the round), which
constitutes an internal action of i and is recorded” in i’s history as send(j, i) for
the kth copy of message ii°; we consider send(j, o) to be the master copy and
denote it simply by send(j, ) when multiple copies are not necessary;

e recetved by agent j from agent i, which constitutes an external event for j and is
recorded in j’s history as recv(i, u) (j is not aware whether multiple copies of p have
been sent by i to it during the round and cannot tell which copy it has received).

Remark 2.31. [t is possible that two copies of the same message, possibly sent in
different rounds, arrive simultaneously (the receiving agent j would only know that the
message [ from agent i is received without being aware of its copies).

The environment, which also plays the role of the delivery system, is able to distinguish
among the multiple copies of the same message. This is modelled by a global message
identifier id € Ny, or simply GMI, which can be compared to a tracking number used by
the environment to uniquely identify each copy of a message. Agents never observe the
GMI.

Definition 2.32 (Global message identifier function). We fix a function for computing
GMIs to be any computable one-to-one total function id: A x A x Msgs x Ng x Ng — Ng.*

Further, while an agent only observes the messages sent by itself and its own performed
actions and observed events, the environment distinguishes between a message 1 sent to j
from 4 and the same message p sent to j by another agent i/, between action a performed
by ¢ and the same action a performed by j, between event e observed by 7 and the same
event e observed by j.

Definition 2.33 (Global view). The environment represents

e copy k € Ny of a message u € Msgs when sent from i € A to j € A in the format
gsend(i, j, i, id) with the copy number k transferred to the GMI id € Ny;

e copy k € Ny of a message p € Msgs when received by j € A from i € A in the
format grecv(j, i, pu,id) with the copy number k transferred to the GMI id € Ny;

2The exception is the case when sending of the message was a byzantine action. Then the record of
sending can be missing or corrupted, in particular, it can look like another action (see Definition 2.36).

3There is no obligation to use consecutive numbers for copies nor to always use a fresh copy number
in following rounds. However, within one round each new copy requires a fresh number. Otherwise, it
will be conflated with the same-numbered copy because messages form a set.

4A simple though not necessarily the most efficient possibility is to use 2° - 37 - 501 .78 .11t where
[1] represents the numerical code of the message p according to some arbitrary but fixed coding scheme.
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2.2. Modeling byzantine fault-tolerant asynchronous message-passing systems — basic concepts

e action a € Int; performed by i € A in the format A = internal (i,a);

o event e € Ext; observed by i € A in the format E = external (i,e).
We use

o AJAVAY ... Ay Ay, ..., for globally presented local internal actions,
e E\E' E",... E1,Es,..., for globally presented local external events, and
e 0,0,0",...,01,04,..., as a generic notation for both.

Definition 2.34 (Internal actions). From the point of view of agent i € A, its correct
internal actions consist of the send actions from Definition |2.30 and local internal actions
a € Int; from Definition |2.29:

Actions; := {send(j,pr) | j € A, € Msgs, k € No} U Int;.
The same actions from the point of view of the environment look like:

GActions; := {gsend(i, j, pu,id) | j € A, u € Msgs,id € No} U {internal (i,a) | a € Int;}.

In addition, we abbreviate:
Actions = U Actions;,
€A
GActions = |_| GActions;.
€A

The overline in Actions;, GActions;, Actions, and GActions is used to indicate that the
set of considered actions is correct (non-byzantine).

Definition 2.35 (External events). From the point of view of agent i € A, the correct
external events that it can observe consist of the recv events from Definition |2.30 and
local external events e € Ext; from Definition 2.29:

Events; := {recv(j,p) | j € A, € Msgs} U Ext;.
The same events from the point of view of the environment look like:

GEvents; := {grecv(i, j, p,id) | j € A, u € Msgs,id € No} U {external (i,e) | e € Ext;}.

In addition, we abbreviate:

FEvents := U FEvents;,
€A
GFEvents = |_| GFEvents;.
€A

Just like for actions, the overline in Fvents;, GEvents;, Events, and GFEvents is used to
indicate that the set of considered events is correct (non-byzantine).
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Definition 2.36 (Modeling byzantine behaviour). For each correct external event E €

GFEvents; of agent i € A, we define a matching byzantine external event

fake (i, F)
representing agent i being mistaken about observing the (local version of the) event E.

For A, A" € {noop} U GActions;, each of which is either a correct global action of agent
1 or a mo-op operation noop, we define a matching byzantine external event

fake (i, A A"

representing the situation when agent i € A performs (the local version of the) action A
but “thinks” (and therefore records) that it performed (the local version of the) action A’.

When agent i faithfully records the performed byzantine action, we abbreviate
fake (i, A) := fake (i, A— A).

Note that fake (i, noop) acts as a malfunction without any action or any trace in the
local history. Hence, we abbreviate

fail (i) := fake (i, noop).
In addition, we define the following set:

BEvents; := {fake (i, E) | E € GEvents; Ll
{fake (i, A A") | A, A" € {noop} LU GActions;}.

Remark 2.37. We do not impose any a priori restrictions on E, A, or A, i.e., a
byzantine faulty agent can mistakenly observe any event, mistakenly perform any action,
and mistake any performed action or inaction for any other action or for inaction.

Remark 2.38 (GMIs for byzantine messages). For byzantine received messages, the
environment creates the message “out of thin air”. Such a message will be supplied with
a GMI for uniformity’s sake but it is not assumed to carry any information. Similarly, a
byzantine sent message is created already with a well-formed GMI (unlike the correctly
sent messages, which are supplied with a GMI in a separate step after creation). At the
same time, if the agent is mistaken about having sent a message, its GMI is immaterial
as the environment will never deliver this “message”.

Definition 2.39 (System events). For agent i € A, we define the set of system events
SysEvents; := {go(i), sleep (i), hibernate (i)},

where:

e go(i) wakes i up and prompts it to act according to its protocol;
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2.2. Modeling byzantine fault-tolerant asynchronous message-passing systems — basic concepts

o sleep (i) wakes i up but prevents it from acting and makes it byzantine faulty;
e hibernate (i) prevents i from acting or from waking up and makes it byzantine
faulty.
For each round, the environment determines whether an agent is to be awoken to follow
its protocol and/or observe some external events or is to skip the round.
Remark 2.40. None of the system events are recorded by the agents.

We abbreviate
FEvents; := BFEvents; Ll {sleep (i), hibernate (i) }.

The complete set of events affecting agent i € A is:
GPEvents; == GEvents; LI BEvents; U SysEvents;.
In addition, we abbreviate:

GEvents 1= |_| GEvents;.
icA

Protocols

Definition 2.41 (Local states). A local history h; of agent i € A, or its local state, is a
nonempty sequence

hi = [Ama o 7)\17 )\0])
for some m >0, such that \g € ¥; and Vj € {1,...,m} we have \; C Actions; L Events;.
In this case, m is called the length of the history h; and is denoted |h;|.

In addition, we use Z, to denote the set of local states of agent i € A, i.e., the set of all
local histories of agent i € A.

Remark 2.42. Note that agents’ local states consist of correct internal actions and
correct external events — whether or not those actions and events have been actually

performed/observed in a byzantine fashion is visible only in the history of the environment.

Remark 2.43 (Perfect recall). We consider agents capable of perfect recall. Perfect recall
is the assumption that at all times an agent remember everything, or in other words, that
at any time the local state of an agent contains a record of all its previous local states.

Definition 2.44 (Global state). A global history h of the system, or the global state, is

a tuple
h:=(he,h1,. .., hy),

where the history of the environment € is a sequence

he - [Ama cee 7A17A0]7
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for some m >0, such that Vj € {1,...,m} we have A; C GActions U GEvents and h; is
a local state of each agent i € A. In this case m is called the length of the history h and
is denoted |h| := |he].

In addition, we use Z. to denote the set of all histories of the environment, and ¢4 to
denote the set of global states, i.e., the set of all global histories of the system.

Definition 2.45. A (non-deterministic) protocol for agent i € A is any function

B: O%L N 22Actionsi \{@}
By P = (Py,...,P,) we denote agents’ joint protocol.

Remark 2.46. Agent i’s protocol P; can only rely on i’s local state at any given moment.
In particular, it is crucial for modeling asynchronous agents that agent i’s protocol P;
does not use a timestamp t as a parameter.

Note that, for a local state h; € .Z, of agent i € A, each member S € P; (h;) is a subset
of Actions; and represents one of the non-deterministic choices for i’s actions. In case of
multiple options, the choice is up to the adversary part of the environment. P; (h;) # @
means that there is always at least one such choice S for ¢, which might be to perform
no actions if S = @.

Definition 2.47 (Coherent sets of events). Let t € Ny be a timestamp. A set S C
GFEvents of events is called t-coherent if it satisfies the following conditions:
1. for any fake (i, gsend(i, j, p,id) — A) € S, the GMI id = id(i, j, u, k,t) for some
ke N05;

2. for any i € A, at most one of system events go(i), sleep (i), and hibernate (i) is
present in S;

3. for any i € A and any e € Ext;, at most one of events external (i,e) and
fake (i, external (i,e)) is present in S;

4. for any grecv(i, j, u,idy) € S, no event of the form fake (i, grecv(i, j, p, id2)) belongs
to S for any ide € Ny,

5. for any fake (i, grecv(i, j, p,idy)) € S, no event of the form grecv(i, j, u, ids) belongs
to S for any idy € Np;

Remark 2.48. We assume that the environment never attempts simultaneously a correct
and fake external event that leave the same trace in agent’s local history.

®We assume that all messages actually sent, whether correctly or otherwise, are treated by the
environment in the same way, i.e, the environment always assigns a GMI.

22



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

2.2. Modeling byzantine fault-tolerant asynchronous message-passing systems — basic concepts

Definition 2.49. A (non-deterministic) protocol for the environment is any function

\ {2}

9 GEvents

P.:Nog— 2
such that every set S € P, (t) is t-coherent.

Remark 2.50. The dependence of the environment’s protocol P. on time enables modeling
of time-sensitive actions. For instance, we become able to model global prohibition on
message delivery during designated quiet time. At the same time, the environment’s
protocol P, should not depend on the global state at any given moment to preserve the
unbiased representation of the physical laws.

Note that, for each t € Ny, each member S € P. () is a t-coherent subset of GEvents,
i.e.,

S < A{grecv(i,j,pu,id) |i,j € A, € Msgs,id € No} U {go(i) |1 € A} U
{external (i,e) |i € A,e € Ext;} U {sleep(i) |ie A} U
{fake (i,E) |i € A, E € GEvents;} U {hibernate(i)|iec A} U
{fake (i,A— A") |i € A, A, A’ € {noop} U GActions;},
and represents one of the non-deterministic choices for the events to be imposed by the
environment. In case of multiple options, the choice is up to the adversary part of the

environment. P, (t) # @ means that there is always at least one such choice S for the
environment, which might be to impose no events if S = @.

Different types of agents

In our framework, we distinguish between a number of types of agents. We list below the
ones that appear in this thesis:

Definition 2.51. Environment’s protocol P. makes an agent i € A:

1. delayable if for any X € P (t),
X \ GEvents; € P, (t) .

In other words, all activities of a delayable agent can be correctly postponed at any
time.

2. fallible if for any X € P (t),

X U {fail (i)} € P. (t).

In other words, a fallible agent can fail at any time (which implies that it can

become byzantine faulty at any time).
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3. gullible if for any Y C FEvents;, and any X € P, (t),
Y U (X \ GEvents;) € P.(t), whenever Y L (X \ GEvents;) is t-coherent.

In other words, all activities of a gullible agent can be replaced with an arbitrary
set of faulty events at any time (which implies that it can become byzantine faulty
at any time).

Labeling functions
Definition 2.52. For an agent i € A, we define a labeling function

label;: Actions; x N — GActions;

converting the local format of i’s actions into the global format as follows:

gsend(i, j, p, id(i, j, pu, k, ) if a = send(j, pur)
internal (i, a) if a € Int;

label; (a,t) := {

We collect all these functions into one tuple label := (labely, ..., label,).

We also define the “reverse” labeling function label™':

Definition 2.53. The “reverse” labeling function label™!

label ™' : GActions LI GEvents —s Actions LI Events

is defined as follows:

Send(]’a#k) if U = gsend(z,],u,zd(z,j,,u,k,t))
send(j, pio) if U = gsend(i, j, p, M) and M # id(i, j, 1, k,t) k,t € No
label ™ (U) == { recv(j, ) if U = greco(i, j, p, id)

a if U = internal (i, a)

e if U = external (i, e)
The function label ™" extends to sets in the standard way:
label Y (X) := {label Y (U) | U € X}.

Remark 2.54. Note that the labeling functions deal with correct internal actions and
correct external events only. This is because byzantine behaviour was defined only using
the global format.

Remark 2.55. The injectivity of the function id used in label; ensures that each message
is unique from the point of view of the environment.
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Remark 2.56. The second clause in the definition of label = (U) is mostly cosmetic: we
make GMIs id unforgeable, and, hence, this clause will never be used. It is added solely
to make the function label ™' (U) total, thus, avoiding irrelevant complications stemming
from the use of potentially partial functions.

Given a timestamp ¢ € Ny, a global history h = (he, h1,...,hy,) € 4 and protocols P,
for the environment and P, ..., P, for the agents, the sets of actions and events to be
attempted in round ¢.5 are obtained as described below:
1. Events to be imposed by the environment form a ¢-coherent set
al = X, (2.1)
for some set X, € P, (t) non-deterministically chosen by the adversary.
2. Actions to be performed by agent ¢ € A form a set
a?’t := label; (X;,1) (2.2)
for some set X; € P; (h;) non-deterministically chosen by the adversary.

3. The choices from 1. and 2. are combined in the joint attempted actions/events

Among the events a! we distinguish between the following subsets:

o Correct external events (to be imposed by the environment) for agent i € A

a’; := ol N GEvents; = {grecv(i, j, u,id) € o’ | j € A, u € Msgs,id € No}L
{external (i,e) € ! | e € Ext;}, (2.3)

¢ Instructions regarding waking up agent i € A

afh := ol N SysEvents;, (2.4)

o Byzantine external events (to be imposed by the environment) for agent i € A

af,i := ol N BEvents; = {fak;e (i,A— A") € al | A, A" € {noop} U GActions,-} L
{fake (i, E) € o! | E € GEvents;}, (2.5)

Instructions making agent i € A byzantine faulty

al}i = o, U (a’; N {sleep (i), hibernate (z)}) (2.6)
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Remark 2.57. Note that sleep (i) and hibernate (i) may be present in both ol and a}i.
In addition, we abbreviate:
—t . —t
al = | |at,
icA
t._ t
Oég - |_| agﬂ
icA
‘. t
Q= |_| O[bi,
icA
_ t
oy =[] of,
€A
Filter functions
We assume that the environment does not create impossible situations. Most of them
are implicitly prohibited by the definition of the environment’s protocol (via ¢-coherent
sets). There is, however, one common type of causal impossibility that is not excluded
by definition: a message cannot be delivered correctly without being previously® sent.
Since the environment’s protocol is independent of the global history, the environment
cannot check whether the message in question was actually sent. Therefore, we create a
special filter function that weeds out such situations.
Firstly, to simplify notation, we introduce the following abbreviations:
Definition 2.58 (Active/passive, aware/unaware). For a set X C GEvents, we define
. t if X N SysEvents, = {go(i)},
active(i, X) 1= / ‘y i = {go(0)}
[ otherwise.
. t if @ # X N SysEvents, € o(t)},{sleep (i)} },
wware(i, ) o {1112 # X 01 SysEvents; € {{go(0)}. {steep (1))}
[ otherwise.
For readability’s sake we write active(i, X ) instead of active(i, X) =t and passive(i, X)
instead of active(i, X) = f, as well as aware(i, X) instead of aware(i,X) = t and
unaware(i, X ) instead of aware(i, X) = f.
Definition 2.59 (Byzantine filter functions). We define the byzantine event filter function
filt6T€B7: @G x 2GE'Uents % 2GActionsl N QGActionsn SN 2GEvents
SHere previously sent means sent in one of the preceding rounds or in the same round (based in part
on the actions chosen by the adversary for the sending agent, the presence of the go command for it, and
other events imposed on this agent), whether correctly or in a byzantine fashion.
"We use ‘B’ to indicate that the event filter function in question is byzantine.
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as follows: for a a global history h = (he, hi, ..., hy) €94, a set X, C GEvents, and sets
X, C GActions; for each agent i € A, we define

filter? (h, X, X1,...,X,) =
Xe \ A{greco(Gi,pid) | gsend(i,jpid) ¢ he A
(VA € {noop} U GActions;) fake (i, gsend (i, j, u,id) — A) & he A
(gsend(i, j, p,id) ¢ X; V passive(i, X¢)) A
(VA € {noop} U GActions;) fake (i, gsend(i, j, p,id) — A) ¢ XE}. (2.7)

In addition, we define the byzantine action filter function for agent i € A

filterZB8 . 2G’Actionsl N 2GActi0nsn % QGEvents 2GActi0nsi

as follows: for sets X; C GActions; for each agent j € A and a set X C GEvents, we
define
X if active(i, X.)

ilter? (X1,..., Xp, Xo) = . 2.8
/ ¢ m Xe) {@ otherwise (28)

Thus, after the adversary chose the collection a! (2.1) of events to be imposed by the
environment and collections oz?’t (2.2)) of actions to be performed by each agent i € A,
the filter functions determine which of these actions and events are to actually happen
during the round ¢.5. For this second stage, the resulting sets are called S-sets by analogy
with a-sets.

Definition 2.60. For a global history h € ¢, a timestamp t € Ny, a tuple of joint

attempted actions/events alt = (al, a?’t, .. ,ozflvt), and agent i € A:
1. Bt .= filterB (’%ai, ot az,t);
2. @hﬂh,t = filterB (o/f’t, alt, /B?,ah,t> ;
9. et o= (Bl gt L glet).

As for of, we also distinguish between the following subsets of Bél’o‘h’t:

1. Correct external events for agent i € A

*h,ah’t

Be, = Bé"o‘h’t N GEvents; =
{grecv(i, j, p,id) € B"" | j € A, u € Msgs,id € No}U
{external (i,e) € Beh’o‘h’t e € Ext;} Cal, (2.9)

8We use ‘B’ to indicate that the action filter function in question is byzantine.
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2. Instructions regarding waking up agent ¢ € A
h h,t . h, h,t
=B N SysBEvents; C agi, (2.10)
3. Byzantine external events for agent i € A
h, )
BIZ’O‘ - ﬁ?’aht N BEvents; =
{fake (i, A A") € Bl | 4, A" € {noop} U GActions; }Li
{fake (i, E) € B?’ah’t | E € GEuvents;} C o, (2.11)
4. Instructions making agent i € A byzantine faulty
h, h, s . . .
ﬁ;}i’a - 5&’“ ‘U (/B?ﬂht N {sleep (i), hibernate (2)}) C al. (2.12)
Remark 2.61. Note that sleep (i) and hibernate (i) may be present in both Bg_’ah’t
h,aft '
and B A
In addition, we abbreviate:
*h, h,t *h, h,t .
B =B cag
i€A
h,t h,t
ﬁsll%a = |_| ﬁ!};{a C af]’
€A
h h,t h h,t
/Bb @ = |_| /Bb;a C QZ,
€A
h h,t h h,t
,Bf’o‘ = |_| ﬁfi’a C o/;c.
1€A
Update functions
One of our central assumptions is that the agents are not able to tell the difference
between correct and byzantine actions and events. For example, they are not able to
tell the difference between observing an external event F and (mistakenly) thinking they
have observed FE, as represented by fake (i, ), nor between performing an internal action
A’ and thinking they have performed A’ when A was the internal action they actually
performed, as represented by fake (i, A — A’).
Formally, agents’ local states are purged of
(1) fake modifiers,
(2) GMIs,
(3) system commands go(i), sleep (i), and hibernate ().
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This is performed by the localization function o:
Definition 2.62 (Localization function). The function

o: 2 GActionsUGEvents 2Actwnsl_lEvents

is defined as follows:

o(X):= label_l((X N (GActions U GEvents)) U
{E | (F) fake (i, E) € X} U
{A' # noop | (Ji)(IA) fake (i, A — A') € X}),

where label™ is the “reverse” labeling function defined in Definition 2.53.

Remark 2.63. Note that byzantine external events of the form fake (i, A — noop) leave
no trace in s local state.

Finally, we define state update functions that record the performed actions and events of
a round into all the histories:

Definition 2.64 (State update functions). Given a global history h = (he, hi, ... hy) €
4, and a tuple of performed actions and events X = (X, X1,...,X,,) € 20Bvents
gGActions1 o s 9GActionsn qaent s state update function

update;: Z; X 9GActions; o, oGEvents _, &,

outputs a new local history from £, based on i’s performed actions X; and events X, as
follows:

h; if 0(Xe,) = @ and unaware(i, X.)
{O'(XZ‘ LU XQ.)] ch;  otherwise

)

update; (hi, Xi, X¢) := {

where X, := XN GEvents;, and : represents sequence concatenation.

Similarly, the environment’s state update function
update,: L, x 20Fvents 5 gGActionsy oy 9 GActionsn _,

outputs a new history of the environment from Z. based on all performed actions and
events X = (X¢, X1,...,Xn):

updatee (he, X) == (Xe U X U ... UX,): he.
Thus, the global state is modified as follows:

update (h, X) := (update6 (he, X) ,updatey (h1, X1, X¢), ..., updatey, (hp, X, Xe)).
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Transition function

Definition 2.65 (Byzantine transition function). For an agents’ joint protocol P =
(P1,...,P,) and a protocol P, of the environment, we define a byzantine transition
function

7—5 sz 2G’Events % 2GAction51 N 2G’Actionsn - (g N g)

€5

as a function that outputs a global state transformer function
TE’P Y): 9 -9
from global states to global states given joint attempted actions/events

Y € 2GEvents % 2GActi(msl « % 2GActz'onsn

defined as follows: for a global state h = (he, hi, ..., hy) € 4, we consider two possibilities

e if Y = oMt = (a‘ehl,a?’lhl,...,aym) for some ol e P.(|h]) and some X; €

P; (h;) for each i € A such that a?’lhl = label; (X;,|h|), we define
78 p(V)(h) = update (h, g"""), (2.13)

where the B-sets are computed from ™" according to Definition |2.60;
e otherwise, we define T£7P(Y)(h) =h!0

Remark 2.66. By a slight abuse of notation, we write h' € Tlgp(h) to mean that there

is a protocol-conformant set of joint attempted actions/events alh satisfying the first
clause of the above definition such that Tﬁyp(ah’m')(h) =h'.

More generally:

Definition 2.67 (Transition template and transition function). Let €. be the set of
all environment protocols and € be the set of all agents’ joint protocols. A transition
template

_ <g€ X € — <2GEvents % 2GActz'onsl N, 2GActionsn N (g N g))

is a two-place function that takes a protocol P. € 6, of the environment and an agents’

joint protocol P € € and outputs a transition function 7(P,, P), which we denote by

Tp..P - -
Tp, pt QGEvents % QGActionsl N, 2GActi0nsn N (g N g)

Thus, Tﬁe p is only an instance of a transition function.

9We use ‘B’ to indicate that the transition function in question is byzantine.
10The latter case will never be used and is only provided to make the transition function total.
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Transitional runs

Definition 2.68 (Run). A run is a function that assigns a global state to each timestamp
r:Ng — 9.

We denote the set of all possible runs by R.

The part of a run r € R that an agent i € A can see is called i’s local view. It is a
function that assigns i’s local state to each timestamp

TZ':N()—%;%.

Similarly, we define the environment’s view to be a function that assigns the environment’s
history to each timestamp
Te: No — ,,%

Given an agents’ joint protocol P and an environment’s protocol P., we are usually
interested in runs r € R that are built according to these protocols by a transition
function 7p,_p defined in Definition 2.67.

Definition 2.69 (Transitional run). A run r € R is called Tp, p-transitional, or simply
transitional if, for each timestamp t € Ny:

r(t+1)eTp p(r(t)).

For a transitional run r, we denote its initial state by r (0) and the global state after the
round (¢ — 1).5 by r ().

One step of a 75 ,-transition for runs
P.,P

In the interest of generality and modularity of concepts, we defined the byzantine
transition function (see Definition 2.65) in terms of arbitrary histories. For the case of
histories comprising a transitional run, the notation can be simplified, as we will see
below.

Figure 2.3| represents one step of a transition according to 7'}?6 p», which consists of the
following five consecutive phases:

1. Protocol phase (note that the protocols are explicit arguments to the transition
template 7): First, the protocol P; for each agent i € A lays out a range P; (r; (t)) of
possible sets of i’s actions for the round ¢.5 based on i’s local state r; (t). Similarly,
the protocol P, of the environment lays out a range P, (¢) of possible (¢-coherent)
sets of events for the round ¢.5 based on time .
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Figure 2.3: Details of round t.5 of a TEE _p-transitional run 7.

. Adversary phase (note that this phase is stable: it does not change from template

to template or from protocols to protocols): The adversary non-deterministically

picks one set
Xi S Pl' (T‘i (t)) (2.14)

of actions for each agent i € A and a set
Xe € P (t) (2.15)

of events for the environment. These are the actions the agents intend to perform
and the events the environment intends to impose in the round ¢.5.

Note that X; C Actions; and X, C GFEvents.

. Labeling phase (note that this phase is stable: it does not change from template to

template or from protocols to protocols): The environment processes the intended
actions X; of each agent i € A by converting them into their corresponding global
formats, in particular, it assigns GMIs to message send requests.

We denote the resulting sets in the following way:

ol (r) := label; (X;, 1), (2.16)

(2

where label; is the labeling function defined in Definition 2.52. The set of intended
events X, of the environment is already in the global format and requires no
converting:

al (r) == X.. (2.17)

€

Note that of (r) C GActions; and ol (r) C GEvents.

. Filtering phase (note that this phase depends on the filtering functions filter?

and filteriB, which are considered to be part of the template): In this phase, the
intended actions of the agents and events of the environment that are deemed
“causally impossible” are filtered out.
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The filtering phase is divided into two subphases:

a) first, impossible intended events of the environment are filtered out by the
byzantine event filter function filter? defined in Definition [2.59 (based on
al (r) and of (r) for each i € A), resulting in set 8¢ (r):

BL(r) = filter? (r (1), al (1), 0l (1), ..., 0%, (1), (2.18)
b) then, for each agent i € A, the byzantine action filter function filterZB defined

in Definition 2.59| performs the same task on agents’ intended actions by taking
into account the already filtered out events, resulting in set 3¢ (r):

BL(r) = filterP (al (r),..., 0l (r), BL(r)) (2.19)
Note that 8¢ (r) C ol (r) € GActions; and 3L (r) C ol (r) C GEvents.

In compliance with (2.9), (2.10), (2.11), and (2.12), we denote by:

B; (r) the correct external events observed by agent i € A, i.e.,

Bﬁl (r) := B (r) N GBvents;; (2.20)

ﬁfh (r) the system events imposed on agent i € A, i.e.,

L (r) == BL(r) N SysEvents;; (2.21)

B, (r) the byzantine external events for agent i € A, i.e.,

By, (r) := Bt (r) N BEvents;; (2.22)

ﬁ;i (r) the faulty events observed/imposed specifically by/on agent i € A, i.e.,

ﬁfy (r) := B! (r) N FEvents;. (2.23)

5. Updating phase (note that this phase is stable: it does not change from template
to template or from protocols to protocols): The actions 3! (r) and events S! (r)
actually happening in the round ¢.5 are faithfully recorded into the environment’s
history and are translated into their local format for being recorded into agents’
local histories using state update functions defined in Definition 2.64.

Once again, the local state of each agent i € A is only affected by the actions 3¢ (r)
it performs and the events ! (r) it observes, whereas the global state is modified
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based on the complete information about all actions and events performed in the
round t.5.

Therefore:
i (£ + 1) := update; (r: (), 6 (r), BL(r) ), (2.24)
B (r) = (BL (), BL (), B (1) (2.25)
re (t+1) == updatec (v (), B (r)) (2.26)

Agent-context

While it is preferrable to directly build the desired properties of runs into the transition
functions, in a manner of speech, to hardwire them, there are properties that cannot
be implemented on a round-by-round basis. For example, liveness conditions, which
require that something happens eventually in a run, cannot be translated into local
terms because they are properties of the whole (infinite) run. Therefore, to enforce such
properties, we restrict the set of runs being considered using admissibility conditions:

Definition 2.70 (Admissibility condition). An admissibility condition ¥ is any subset
of the set of all runs R.

Definition 2.71 (Context). A context v = (P.,%(0),7,¥) consists of

e an environment protocol P,
e a set of joint initial states ¢4 (0),
e a transition template T, and

e an admissibility condition V.

Definition 2.72 (Agent-context). Given a context v and an agents’ joint protocol P,
we combine them in an agent-context x = (v, P).

Definition 2.73 (Consistency). For a context v = (P.,%(0),7,¥) and an agents’ joint
protocol P, we define the set of runs weakly consistent with P in ~ (or weakly consistent
with x = (v, P)), denoted R*X = R*"F)to be the set of Tp, p-transitional runs that
start at some joint initial state from 4 (0):

ROV = {r e R|r(0) € 4(0) and (VteNo)r(t+1)ep p(r(t)}
A run r is called strongly consistent, or simply consistent, with P in~y (or with x = (v, P))

if it is weakly consistent with P in v and, additionally, satisfies the admissibility condition,
i.e,r eV,

We denote the system of all runs consistent with P in v by

RX = ROWP) .— pv(v.P) Ay,
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2.2. Modeling byzantine fault-tolerant asynchronous message-passing systems — basic concepts

Furthermore, we say that an agent-context y = (v, P) is non-ezcluding, if any prefix of
a run that is weakly consistent with P in v can be extended to a run that is strongly
consistent with P in ~:

Definition 2.74 (Non-excluding agent-context). For any agent-context x, x is non-
excluding iff

RX#+ @ and (Vr € R"X)(Vt € Nog)(3r' € R)(V¢' <t)r' (') =r ().
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CHAPTER

Epistemic analysis

In this chapter, we demonstrate how, using the framework for modeling asynchronous
byzantine fault-tolerant distributed systems, introduced in Chapter [2, one can obtain
insights into the properties of such systems by performing epistemic analysis. By
associating a Kripke model with a given set of runs, various tools from (temporal)-
epistemic logic can be used to study the system corresponding to those runs. Such an
analysis proved to be particularly useful for obtaining impossibility results, for example:
if the necessary epistemic states for performing actions of interest cannot be reached
by agents in the given system, the underlying problem is not solvable in that system.
Our central result in this chapter, the Brain-in-a-Vat lemma, enables us to precisely
capture epistemic dilemmas agents often find themselves in when performing actions
in asynchronous byzantine fault-tolerant systems. As we shall see, one of the main
consequences of the Brain-in-a-Vat lemma is that an agent in such a setting cannot know
if an event really happened. In other words, even if an agent is correct, it cannot rule out
the possibility of an alternative reality — alternative execution of the system — in which
the event in question has not happened. This leads us to investigate how agents can
make decisions in these systems since, as preconditions for actions, usually occurrences
of events are used.

Chapter organization

We start by defining interpreted systems and showing how one can associate a Kripke
model with an arbitrary interpreted system in Section 3.1. In addition, we introduce a
language enriched with special atomic propositions enabling us to reason about correctness
of agents, occurrences of events in the system, as well as about agents’ actions. In
Section 3.2, by introducing a method for run modifications, we model the above mentioned
brain-in-a-vat-like scenarios occurring in asynchronous byzantine systems. This allows
us to expose various limitations of agents’ knowledge in such systems elegantly, i.e., as
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theorems. Finally, we discuss the consequences of these findings by figuring out how the
preconditions of agents’ actions are affected in Section |3.3.

3.1 Obtaining Kripke models
First of all, we fix the following set of atomic propositions (atoms):
P := Prop U {correct;|ic A} U
{fake(; ) (0) | (i,t) € A x No,0 € Actions U Events} U

{occurred; 4)(0) | (i,t) € A x No,0 € Actions U Events} U
{occurred;(0) | i € A, o0 € Actions L Events} U

{occurred;(o) | i € A,o € Actions U Events},

where Prop is a nonempty countably infinite set of atoms.

Syntax. We start with P and continue by forming formulas by closing under the Boolean

connectives = and A and under the (unary) modal operators K1, ..., K, to obtain the

language L, i.e., the language L is generated by the following BNF:
pu=ploel(@Ae)| Kie,

where p € P and i € A. We take T to be an abbreviation for some fixed propositional
tautology, and take L to be an abbreviation for = T. Also, we use the following standard
abbreviations from propositional logic: ¢ V 9 for =(—¢ A =), ¢ — ¢ for = V 1, and
p < for (o = ) A (1 = ).

Remark 3.1. Just like before, the overline in occurred; ;)(0) and occurred;(o) is used to
indicate that the occurrence of o is correct (non-byzantine).

Definition 3.2 (Interpreted system). An interpreted system is a pair (R, m), consisting
of a set of runs R and a valuation function m: P — P(R x Np).
To reason epistemically via interpreted systems, we associate with a given interpreted
system Z = (R, ) a special Kripke model

Mz = (R X N(),?T,Nl,...,fvn) € Sby,
where

(r,t) ~i (' t)) dff () = ri(t).

A pair (r,t) € R x Ny will be called a point.

Definition 3.3. By (Z,r,t) = ¢ we denote the fact that formula ¢ is satisfied at the
point (r,t) and define the = relation as follows:

(I,?“,t)):(p Zﬁ MIy(Tat)):SO-
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Therefore, we obtain:

1. For an atom p, (Z,r,t) = p iff (r,t) € 7(p),

2. (Z,r,t) E @ iff (Z,7,t) = ¢ does not hold,

3. (Z,rt) EeNyiff (Z,rt) Epand (Z,r,t) =1,

4. (Z,rt) E Kip ift (Z,7',t') = ¢ for all (r',t') such that r;(t) = ri(t).

We will write (Z,r,t) = ¢ to denote that (Z,r,t) = ¢ does not hold. By Z = ¢ we
denote the fact that ¢ is satisfied at all the points (r,t), i.e., that ¢ is valid in Z.

Definition 3.4. Leti € A, t,t' € Ny such that t < t', and o € Actions U Events. For
the atoms from P\ Prop, the truth value is determined in the following way:

o correct; is true at (r,t') iff no faulty event happened to i yet, i.e., no event from
FEvents; appears in r.(t'):

(r,t') € w(correct;) iff (Vt" <t')(Ay N FEvents; = @),

where re(t') = [Ay, ..., A1, Ao] is the history of the environment at t' defined in
Definition |2.44 and FEvents; = {fake (i, E) | E € GEvents;} U {fake (i, A — A’) |
A, A" € {noop} U GActions;} LI {sleep (i), hibernate ()} .

o fake(; ) (0) is true at (r,t') iff i has a faulty reason to believe that o € Actions U

Events occurred in round (t — 1).5, i.e., o € r;(t) because (at least in part) of some

O e 5,';_1 (r), ie.,
(r,t") € m(fakeiy (0)) iff t>1andoco ( i:l (r)) ,

where o is the localization function defined in Definition 2.62 and Bé:l (r) is the
set of all byzantine external events of agent i in run r until t — 1 defined in (2.22).

e occurred ;) (0) is true at (r,t") iff i has a correct reason to believe that o € Actions!
Events occurred in round (t — 1).5, i.e., o € r;(t) because (at least in part) of some
_ —t—1 .
O e ,Bf 1 (r) I_IB; (r). i.e.,

(r,t') € m(occurred ; 4 (0)) iff t>1andoc€ label ™" (Bf_l (r) I_IBzzl (r)) ,

where label ™" is the “reverse” labeling function defined in Definition |2.53 and
F;_l (r) is the set of all correct external events observed by agent i in run r until

t — 1 defined in (2.20).
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e occurred;(o) is true at (r,t') iff at least one of occurred(; ) (o) for 1 < m <t is;
also occurred(o) 1= \/;c 4 occurred;(o), i.e.,

(r,t) € w(occurred;(0)) iff (3t <t') such that o € label ™ (Bf (r)U F; (r)) ,

where label™! is the “reverse” labeling function defined in Definition 2.55 and le (r)
is the set of all correct external events observed by agent i in run v until t defined
in (2.20).

e occurred;(o) is true at (r,t') iff either occurred;(0) is or at least one of fake; ) (0)
for 1 <m <t is, i.e.,

(r,t") € w(occurred;(0)) iff o€ ().

Definition 3.5. A formula ¢ € L is called localized for an agent i € A within an
agent-context x iff

ri(t) =ri(t) implies (I,r,t) @ < (I,7",t) = ¢,

for any interpreted system T = (RX, ), runs r,v’ € RX, and timestamps t,t' € Ny.

The proof of the following lemma follows immediately:

Proposition 3.6. The following statements are valid for any formula ¢ € L localized
for an agent i € A within an agent-context x and any interpreted system T = (RX,7):

TE ¢+ Kip and T = —p < Kimp.

The Knowledge of Preconditions principle [MosI5| postulates that, in order to be able
to act on a precondition ¢, an agent must know . Thus, the preceding lemma shows
that formulas localized for i can always be used as preconditions for actions. Our first
observation is that agent’s perceptions of a run are one example of such epistemically
acceptable (though not necessarily reliable) preconditions:

Proposition 3.7. For any agent-context x, agent i € A, and o € Actions L Events, the
formula occurred;(o) is localized for i within x.

Proof. Let x be an arbitrary agent-context, i € A and o € Actions Ll Fvents. Assume
further that (Z,r,t) = occurred;(o) for some Z = (RX, ), r € RX and t € Ny. According
to Definition 3.4, this is equivalent to o € r;(t). Take now an arbitrary ' € RX and ¢’ € Ny
such that r;(t) = 7, (t'). We immediately get that o € /(') must hold as well, which in turn
is equivalent to (Z,7',t') = occurred;(0) (again according to Definition 3.4). Therefore,
by Definition 3.5, we can conclude that the formula occurred;(o) is indeed localized for i
within y since we have obtained (Z,r,t) = occurred;(0) < (Z,7',t') = occurred;(o) by
assuming r;(t) = ri(t'). O
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3.2 Modeling the brain-in-a-vat scenario

By contrast, as we will demonstrate, correctness of agent’s perceptions is not localized. In
fact, such correctness can never be established by an agent. We prove such impossibility
results by means of controlled run modifications.

Definition 3.8. A function
p: RX — P(GActions;) x P(GEvents;)
is called an i-intervention for an agent-context x and agent i € A. A joint intervention

B = (pla"'vpn)
consists of i-interventions p; for each agent i € A. An adjustment
[By; . ..; Bo]

is a sequence of joint interventions Bg ..., By to be performed in rounds from 0.5 to t.5
for some timestamp t € Ny.

An i-intervention p(r) = (X, X¢) applied to a round ¢.5 of a given run r can be seen as a
meta-action modifying the results of this round for ¢ in such a way that

Bi(r) =X
and
; (7“/) = 5;5 (T') N GEvents; = X,
in the artificially constructed new run 7.

Given an i-intervention p(r) = (X, X,), we denote ap(r) := X and ep(r) := X.. Accord-

ingly, a joint intervention (p1, ..., p,) prescribes actions 5! (r') = ap;(r) for each agent i

and events 8¢ (r') = || ep;(r) for the round t.5. Thus, an adjustment [By;...; Bo] fully
i€ A

determines actions and events in the initial ¢ + 1 rounds of run 7’.

Definition 3.9. Let
adj = [By; ... ; Bo]

be an adjustment where

By = (P17 03)

for each 0 < m < t and each pj* is an i-intervention for an agent-context x =
((P.,%9(0),73,%),P). A run v’ is obtained from r € RX by adjustment adj iff for
allt! <t, all T >t, and all i € A:

1. 7' (0) :=r(0),
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2. 1l (' + 1) := update;(r] (t'), apf(r), L] epg (r)),
icA
3. vl (t' +1) == update (r. ('), L ep! (r),ap} (1), ... ap, (1)),
€A
4.7 (T+1) € TEVP(T'/(T)).

We denote by R (7’1?67]3,7“, adj) the set of all runs obtained from r by adj.

Remark 3.10. The last property ensures that beyond its adjusted segment, run v’ extends
n a Tﬁvp—tmnsitional manner.

Remark 3.11. Note that, even though run r is assumed to be Tﬁivp—tmnsz'tz’onal (since
r € RX), the adjusted runs obtained from it need not be, i.e., they need not obey the last
property also for t' < t.

To demonstrate the impossibility of establishing knowledge about perception correctness,
we use several adjustment types to formalize the infamous brain in a vat scenario', where
one agent, the “brain”, is to experience a fabricated, i.e., faulty, version of its local history,
whereas all other agents are to remain in their initial states (and made byzantine faulty
or not at will). This is achieved by using interventions

(a) Fake; for brain i,

(b) CFreeze for other agents j that are to be correct, and

(c) BFreeze; for other agents j that are to be byzantine faulty.

Definition 3.12. For an agent i € A, an agent-context x, and a run r € RX, we define
the following i-interventions:

CPFreeze (r) := (2, 9),
BFreeze; (r) := (@, {fail (i)}),

Fukel (1) i= (2, {foil (i)} U B, (r) U {fake (i, B) | B € B, (r)}U
{fake (i,noop — A) | A € Bt (r)} U {sleep (i) | aware(i, [3’; (r)}).

Remark 3.13. Note that interventions CFreeze and BFreeze; are constant, i.e., the
modifications they impose are run-independent.

The following lemma will prove to be particularly useful when proving Lemma [3.15.

Lemma 3.14. Leti € A, t € Ny, and r € RX, where x is an agent-context. Then

'For connections to the semantic externalism and a survey of philosophical literature on the subject,

see [PGI6].
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1. aFakel (r) = @, i.e., Fake! removes all actions.
2. go(i) ¢ eFake! (r), i.e., Fakel never lets agent i act.

3. o(aFake} (r) U eFake} (r)) = o(eFake} (r)) = o (8 (r) U BL (r)), i.e., actions and
events to be appended to the local history of agent i as a result of round t.5 after the
i-intervention Fakel (1) are the same as before it in the same round of the original
TUN T

4. aware(i, eFake} (r)) = t iff aware(i, Bt (r)) = t, i.e., agent i’s awareness of the
passing of round t.5 is not changed by Fake! (r).

Proof. 1. From Definition [3.12, we immediately obtain
aFuke! (r) = a(@, {fail (i)} U B}, (r) U {fake (i, E) | E € B, (r)}U

{fake (i,noop — A) | A € Bf (r)} U {sleep (i) | aware(i, 5; ()}
= J.

2. From Definition [3.12,
eFake! (r) = (2, {fail (i)} U B}, (r) U {fake (i, E) | E € B.. (r)}U
{fake (i,noop — A) | A € ﬂf (r)} U {sleep (i) | aware(i,ﬂé (rN})
= {fail (i)} U B}, (r) U {fake (i, E) | E € B, (r)}V
{fake (i, noop — A) | A € B} (r)} U {sleep (i) | aware(i, 5, (r))},
follows. Now, it is obvious that go(i) ¢ e Fake! (r).

3. It follows from Definition 2.62| and Definition 3.12) since
t

o({fake (i, E) | E € B, (n}) = c({E | E € B, (n)}) = o(B, ()
and
o({fake (i,n00p — A) | A€ fj (r)}) =o({A| A€ i (r)}) = a(B; ().
4. From Definition 2.58/ and Definition [3.12, we get
aware(i, eFakel (1)) =t iff eFake! (r) N {go(i), sleep (i)} # @

iff eFakel (r) N {sleep (i)} # @
iff  aware(i, B, (r)) =t. O

Recall that (see Definition 2.51): the environment’s protocol P. makes an agent i € A
delayable if for any X € P, (t), X\ GEvents; € P, (t); the environment’s protocol P, makes
an agent i € A fallible if for any X € P. (), X U {fail (i)} € P (t); the environment’s
protocol P. makes an agent i € A gullible if for any Y C FFEvents;, and any X € P, (t),
Y U (X \ GEvents;) € P. (t), whenever Y U (X \ GFEvents;) is t-coherent.
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Lemma 3.15 (Brain in a Vat). For an agent i € A, for an agent-context x =
((P.,9(0),7,%), P) such that P, makes i gullible and every j # i delayable and fallible,
for a set Byz C A\ {i} such that f > 1+ |Byz|, for a run r € RX, and for a timestamp
t > 0, we consider an adjustment

adj = [Bi—1;...;Bg]  such that B, = (p",...,p1")
with
Pl = Fakel", p;.” = BFreeze; for j € Byz, and p}” = CFreeze for j ¢ {i} U Byz

for all0 < m < t—1. Then each run ' € R (TE,P,T, adj) satisfies the following
properties:
1. v € RYX;
(Vm < t)rj (m) =r; (m);
(Vm < t) (V5 # 1) rj (m) =1} (0);

agents from A\ ({i} U Byz) remain correct until t;

AR R

agent © and all agents from Byz become byzantine faulty already in round 0.5;
6. (Vm < t)(Vj # 1) B (r') C {fail (j)}. More precisely,

Sy =2 iff pj' = CFreeze and B (r') ={fail ()} iff p}J' = BFreeze;;

2
7. (Ym < t) BT (r') \ FEvents; = @;

8. (Ym < t)(Vj € A) B (r') = @.

Proof. Let ' € R (7'56713, T, adj).

For property 5, using Definition 3.4, we immediately obtain (r/,1) & 7(correct;) since the
intervention Fakeg is performed in round 0.5, i.e.,

A} N FEvents; = FEvents; # &,

where /(1) = [A], Aj].

Similarly, for j € Byz, (r',1) & w(correct;) since the intervention BFreeze; is already
performed in round 0.5.

For property (6, let m < t. According to Definition 3.12, for j ¢ {i} U Byz, we have

2 (1) = ep' = eCFreeze = (2, @) = &,

€j
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3.2. Modeling the brain-in-a-vat scenario

and, for j € Byz, we have
o (") = ¢p]' = eBFreezej = ¢(@, {fail (j)}) = {fail ()}-
For property |7, let m < t. According to Definition 3.12, we have
e (1) =epi"
= eLake]" (1)
= (2, {fail (i)} U B} (r) U {fake (i, E) | E € B, (r)}U
{fake (i,noop — A) | A € B]" (r)} U {sleep (i) | aware(i, B, (r))})
= {fail (i)} U By} (r) U {fake (i, B) | E € B¢, (r)}U
{fake (i,noop — A) | A € " (r)} U {sleep (i) | aware(i, B (1))}
C FFEvents;,

since FEvents; = {fake (i, E) | E € GEvents;} U {fake(i,A— A") | A, A" € {noop} U
GActions;} Ul {sleep (i), hibernate (i) }. Thus, B (') \ FEvents; = & indeed holds.

For property [8, let m < t. According to Definition 3.12, we have

. B (r') = aCFreeze = a(2,9) = @, for j ¢ {i} U Byz,
o B7"(r') = aBFreeze; = a(2, {fail (j)}) = @, for j € Byz,

o O™ (r') = aFake]" (r) = &, for agent i, by Lemma 3.14.

According to Definition 2.73, in order to prove property |1, we need to show
' (0) € 4(0)
and
r(m+1) € T€7P(T/(m)). (3.1)
According to Definition 3.9, 7/(0) = r(0). Therefore, r/(0) € 4(0) indeed holds.

Property (3.1) for m > t directly follows from Definition 3.9. We prove that it holds for
m < t as well based on the gullibility of ¢ and delayability and fallibility of all other j # i:

Let m < t. Consider o" (r) € P.(m) from the original run r. The set o/ (r) is m-

coherent by Definition [2.49. Note that o* (r) C GEvents = || GEvents;. Thus, by the
€A

delayability of all j # 1,

al' (r) == a (r) N GEvents; = o (1) \ |_| GEventsj € P. (m),
JF#i
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since o (r) € P, (m). Note also that for any Z C FEvents;, Z L (042 (r)\ GEventsi) =
Z U@ = Z because af" (r) C GEvents;. Thus, by the gullibility of i,

o (fr’) = {fail (i)} U By, (1)U {fake(i,E) | E € BZZ (r)}u
{fake (i, noop — A) | A € 8" (r)} U {sleep (i) | aware(i, B, (r))} € Pe(m),

since of" (r) € Pc (m). The set o (1) is m-coherent because it contains no correct events
and neither go(7) nor hibernate (7). Finally, by the fallibility of all agents j € Byz,

al' (1) = ol (") U{fail (j) | j € Byz} € Pe(m),

€

since " (1) € Pc (m). The set a" (r') is m-coherent because o (1) is.

(3

It remains to show that filtering turns the sets o (r'), " ('), ..., ] (r') into the exact
[-sets prescribed by the adjustment adj. Let us abbreviate:

T = filter (r'(m), o ('), o (1), 0 ()
g = filterf (" (r),...,a ("), 7).
Our goal is to show that
T; =T N GEvents; = B! (1),
and
Ej = 8" ('),
for each j € A.

The set o (') is unaffected by filter? (there are no correct receives in o™ (r') to be
filtered out). So, according to Definition 2.59, after the filtering phase, we have the

following:
Ti = o (') N GEvents; = o (1),

the latter being exactly 37" (r’) as shown above for property |7, and

%) if j ¢ B @ if ™ = CF
Y; = o (r') N GEvents; = { ifj ¢ Byz _ { 1 pj reeze

{fail (j)} if j € Byz {fail (7)} if p' = BFreeze;
the latter being exactly ¢ (r") by property 6.
Since go(j) ¢ T for any j € A, we also have that

Ej=2=p"(r),
according to Definition [2.59.

Properties 2-4 depend solely on rounds from 0.5 to (¢t — 1).5 of 7. We prove them for
m < t by induction on m.
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3.2. Modeling the brain-in-a-vat scenario

Base case: m = 0. Property |2 follows from Definition 3.9, Properties 34 follow
immediately.

Step from m to m + 1.

For the induction step for property [2, we have the following cases:

1. If o (ﬁgl (7‘)) # &, then using (2.24), Definition 2.64, TH, Lemma 3.14 (3)), and
Definition 3.9, we obtain

ri (m + 1) = update; (r; (1), B ()
=o(f" (r)u ()) ri (m)
=o(B" ()'—lﬂm()) ri (m)
= o (B () u B (1)) i (m)
= update; (r; (m), 8" ('), B (r'))
=r.(m+1).

2. Ifo (,6’;7 (r)) = g, but aware(i, 3" (r)) = t, then using (2.24), Definition 2.64, IH,
Lemma 3.14 (3-4), and Definition 3.9, we obtain

ri (m + 1) = update; (r; (m), 5" ) ﬁm( )

=B (r)up(r):r

=o(B{" (r)): ri (m)

= o (" (r)): ri(m)

= o (B ()L ()

= update; (r; (m), 8" (r ) Bm (')
=ri(m+1).

3. Ifo (ﬁ;’: (r)) = @ and unaware(i, B (r)) = t, then using (2.24), Definition 2.64,
IH, Lemma 3.14] (4), and Definition 3.9, we obtain

ri (m+ 1) = update; (r; (m), B (r), B (1))
=ri(m)
=i (m)
= update; (v; (m), 8" (r'), B (r'))
=7r.(m+1).

This completes the proof of the induction step for property [2.
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For the induction step for property 3|, using Definition [3.9, Definition 2.64, property 0,
Definition 2.62, and IH, we obtain

r’ (m 4 1) = update, (r; (m), 87" ('), B (r’))

= 7% (m)

= r} (0).
For the induction step for property 4, using the fact that, for j ¢ {i} U Byz, 52 (M=o
by property 6, and IH, we obtain that such agents j remain correct after the round m.5,
ie,

Al N FEvents; = @,
where 7 (m + 1) = [A], 1, ..., A}, Ag). O

Remark 3.16. The previous lemma states that for a designated agent i € A in an
arbitrary local state r;(t) in run r there is always an i-indistinguishable local state r.(t) in
an alternative (transitional) run ' such that all other agents are yet to leave their initial
local states, with i definitely byzantine faulty while other agents can be made byzantine
faulty or correct at will. We call this the Brain-in-the-Vat lemma because agent i attains
this indistinguishable local state by “imagining” that all actions and events from the
original run r happened to it without any participation of other agents.

Corollary 3.17. If x is non-excluding, then for any timestamp t > 0 there is a run
r’ € RX constructed according to Lemma |3.15, such that for any T = (RX,7), o €
Actions U Events, j € {i} U Byz, and k ¢ {i} U Byz:

(Z,7',t) W~ occurred (o), (Z,7',t) F= correct,, (Z,7',t) = correcty,. (3.2)

The ability to construct a Brain-in-a-Vat run 7’ in Lemma 3.15 and its properties in
Corollary [3.17] enable us to prove that asynchronous agents in byzantine settings are not
able to learn that a particular event actually happened, nor that they are not byzantine
faulty:

Theorem 3.18. Let i € A, let x = ((P.,9(0),78,¥), P) be a non-excluding agent-
context such that f > 1 and P. makes agent i gullible and every other agent k # 1
delayable and fallible, and let T = (RX, ) be an arbitrary interpreted system. Then for
any o € Actions U Events, r € RX, and t > 0:

(Z,r,t) E —K;occurred (o), (Z,r,t) E —K;correct;, (Z,r,t) E —K;—correcty,.

Proof. For arbitrary » € RX and t > 0, by Lemma [3.15 with Byz = & and non-
excludingness of x, there exists ' € RX such that (3.2) holds for j = ¢ and k # i by
Corollary 3.17. Therefore,

(Z,r,t) = ~K,occurred(o) N —~K;correct; N —K;—correcty,

follows according to Definition 3.3|since r;(t) = r}(t) by Lemma 3.15| (2). O
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3.3. Relativizing the preconditions of actions

Remark 3.19. While agent © can never learn that it is correct or that another agent k is
byzantine faulty, agent i might be able to detect its own faults, for instance, by comparing
actions prescribed by its protocol against actions recorded in its local history.

The case of f = 0 corresponds to a system without byzantine faults, where correctness of
all agents, actions, and events is common knowledge among agents. When f = 1, in view
of Remark [3.19], the byzantine faulty agent may be able to conclude that all other agents
are correct. However, for f > 2 this is not possible either:

Theorem 3.20. Leti € A, let x = ((P.,%4(0),75,¥), P) be a non-excluding agent-context
such that f > 2 and P. makes agent i gullible and every other agent k # i delayable and
fallible, and let T = (RX, ) be an interpreted system. Then for any r € RX and t > 0:

(Z,r,t) = ~K;correcty.

Proof. For arbitrary r € RX and t > 0, by Lemma 3.15 with Byz = {k} and non-
excludingness of y, there exists v’ € RX such that (Z,r',t) & correct; holds for j € {i,k}
by Corollary [3.17. Therefore,

(Z,r,t) E —~K;correcty,

follows according to Definition 3.3 since r;(t) = r(t) by Lemma 3.15| (2). O

3.3 Relativizing the preconditions of actions

The results of the previous section clearly show that occurrences of trigger events alone
cannot be used as preconditions for actions in asynchronous byzantine settings. The
knowledge of a precondition requirement stated in [Mos15], i.e., that an agent acts on
¢ only when the agent knows ¢, would typically lead (for such simple preconditions)
to no actions being taken at all — even when an asynchronous agent is correct (at the
current time in the current run), it can never discount the scenario of being a “brain in
a vat”. This first led us to consider the following notion of belief (belief as defeasible

knowledge [MS93))

Bip := K;(correct; — ©)? (3.3)

as the adequate epistemic state of an acting agent in this settings. According to it, while
 is the desired property, agent i acts on the precondition correct; — .

We believe that (3.3) can be further improved in at least two directions:

i.) Firstly, a typical problem specification for a byzantine fault-tolerant system does not
impose any restrictions on the actions the byzantine faulty agents perform (for instance,

2Note that, if instead K;(correct; — ¢) we require correct; — K, it would not be helpful since, as
we saw, in Theorem 3.18, K;occurred (o) fails to hold even when agent 4 is correct at the current time
in the current run — it is the fact that we can construct (at any given time) an indistinguishable to 4
brain-in-a-vat run that renders it impossible for ¢ to gain such knowledge.
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in case of distributed consensus, all correct agents must agree on a common value, whereas
the byzantine faulty agents are completely exempted from this). Consequently, what is
of actual interest here is that B;yp is satisfied for the correct agents. By this reasoning,
we arrived at the notion of, what we call hope (see Remark 3.22),

H;p = correct; — K;(correct; — ¢). (3.4)

Moreover, H;p neatly encapsulates the epistemic state of an acting agent in a uniform
way — be it a correct agent acting or a faulty one. This is because (3.4)) is automatically
satisfied for faulty agents, so it captures the fact that the (malicious) byzantine faulty
agents can act irrespective of any preconditions, while for correct agents it simply collapses
to belief.

ii.) Secondly, per Remark 3.19, the possibility that an agent can learn that it is byzantine
faulty is not excluded completely. Assuming the byzantine faulty agent in question
is malfunctioning rather than malicious, its knowledge about its faults could be used
to minimize the effects of them on the system as a whole and it would be of crucial
importance in scenarios where self-correction is possible. Therefore, for such cases, we
propose the following notion of, what we call credence,

Crip := —K;—correct; N K;(correct; — ¢), (3.5)
as the adequate necessary epistemic state for acting.

Remark 3.21. We note that generalized versions such that instead of correct; there
can be (almost) any formula o of both belief Byp = K;(correct; — @) and credence
Crip = = K;=correct; N K;(correct; — o) have been studied in [MS93)] (in the single-agent
case, however).

Remark 3.22. As we saw in Theorem |3.18, an agent itself can never ascertain its own
correctness. So, H;p can be read as the following from the point of view of agent i:
“Unless I am incorrect, I believe ¢ to be the case” Moreover, in Theorem 3.20, we saw
that an agent itself can also never ascertain the correctness of another agent (assuming
f >2). This observation becomes of crucial importance in situations where agent i has
to reason about the epistemic state of some other agent j. As we will see in the epistemic
analysis of the FRR problem in Chapter |6, instead of K;(correct; — K;(correct; — ¢)),
i.e., B;Bjp, what we often have is actually K;(correct; — (correct; — Kj(correct; — ¢))),
i.e., BiH p, which can be read as the following from the point of view of agent i: “I
believe that, unless j is incorrect, j believes ¢ to be the case” It is these specific readings
that inspired the name “hope” of the H; modality since hope can be thought of as allowing
more room for uncertainty than belief.>

In the following proposition we establish some basic connections between the proposed
modalities.

3While we do not attempt to study the true meaning of hope here, hope has been subject of rigorous
analysis (especially in relation to belief) by many philosophers, see [BS22] for an overview.
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Proposition 3.23. For any formula ¢ € L, any agent i € A, the following formulas are
valid in every interpreted system:

= K;p — By = correct; — (Crip — )

= Crip — Bjp = correct; — (B — @)

= Bip — Hyp = correct; — (Hiyp — )

= correct; — (Hyp — Crip) = Bip — KiBiy

= —correct; — Hip = Crip = KiCrip

= Kip— @ = K;correct; — (Hiyp — K;p)

Proof. Let ¢ € L be an arbitrary formula and ¢ € A be an arbitrary agent.

The proofs of = K;p — By, E Crip — By and = B;p — H;p follow immediately
from the definitions of B;p, Cr;p and H;p.

Let us show = correct; — (H;p — Crip). Take an arbitrary interpreted system
Z = (R,m) and let r € R and t € Ny. Assume that (Z,r,t) = correct; N Hip. We
need to show (Z,r,t) E Crip, ie., (Z,rt) = ~K-correct; \ K;(correct; — ¢). Using
(Z,7,t) = correct; N Hip, that is, (Z,r,t) = correct; A (correct; — K;(correct; — ¢)),
we immediately get (Z,r,t) = K;(correct; — ¢). Using (Z,r,t) = correct;, we obtain
(Z,r,t) = ~K=correct;. Thus, (Z,r,t) = Cr;p indeed holds.

The proof of = —correct; — H;p follows using propositional reasoning.

The proof of = K;po — ¢ is well-known. The proofs of = correct; — (Crip — ),
E correct; — (B — ) and = correct; — (H;p — ¢) are straightforward.

The proofs of = B;p — K;B;p and = Crip — K;Cr;p follow using the positive and
negative introspection properties of knowledge.

Finally, we show = Kjcorrect; — (H;pp — K;p). Take an arbitrary interpreted system
Z = (R,w) and let » € R and t € Ny. Assume that (Z,rt) = K,correct; N Hp.

We need to show (Z,r,t) = K;p. Take ' € R and t' € Ny such that r;(t) = ri(t').

We need to show (Z,7',t') = ¢. First of all, from (Z,r,t) E K;correct; A H;p, that is,

(Z,r,t) |E K;correct; \(correct; — K;(correct; — ¢)), follows (Z,r,t) = K;(correct; — ).

Therefore, we have (Z,7',t') = correct; — . Finally, using (Z,r,t) | K;correct;, we
obtain (Z,r',t') = correct; and hence (Z,7',t") = . O

As follows from the preceding lemma, credence is stronger than belief, which is stronger
than hope, while knowledge is stronger than belief. However, for a correct agent, credence,
belief, and hope all become equivalent, while knowledge generally remains stronger (note
that for fault-free systems they all collapse to the standard notion of knowledge). At the
same time, all four modalities are factive for correct agents (knowledge is factive for all
agents). Finally, belief and credence satisfy the “self-awareness” condition. On the other
hand, hope does not generally satisfy H;po — K;H;p, as we show below.
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Let M = (W,Ky,...,K,, ™) be such that:

. W ={G,B},
o Kj=W xW forall j €A,
o 7(correct;) = {G}, and

o w(p) =W, for all atoms p # correct;.

Thus, we have the following situation for agent 4, in particular:

G B

It is easy to see now from the picture above that
M, B = (correct; — K;(correct; — 1)) — K;(correct; — K;(correct; — 1)),

that is,

since M, B - correct; and M, G [~ K;(correct; — L).

3.4 Related work

Interestingly, the possibility to model the brain-in-a-vat scenario later turned out to be
a widespread phenomenon in systems with byzantine faults. Not only that it can be
modeled in systems with synchronous agents as well, but even the perfectly synchronized
clocks available in lockstep synchronous systems cannot be used to avoid it [SSK20].
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CHAPTER

A modal logic of hope

In this chapter, we aim to obtain a better understanding of the hope modality, introduced
in Chapter 3. For this purpose, we try to capture all its essential properties via an
independent logical system. Thus, we propose a separate axiomatization for it, which we
prove to be sound and complete with respect to a class of Kripke models designed for hope.
The corresponding completeness proof relies on the standard method of canonical model
construction, albeit the canonical model itself is non-standard in that its accessibility
relations depend on the valuations of correctness atoms. In other words, some of the
axioms for hope are not purely frame characterizable. For example, whether or not a
certain world (in the Kripke model) has any accessible worlds heavily depends on the
correctness status of agents in it. The proposed axiom system also turns out to be strongly
sound and strongly complete with respect to the same class of Kripke models. This in
turn allows us to conclude that the logic of hope is compact. We also provide a proof of
soundness and completeness with respect to the standard S5 models for knowledge via a
suitable translation function. Finally, we show that the proposed logic of hope has the
finite model property and is decidable.

Chapter organization

We start by introducing the relevant syntax as well as the axiom system for the hope
modality in Section 4.1. The soundness and completeness results are all grouped together
in Section |4.2: we prove both weak and strong completeness with respect to special
models for hope, as well as completeness with respect to the standard S5 models for
knowledge via a suitable translation function. Finally, in Section 4.3, we prove (using
the same translation) that the proposed logic of hope has the finite model property as
well as that it is decidable.
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4. A MODAL LOGIC OF HOPE

4.1 Towards a logic of hope

First of all, we fix:

o a finite set A := {1,...,n} of agents,
o a nonempty countably infinite set Prop of atomic propositions (atoms),

o a finite set Co := {correct; | i € A} of designated correctness atoms.

Syntax. We start with Prop U Co and continue by forming formulas by closing under
the Boolean connectives = and A and under the unary modal operators (one for each
agent) Hy,..., H, to obtain the language £, i.e., the language £} is generated by the
following BNF":
pu=ploo|(pne)| Hig,

where p € Prop U Co and i € A. We take T to be an abbreviation for some fixed
propositional tautology, and take 1 to be an abbreviation for =T. Also, we use the
following standard abbreviations from propositional logic: ¢ V 9 for (=g A =), ¢ — ¥
for ~p V1), and ¢ <> ¢ for (¢ = ) A (¥ — ¢). In addition, for each i € A, we abbreviate
faulty; == —correct;.

Remark 4.1. We use K1, ..., K, modalities instead of H1,..., H, modalities in the
above BNF to obtain the language L.

The axiom system 7%, is depicted in Figure 4.1,

P . all propositional tautologies
K" Hij(p—¢)AHjp — Hgp
4" Hyp — H;H;p
~Hip — Hi=H;p
T correct; — (Hip — @)
H : H;correct;
F:  faulty; — H;p
p o=
(4
¥

H;p

MP :

Nec! -

Figure 4.1: Axiom system 2%,

54



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

4.2. Soundness and completeness results

Remark 4.2. Azioms P, K", 4" and 5%, along with inference rules MP and Nec™
represent the standard 45, aziom system (see Figure 2.2). Aziom T'M is axiom T
restricted to correct agents; axiom H states that agents always hope to be correct; axiom
F means that the hopes of byzantine faulty agents are unrestricted and all encompassing,
in particular, alongside tautologies they also hope for contradictions, making their hopes
inconsistent.

Recall that (see Definition 2.1): a set of formulas forms a system of a normal multi-agent
epistemic logic if and only if it contains all propositional tautologies and is closed under
the modus ponens inference rule, the K axiom scheme, the necessitation inference rule,
and the uniform substitution rule.

Proposition 4.3. The logic of 2, is not a normal multi-agent epistemic logic.

Proof. The uniform substitution rule is violated because of axiom H. O

4.2 Soundness and completeness results

Soundness with respect to S5 models via translation

Definition 4.4. For any ¢,v € L, any p € PropU Co, and any i € A, the translation
Junction t : LG} — L is defined recursively in the following way:

L ]
~
&S
>
=
=~
Sy
>
=~
=

o t(H;yp) := correct; — K;(correct; — t(¢)).

Lemma 4.5. For all MX € S5, all w € D(MX), all ¢, € LY, and all i € A holds
the following:

~

If  is an instance of a propositional tautology, then M¥ |=t(p);

3. S5, = t(Hip — HiH;p);

5. S5, =
6. S5, =

(H;
(

4. S50 = t(—~H;o — H;=H;p);
t(correct; — (Hip — ¢));
&

faulty; — Hip);
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4. A MODAL LOGIC OF HOPE

7. Sbn = t(H;correct;);
8. If MK w = t(p) and ME w = t(p — ), then MK w |=t(x);
9. if ME = t(p), then MX = t(H;p).
Proof. 1. This follows immediately from the fact that if ¢ is an instance of a proposi-
tional tautology, then ¢(¢y) is also an instance of a propositional tautology.

2. By applying the translation function from Definition 4.4, we obtain

t(Hi(p — ) N Hip — Hip) = (correct; — K;(correct; — t(@ — 1)))A
(correct; — K;(correct; — t(p))) — (correct; — K;(correct; — t(1))).

Take an arbitrary model M% = (W, 7, K1,...,K,) € S5, and an arbitrary state
w € W. We need to show that

M w i (correct; — Ki(correct; — t(p — 1)) A (correct; — K;(correct; —
t(p))) or ME w = (correct; — K;(correct; — t(1)))

holds. Assume
M5 w = (correct; — K;i(correct; — t(p — 1)) A(correct; — K;(correct; — t(p))).
This means that either M* w [~ correct; or

ME w = K;(correct; — t(¢ — 1)) and M* w = K;(correct; — t(p)).

If ME w [~ correct;, then M w = correct; — K;(correct; — t(3))) immedi-
ately follows. So, assume MX w = K;(correct; — t(¢ — v)) and M¥ w |=
K;(correct; — t(p)). Take an arbitrary w’ € W such that (w,w’) € ;. Now, by
assumption, M% w' = correct; — t(¢ — ) and M w' |= correct; — t(p). By
propositional reasoning, from this we get that M w' = correct; — t(3)) must
also hold. Since w’ € W such that (w,w’) € K; was chosen arbitrarily, M* w =
Ki(correct; — t(1))) follows. Therefore, M* w = correct; — K;(correct; — t(1))
follows in this case too.

3. By applying the translation function from Definition 4.4, we obtain

t(Hyp — H;H;p) = (correct; — K;(correct; — t(p))) —
(correct; — K;(correct; — (correct; — K;(correct; — t())))).

Take an arbitrary model M% = (W, 7,K1,...,K,) € S5, and an arbitrary state
w € W. We need to show that
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M5 w £ correct; — K;(correct; — t(p)) or M® w = correct; — K;(correct; —
(correct; — K;(correct; — t(p))))

holds.

Let us assume M w = correct; — K;(correct; — t(¢)). This means that either
ME w = correct; or ME w = K;(correct; — t(p)). If M, w W~ correct;, then

MY w = correct; — K;(correct; — (correct; — K;(correct; — t())))

immediately follows. So, assume that M* w |= K;(correct; — t()) holds. Us-
ing the positive introspection property of knowledge, we obtain that M* w |=
K, K;(correct; — t(y)) must also hold. Take an arbitrary w’ € W such that
(w,w') € K;. Now, ME w' |= K;(correct; — t(¢)) follows. Consequently,

ME w' = correct; — (correct; — K;(correct; — t()))

also follows. Since w’ € W such that (w,w’) € K; was chosen arbitrarily, we obtain
ME w = K;(correct; — (correct; — K;(correct; — t()))). Finally, this implies

M w = correct; — K;(correct; — (correct; — K;(correct; — t(p)))).

. By applying the translation function from Definition 4.4, we obtain

t(—H;p — H;—H;p) = —(correct; — K;(correct; — t(p))) —
(correct; — K;i(correct; — —(correct; — K;(correct; — t(v)))))-

Take an arbitrary model M%X = (W, m,K1,...,K,) € S5, and an arbitrary state
w € W. We need to show that

ME w b= =(correct; — K;(correct; — t(¢))) or M% w = correct; —
K;(correct; — —(correct; — K;(correct; — t(¢))))

holds.

Let us assume M% w = —(correct; — K;(correct; — t())). This means that

M5 w = correct; and M w £ K;(correct; — t()). It is enough to show
ME w = K;(correct; — —(correct; — K;(correct; — t(p)))),

that is, M5 w |= K;(correct; — —K;(correct; — t())), since we have M*, w =

correct;.

From M® w £ K;(correct; — t(p)), using the negative introspection property of
knowledge , we obtain M*, w = K;—K;(correct; — t()). Take an arbitrary w' €

W such that (w,w’) € K;. Now, by assumption, M® w' = =K;(correct; — t(p)).

Consequently,
ME W' = correct; — —K;(correct; — t(p))

also follows. Since w’ € W such that (w,w’) € KC; was chosen arbitrarily, we obtain
M% w = K;(correct; — = K;(correct; — t(p))).
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5. By applying the translation function from Definition 4.4, we obtain

t(correct; — (Hjp — @)) = correct; — ((correct; — K;(correct; — t(¢))) — t(p)).

Take an arbitrary model M% = (W, 7, K1,...,K,) € S5, and an arbitrary state
w € W. We need to show that

M w i correct; or M w = (correct; — K;(correct; — t(p))) — t(p)

holds. Let us assume M w = correct;. We now need to show
ME w = (correct; — K;i(correct; — t())) — t(p),

that is, M, w £ correct; — K;(correct; — t(¢)) or M, w = t(p). Let us assume
M5 w [= correct; — K;(correct; — t(¢)). By combining this with M w =
correct;, we get M, w = K;(correct; — t(¢)). Using the factivity property of
knowledge, we get that M w = correct; — t(¢) must hold. Finally, using the
assumption MX w = correct; one more time, we obtain MK, w = t(p).

. By applying the translation function from Definition 4.4, we obtain

t(faulty; — H;p) = faulty; — (correct; — K;(correct; — t(¢))).

Further, take an arbitrary M% = (W, 7, K1, ...,kKC,) € S5, and an arbitrary w € W.
Since faulty; = —correct;, we immediately obtain

ME w = faulty; — (correct; — K;(correct; — t()))

because the translated formula is an instance of a propositional tautology.

. By applying the translation function from Definition 4.4, we obtain

t(H;correct;) = correct; — K;(correct; — correct;).

Further, take an arbitrary M% = (W,r,Ky,...,K,) € S5, and an arbitrary
w € W. Since correct; — correct; is an instance of a propositional tautology,
M*" w = K;(correct; — correct;) holds (agents know all propositional tautologies).
Thus, M, w |= correct; — K;(correct; — correct;) also holds.

. Assume ME w = t(p) and M5 w = t(p — ). The latter implies M w |=

t(p) — t(v), which combined with M% w |= t(p) implies that M% w |= t(3))
indeed holds.

. Assume M X = t(¢). in order to show MX |= t(H;p), take an arbitrary w € D(M¥)

and an arbitrary w’ € D(M*) such that (w,w’) € K;. Since M = t(¢), it follows
that M¥ w' = t(p) holds. Consequently, M w' |= correct; — t(¢) also holds.
Since w' € D(M*X) was chosen arbitrarily, M* w = K;(correct; — t(¢)) follows.
Therefore, we get that M w |= correct; — K;(correct; — t()), i.e., ME |= t(H;p)
also follows. O]
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Theorem 4.6 (Soundness via translation). For any formula ¢ € LS holds the following:

Fa, = Shn Et(p).

Proof. We proceed by induction on the length of the derivation of ¢ in J%,. Let
©1,92,- ..,k be a proof of the formula ¢ in J%,. If £k = 1, then ¢ is an instance of an
axiom in J#,. Therefore, according to Lemma 4.5 (1-7), it immediately follows that ¢ is
valid with respect to S5, models. Assume now that the desired statement holds for every
formula which has a proof of length shorter than k£ and consider the formula ¢ which has
a proof of length k. This means that the last formula in the proof is . There are two
possibilities: either ¢ is an instance of some axiom in %%, or ¢ follows by an application
of an inference rule. We already dealt with the first possibility in the base case, so we
consider the second possibility:

o ¢ follows by an application of modus ponens to some formulas, for example ¢;
and ¢; — . Since these two formulas are earlier in the proof, they have proofs
whose lengths are shorter than k. After applying the induction hypothesis on them
we get S5, = t(p;) and S5, = t(p; — ¢). Using Lemma 4.5/ (8), we obtain that
S5, = t(p) indeed holds.

o  follows by an application of necessitation to some formula, for example ¢,
meaning ¢ is of the form Hjy;, for some j € A. Since ¢; is earlier in the proof it
has a proof whose length is shorter than %, which means that we can apply the
induction hypothesis on it and get S5, |= t(y;). Using Lemma 4.5 (9)), we obtain
that S5, = t(H,p;) indeed holds. O

Soundness and completeness with respect to special models

Just like before, after establishing Lemma 4.9, soundness follows by an easy induction
(see Theorem |4.10). The not-so-easy part is proving completeness, as usual. Luckily, the
standard method of canonical model construction can be carried out
quite smoothly even though some of the axioms of 7%, are not purely frame characterizable
(see Definition 4.7). The idea is as follows: we construct one large model for 72, by
taking all maximal consistent (with respect to .7#,) sets of formulas (see Definition 4.11
and Correctness lemma |4.17) to be the worlds of the model and by defining the valuation
function and the accessibility relations in terms of membership of formulas to such sets
(see Definition 4.15). This way, using the properties of maximal consistent sets and
the Lindenbaum lemma 4.14, we obtain the key result: a formula ¢ € L% belongs to a
maximal consistent set I' if and only if it is satisfied in the world wr corresponding to
it (see Truth lemma 4.16). Finally, using all these results, we obtain completeness by
contraposition (see Theorem 4.18]).

Recall that K45, is the class of models with transitive and euclidean accessibility relations
(see Definition 2.9).
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4. A MODAL LOGIC OF HOPE
Definition 4.7. The class K455° of models consists of all Kripke models of the form
MY = (W, n, H,..., Hn) € K45,
where for every i € {1,...,n}, and every w,w’ € W:
e if M w = correct;, then w € H;(w),
e if M w k= faulty;, then H;(w) = @, and
e for allw' € H;(w), it is the case that M w' |= correct;,
where H;(w) == {w' : (w,w’) € H;}.
Remark 4.8. Note that the class K455° is not based on any class of Kripke frames.
We first show that the axioms and inference rules of .77, from Figure 4.1 are satisfied on
this class of Kripke models.
Lemma 4.9. For all M € K45%°, all w € D(MH), all p,v € L, and all i € A holds
the following:
1. if @ is an instance of a propositional tautology, then M = o;
2. Ka50° = Hip A Hi(p — ) — Hitp;
3. K45(r:10 ': HZ()O — HZHz(p,
4. K45° = —H;o — Hi~H;p;
5. K45%° = correct; — (Hip — ¢);
6. K455° = faulty; — H;p;
7. K455° |= H;correct;;
8 If M7 w = ¢ and M™ w = ¢ — 1, then M w = v;
9. if M |= o, then M = H;p.
Proof. 1. This follows immediately from the fact that the interpretation of A and —
in the definition of the |= relation is the same as in propositional logic.
2. Take an arbitrary model M = (W, m,H1,...,H,) € K455° and an arbitrary state
w e W. Assume MY w = Hyp A Hi(p — 7). This means that for all w’ € W
such that (w,w’) € H;, we have both M w' |= ¢ and M¥ w' |= ¢ — . By
the definition of the = relation, we have that M, w’ = 1) must then also hold.
Therefore, M w = H; indeed holds.
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3. Take an arbitrary model MH = (W, m,H1,...,H,) € K45 an an arbitrary state
w € W. Assume MY w = H;p. Consider an arbitrary w’ € W such that
(w,w") € H; and an arbitrary w” € W such that (v',w”) € H;. Since H,; is
transitive according to Definition 4.7, we also have (w,w”) € H;. Therefore,
MM w" = ¢ must hold, by assumption. Since w” € W was chosen arbitrarily, now
M w' |= H;o follows. Finally, since w’ € W was also chosen arbitrarily, we obtain
MY w = H;H;p.

4. Take an arbitrary model M = (W, 7, H1,...,H,) € K45 and an arbitrary state
w € W. Assume MY w = —H;p. This means that there exists some w' € W
such that (w,w’) € H; and M w' [~ ¢. Consider now an arbitrary w” € W such
that (w,w"”) € H;. Since H; is euclidean according to Definition 4.7, we have that
(w”,w') € H; holds too in this case. Thus, M, w” = —H,p. Since this is true for
all w” € W such that (w,w”) € H;, M w = H;i=H;p follows.

5. Take an arbitrary model M = (W, m, H1,...,H,) € K45° and an arbitrary state
w € W. Assume M w |= correct;. According to Definition 4.7, it follows that
w € Hi(w), ie., (w,w) € H;. Now suppose that M w = H;p holds as well. This
means that, for any w’ € W such that (w,w’) € H;, M¥, w' |= ¢ holds. Since we
do have that (w,w) € H,;, it follows that M w [= ¢ holds, as desired.

6. Take an arbitrary model M¥ = (W, 7, Hy,..., H,) € K455° and an arbitrary
state w € W. Assume M w = faulty;. According to Definition 4.7, it follows
that H;(w) = &, i.e., there exists no w’ € W such that (w,w’) € H;. To prove
MY w = H;p, we have to show that MY w' |= ¢ holds for all w' € W such
that (w,w’) € H;. Since there are no such w’ € W, we have that M w = H;p
vacuously holds.

7. Take an arbitrary model M = (W, 7w, Hy,...,Hy) € K455 and an arbitrary state
w e W. To prove M w = H;correct;, we need to show that MH = correct;
holds for all w’ € W such that (w,w’) € H;. But this follows immediately from
Definition 4.7.

8. This follows immediately from the fact that the interpretation of A and — in the
definition of the |= relation is the same as in propositional logic.

9. If M |= p, then MY w' |= ¢ holds for all states w’ € W. In particular, for any

state w € W, it follows that M w' = ¢ for all w’ € W such that (w,w’) € H,;.

Thus, we have M w |= H;p for all w € W. Hence, M |= H;p. O]

Theorem 4.10 (Soundness). The aziom system e is sound with respect to the K455°
class of models.

Proof. For an arbitrary ¢ € L$7, using the close correspondence of Lemma 4.9 and
Figure 4.1} it is straightforward to prove, by induction on the length of the derivation of
¢ in J%,, that if ¢ is JZ.-provable, then it is also valid with respect to class K455°. [
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Definition 4.11. A formula ¢ € L is consistent with respect to H if —p is not -
provable, i.e., there does not exist a proof of =y in .. A finite set {¢1,..., ¢} C LY
of formulas is consistent with respect to e, exactly if w1 A--- A @i is consistent with
respect to 7., and an infinite set of formulas is consistent with respect to 7, exactly if
all of its finite subsets are consistent with respect to Heo. Furthermore, a set I' C LY of
formulas is maximal consistent with respect to o, if

e I' is consistent with respect to 7., and

e for all ¢ in LY but not in T, the set I' U {p} is not consistent with respect to .

The following technical lemma will prove to be useful when proving various results

throughout the chapter:

Lemma 4.12. Let o, € LY and I' C LF} be a maximal consistent set with respect to

o Then the following holds:

1. F H P > pE r;

2. pell «— —pgl;

3. oNpel <= pelandyel.

Proof. 1. Let F z, ¢. Assume towards a contradiction that ¢ ¢ I'. Given the
assumption that I' is maximal consistent with respect to J%,, we get that I' U {¢}
must be inconsistent with respect to #.,. This means that there exists a finite set
of formulas

{61,...,0} CTU{p}
such that

Foe, 2(01 A ABg).
Since I' is assumed to be consistent with respect to 4%, it follows that ¢ = 6;
must hold for some i € {1,...,k}. Using propositional reasoning, we, thus, further
obtain Fz ¢ — (61 A...0;—1 ABip1 A--- Abg), which, combined with F 2 ¢,
results in ke, =(01 A ... 0;i—1 Abip1 A -+ A Bg), contradicting the consistency of T
with respect to 77%,.

2. (=>): Let ¢ € I'. Assume towards a contradiction that =p € I'. Given that
{p,7p} C T is inconsistent with respect to J#,, we obtain a contradiction
with the assumption that I' is consistent with respect to J22,.

(<=): Let ~¢ ¢ I'. Assume towards a contradiction that ¢ ¢ I'. Given the
assumption that I' is maximal consistent with respect to J%,, we get that
I'u{—¢} and I U {} must be inconsistent with respect to .7,. This means
that there exist finite sets of formulas
{(91,...,9k} cru {_'QO}
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and

{01,....0} CTU{s}
such that

F(;gcéo —|(91 FANEIIVAN Qk)
and

Ftee (0L A NG

Since I' is assumed to be consistent with respect to .77%,, it follows that
- = 6; and ¢ = 0; must hold for some ¢ € {1,...,k} and j € {1,...,(}.
Thus, we have 2 =(01 A~ A1 A= ABiy1 A+ ANOg) and F . (0] A
-~-A9;,1A¢A6;HA---A9;). Let £:=60, A NO;i_1 Nbiz1 A~ N0 and
§ = 01N A0 _ A0S A A So, now o, 2(EAw) and g, (E A ).
From this, using the propositional tautology —(£ A=) A= (&' Ap) = —(EANE),
we obtain 2. =(EAE), ie, Fog, (01 A ANOi1 AOiga A~ NO ANOL A+ A
04 N0y Ao AO%) contradicting the consistency of I' with respect to ..

3. (=): Let ¢ A € T'. Assume towards a contradiction that ¢ ¢ T'. From 2.,
—p € T follows. Given that the set {p A1, 7o} C T'is inconsistent with respect
to 7%, we obtain a contradiction with the assumption that I' is consistent
with respect to J%,. We prove that ¢ € I' holds analogously.

(<=): Let p € T" and ¢ € T'. Assume towards a contradiction that ¢ A & T
From 2., =(p A4) € T follows. Given that the set {¢, 9, = (¢ A1)} C T is
inconsistent with respect to .7%,, we obtain a contradiction with the assumption
that I' is consistent with respect to 5%. ]

Lemma 4.13. Let o, € LT and I' C LE} be a maximal consistent set with respect to
o If pe ' and ¢ —p €T, then ¢ € T,

Proof. Let p € I' and ¢ — ¢ € I'. Assume towards a contradiction that ¢ ¢ I'. From
Lemma 4.12 (2), ¢ € I follows. Given that the set {¢, o — ¢, )} C I is inconsistent
with respect to J#,, we obtain a contradiction with the assumption that I' is consistent
with respect to %,. O

Lemma 4.14 (Lindenbaum lemma). Let I' C L9. IfT' is consistent with respect to 7,
then there exists a set I'* D I' such that I'* is maximal consistent with respect to 7.

Proof. Assume that ' is consistent with respect to J%,. First, let us enumerate all
formulas from L3 (without repetitions): g, ¢1,...,¢n,... Next, we define recursively
the following infinite sequence of sets A;:
AO = F,
A {Ai U{ei}, if A;U{p;} is consistent with respect to .77,
i+1 =

A, otherwise.
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Let I'* := oLj A;. Obviously, I'* O I'. Each set A; is consistent with respect to %,
by construlctgon. To show that I'* too is consistent with respect to 7%%,, assume the
opposite towards a contradiction: there exists a finite set IV C I'* such that I" is
inconsistent with respect to #,. Therefore, I" C A;, for some j € Ny, must hold since
Ag C Ay C---CA, C.... However, this now contradicts the consistency of A;. To
show that I'* is maximal as well, assume the opposite towards a contradiction: there exists
©; € LS such that ¢; & I'™ and I'*U{¢;} is consistent with respect to . It follows that
A;jU{p;} must be inconsistent with respect to S, (by the definition of sets A;). However,
this now contradicts the consistency of I'* U {¢;} since A; U{¢p;} CT* U {yp;}. O

Definition 4.15 (Canonical model). We define the so-called canonical Kripke model
M= (W€ rm HS, ..., )

of o in the following way:

We¢ = {wr : T is some maximal consistent set with respect to #},
m(p) = {wr € W |p €T},
Hi = {(wr,wa) : T'/H; € A},

(2

where I'/H; = {¢ : Hip € T'}.

Lemma 4.16 (Truth lemma). For any formula ¢ € L3}, and any maximal consistent
set I' with respect to 2,

pel < M°uwrE .

Proof. We proceed by induction on the structure of .

Base case: If ¢ is p € Prop U Co, then the statement of the lemma follows immediately
from the definition of 7¢.

Induction step:

1. If ¢ is of the form —1, then ¢ € T' is equivalent to =i € I', which is further
equivalent to ¥ ¢ I' by Lemma 4.12 (2). By the induction hypothesis, this is now
equivalent to M€ wr ¥ v, i.e., M wr = ), i.e., M wr = ¢.

2. If ¢ is of the form 11 Ao, then ¢ € T is equivalent to ¢ A 9y € I' which is further
equivalent to 11 € I" and 9 € I' by Lemma [4.12 (3)). By the induction hypothesis,
this is now equivalent to M€ wp = ¢ and M€ wy |= 1, i.e., M wp = 1 A 1o,
e, M wr E .

3. Assume that ¢ is of the form H;i.
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(=):

Let H;ip € I'. Take an arbitrary wa € W€ such that (wr, wa) € HS. We now
have that ¢y € A must hold according to the definition of H{. By applying
the induction hypothesis, we obtain M€ wa = 1. Therefore, M€ wr = H;y
indeed holds.

: Let M€, wr = H;t. It follows that the set (I'/H;) U{—%} must be inconsistent

with respect to %, because otherwise there would exist a maximal consis-
tent set A with respect to %, extending it (according to the Lindenbaum
lemma 4.14)), and, by construction, we would have (wr, wa) € H{. Using the in-
duction hypothesis, we would then obtain M€ wa W~ 1, and so M€, wr (= H;p,
contradicting our original assumption. Since (I'/H;) U {—} is hence indeed
inconsistent with respect to %,, some finite subset, say {¢1, ... @k, 710}, must
be inconsistent with respect to .#%,. This means that =(o1 A -+ A @ A =) is
Ho-provable. Thus, by propositional reasoning, we have

Foto o1 = (2 = (- = (o = ¥)..0),
and by necessitation,
Fote Hi(pr = (02 = (- = (or = ) ...))).

By induction on k, using axiom K and propositional reasoning, it is straight-
forward to prove

Fote Hilpr = (o2 = (- = (o = ¢)...))) =
(Hipr = (Hipz — (- = (Hipp — Hizh) ...))).

Now, by modus ponens, we finally get
Fae, Hipr = (Hipa — (- = (Hypr = Hip) ...)).

It follows that the set {H;y1,..., Hipk, "H;1} is inconsistent with respect
to o as well. By the definition of I'/H;, since ¢1,...,0r € I'/H;, it
must be H;p1,...,Hypr € T'. As either H;3p or —=H;1 is in I' according
to Lemma [4.12 (2)), we must in fact have Hyip € I' or else I' would not be
consistent with respect to J%,. ]

Lemma 4.17 (Correctness lemma). M¢ € K455°.

Proof. We need to show that the four conditions from Definition |4.7 are satisfied for
M€= (We, ¢ HS, ..., HE)M

!Note that W€ # @ since any consistent set (for example, the set {T}, which we know is consistent
with respect to 7, because ¥, =T by Theorem |4.10) with respect to %%, can be extended to a
maximal consistent with respect to 7., according to Lindenbaum lemma 4.14.
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1. Assume (wr,wa) € HS and ¢ € I'/H;. Then H;p € I', according to the definition
of I'/H;. Axiom 4" Lemma 4.12 (1), and Lemma 4.13 imply H;H;p € T', which
further implies H;p € I'/H;. Using the definition of Hf, we also obtain H;p € A.
Thus, ¢ € A/H; follows, which implies that I'/H; C A/H; holds. Assume now
¢ ¢ T/H;. Then H;p ¢ T, according to the definition of I'/H;. Axiom 57,
Lemma 4.12| (1-2)), and Lemma [4.13 imply H;—H;p € I, which further implies
—H;p € I'/H;. Using the definition of H¢, we also get —~H; € A. Since A is
a maximal consistent set with respect to J%,, we now have H;p ¢ A according
to Lemma 4.12| (2)). Thus, ¢ ¢ A/H; follows, which implies that A/H; C I'/H;
holds as well. Transitivity and euclideanity now easily follow using the fact that
(wp,wa) € H$ implies I'/H; = A/H;: For transitivity, assume (wp, wa) € H$ and
(wa,wy) € HS. By definition, A/H; C U follows (I'/H; C A follows as well). From
A/H; CU and I'/H; = A/H; we obtain I'/H; C U, which implies (wr,wy) € HS,
as desired. The proof of euclideanity is similar.

2. Let wp € W€ be a state satisfying M¢ wr | correct; and let ¢ € I'/H;, that
is, Hyp € T'. Using Lemma 4.16, we obtain correct; € I'. From axiom T'7,
Lemma 4.12 (1), and Lemma 4.13, ¢ € T follows. Since ¢ was chosen arbitrarily,
this means that I'/H; C I holds. By the definition of #¢, this implies wr € H{(wr).

3. Let wp € W€ be a state satisfying M€, wr = faulty;. Using Lemma 4.16, we obtain
faulty; € T'. From axiom F', Lemma 4.12 (1), and Lemma 4.13, H;p € T follows for
any . This means that the set I'/H; contains all formulas. Since there does not
exist a maximal consistent set A with respect to 7%, such that I'/H; C A holds,
we obtain HS(wr) = @.

4. Let (wr,wa) € H. Since Hjcorrect; is axiom H, from Lemma 4.12 (1) we get
H;correct; € T' and, consequently, correct; € T'/H;. Using the definition of H¢,
we conclude that correct; € A holds as well. Using Lemma |4.16, we thus obtain

MY wa = correct;. O

Theorem 4.18 (Completeness). The azxiom system ., is complete with respect to the
K45%° class of models.

Proof. We prove the contrapositive. Assume ¥ 4 ¢. Therefore, { ¢} must be consistent
with respect to .. Using the Lindenbaum lemma 4.14, we obtain that {—¢} is contained
in some maximal consistent set I" with respect to J%,. According to Lemma [4.16, it
thus follows M€ wp = -y, i.e., M wp £~ ¢, where M€ is the canonical Kripke model
for J#, defined in Figure 4.1, Therefore, K455° [~ ¢ since M¢ € K455° as shown in
Lemma 4.17. ]

Corollary 4.19. The aziom system .72, is sound and complete with respect to the K455°
class of models.
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4.2. Soundness and completeness results

Completeness with respect to S5 models via translation

Lemma 4.20. For any model M = (W, m, H1,...,Hy) € K45, there exists a corre-
sponding model M™ = (W, m,K1,...,K,) € S5,, such that the following holds for any
formula ¢ € LY and any state w € W :

M7 wk=o iff M5 wk=t(p).

Proof. Let M = (W, m,H1,...,Hy) € K45, The corresponding model is constructed
by taking
Ki=H; U{(w,w) | M5, w = faulty;} (4.1)

for all s € {1,...,n}. We proceed by induction on the structure of .

Base case: If ¢ is p € Prop U Co, then ¢(p) = p according to Definition |4.4. Now, the
statement of the lemma immediately follows as 7 is same in M and MK,

Induction step:

1. If ¢ is of the form =), then t(—1)) = —t(¥)) according to Definition 4.4, Using the
induction hypothesis, we obtain M, w = ¢ iff M"Y, w = = iff M7 w & o iff
M w0 4(6) I MR, w b= () ff M5, w = t() i M¥,w = 1),

2. If ¢ is of the form 1)1 At)g, then t(¢1 A1hy) = t(11) At(1)2) according to Definition 4.4l
Using the induction hypothesis, we obtain M7 w = ¢ iff M7 w = 1 A 1y
iff M7 w = 1 and MP w |= o iff ME w = t(y1) and ME w = t(yo) iff
MK,’UJ E (1) A t(ie) iff MK,’UJ E t(Y1 A o) iff MK,U) = t(p).

3. Assume that ¢ is of the form H;i. We need to show
MY wiE=Hy iff M wl= correct; — K;(correct; — t(1))).

(=): Assume M w = Hyp. This means that for all w’ € W such that (w,w’) € H;,
M w' |= 4 holds. Assume now M w = correct;. Take an arbitrary w’ € W
such that (w,w’) € K;. By (4.1), this means that either (w,w’) € H; or w’ = w
and M5, w = faulty;. Since, by assumption, M* w = correct; (i.e., M*, w
faulty;), it follows that (w,w’) € H; must hold. Therefore, M w' = ) follows
by assumption. From this, by applying the induction hypothesis, we obtain
ME w' = t(x). Consequently, MX w' = correct; — t(3)) also holds. Since
w' € W was chosen arbitrarily, we get M w = K;(correct; — t(3)). Thus,

MX w = correct; — K;(correct; — t(v)), i.e., M® w = t(Hyp) indeed holds.

(«): Assume M5 w |= t(H;ip) = correct; — K;(correct; — t(1))). Therefore, either
ME w [~ correct; or M w = K;(correct; — t(1p)). If M¥ w W correct;,
then M w K& correct;, i.e., M H = faulty; follows as shown in the base
case. Thus, we get M w |= H;¢ using Lemma 4.9. Assume now that
M5 w = K;(correct; — t(1)). This means that for all w’ € W such that
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(w,w") € K;, we have that M w' = correct; — t(3)) holds, that is, either
ME w' W correct; or M¥ w' |= t(¢). In particular, for all w' € W such
that (w,w’) € H;, either MK w' [~ correct; or M¥ w' |= t(v). If ME W' [~
correct;, then MH w' [~ correct;, i.e., M w' |= faulty; holds too as shown
in the base case. Since there exists no w’ € W such that (w,w’) € H; and
M w' = faulty; according to Definition 4.7, it follows that for all w’ € W
such that (w,w') € H;, M¥ w' = t(¢) holds. By applying the induction
hypothesis now, we obtain that M w’ = holds for all w’ € W such that
(w,w') € H;. Thus, M w = H;p indeed holds.

It remains to show that M € S5,, i.e., it remains to show that the relations K; are
reflexive, transitive and euclidean. Transitivity and euclideanity follow based on the fact
that H; satisfy these properties. To show reflexivity, let w € W. If M% w = correct;,
then M, w = correct; holds too, thus (w,w) € H; follows by Definition 4.7. Therefore,
(w,w) € K; holds too according to the definition of KC;. If M w = faulty;, then
(w,w) € K; immediately follows from the definition of ;. O

Hence, we can show:

Theorem 4.21 (Completeness via translation). For any formula ¢ € L7,
ShhEty) = Fo e

Proof. We prove the contrapositive. Let ¥, ¢. Corollary 4.19 now implies that K455° (=
¢ must also hold. This means that there exists a model M € K455 such that M [~ .
We now have that there exists a state w € D(M*) such that M w £ . According to
Lemma 4.20, there exists a corresponding model M* € S5, such that M w |~ t(¢).
Therefore, M [~ t(¢) holds as well. Finally, we obtain S5, [~ t(¢), as desired. O

We gather the results stated in Theorem 4.6 and Theorem |4.21) in the following corollary.

Corollary 4.22. For any formula ¢ € L,
I_L%o 80 <~ S5n ): t((p)
which finally allows us to conclude the following:

Ks =@ <= b, <= Shhtlp) <= ks, t(p).

Strong soundness and strong completeness

We will now show that the axiom system 7%, is also strongly sound and strongly complete
with respect to the K455° class of models.

First, we need to know how to derive a formula from a set of premises.
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4.2. Soundness and completeness results

Definition 4.23. A JZ,-derivation from premises I' C LY is a sequence of formulas
©1,.. ., 0k € LS such that for each i =1,... k:

o p;=H, .Hg, & for some m > 0 and some (instance of an) axiom & of Hio, or

A - -
e ; follows from p; = @j, — @; and @j;, by modus ponens for some ji,ja < 1, or

e ;€T

A Ho-derivation (from T C L) ¢1,..., ¢k is a Ho-derivation (from I' C L) for ¢y.

We will write I' 4 ¢ to denote the fact that ¢ can be derived from I' in .

Remark 4.24. Note that necessation is omitted in the second clause of the Definition|4.23.
Therefore, we do not allow derivations of the form

¢ o, Hip. (4.2)

This is because (4.2)) combined with the Deduction theorem 4.29 would lead to &, @ —
Hip (and we know that ¥ ., ¢ — H;p holds since K&b3° = o — Hip).

The following lemma states that -, is closed with respect to modus ponens.

Lemma 4.25. Let I' C LY and ¢, € LY. If 'y, o and T Fyp, o — 9, then
TFo, -

Proof. Follows immediately according to Definition 4.23. O
Theorem 4.26. For any ¢ € LS,

Faw, p = Ol e
Proof. Let p € LS.

(=>): Assume k2 ¢. We proceed by induction on the length of the derivation of ¢ in
Ho. Let 1,00, . ..,k be a proof of the formula ¢ in J%,. If K =1, then ¢ is an
instance of an axiom in . Therefore, according to Definition |[4.23| it immediately
follows that @ &z ¢. Assume now that the desired statement holds for every
formula which has a proof of length shorter than k£ and consider the formula ¢
which has a proof of length k. There are two possibilities: either ¢ is an instance
of some axiom in %, or ¢ follows by an application of an inference rule. We
already dealt with the first possibility in the base case, so we consider the second
possibility.
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— Let us assume that ¢ follows by an application of modus ponens to some
formulas, for example ¢; and ¢; — . Since these two formulas are earlier in
the proof, they have proofs whose lengths are shorter than k. After applying
the induction hypothesis on them we get @ . ¢; and @ F o, i — .
Using Lemma [4.25, we obtain that @ -z ¢ indeed holds.

— Let us assume that ¢ follows by an application of necessitation to some formula,
for example ;, meaning ¢ is of the form H,,p;, for some a; € A. Since ¢;
is earlier in the proof it has a proof whose length is shorter than k, which
means that we can apply the induction hypothesis on it and get @ F .. ¢;.
We proceed by induction on the length of the derivation of ¢; in J%, from
the empty set of premises. Let ¥1,9,...,1; be a proof of ¢; in J, from the
empty set of premises. If [ = 1, it means that ¢; = H,,, ... H, & for some

m > 0 and some (instance of an) axiom & of J#,. In this case, according to

Definition 4.23, & &, Ho; Hy,, ... Hq &, that is, @ &z He; @i, immediately

follows. Assume now that the desired statement holds for every formula which

has a proof of length shorter than [ and consider the formula ¢; which has

a proof of length [. There are two possibilities: either ¢; = H,,, ... Hq &

for some m > 0 and some (instance of an) axiom £ of %, or ¢; follows by

an application of modus ponens. We already dealt with the first possibility
in the base of the induction, so we consider the second possibility. Let us
assume that ¢; follows by an application of modus ponens to some formulas

Y and ¥n, — ;. Since these two formulas are earlier in the proof, they

have proofs whose lengths are shorter than [. After applying the induction

hypothesis on them we get @ ., Hop and @ i, Ho, (Yn — @i). We
know that @ b, Ha (Yn — i) — (Hqton — Hjp;) holds because it
is an instance of the K axiom. Thus, from @ ., H,, (Y — ;) and

D oy Hay(bn — i) = (Ha;9on — Hjp;), using Lemma [4.25, we obtain

D, Haj’(/)h — Hjp;. Finally, from @ & 4 Haﬂbh and @ g, Haﬂ[}h —

Hjp;, by applying Lemma 4.25 again, we obtain & - Hq, i, as desired.

(<=): Assume @z ¢. We proceed by induction on the length of the derivation of ¢ in

HZo from the empty set of premises. Let @1, o, ..., @i be a proof of the formula ¢
in %, from the empty set of premises. If k = 1, then ¢ = H,,, ... H,, & for some
m > 0 and some (instance of an) axiom £ of JZ:

— If m =0, that is ¢ = &, then we immediately obtain 2 ¢,

— If m > 0, then, by applying necessitation m times on - &, we obtain
Foe, Ha,, ... Hg &, that is, Fz @, as desired.

Assume now that the desired statement holds for every formula which has a proof
of length shorter than k and consider the formula ¢ which has a proof of length
k. There are two possibilities: either ¢ = H,,, ... Hy & for some m > 0 and some
(instance of an) axiom & of /%, or ¢ follows by an application of modus ponens. We
already dealt with the first possibility in the base of the induction, so we consider
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4.2. Soundness and completeness results

the second possibility. Let us assume that ¢ follows by an application of modus
ponens to some formulas ¢; and ¢; — . Since these two formulas are earlier in
the proof, they have proofs whose lengths are shorter than k. After applying the
induction hypothesis on them we get 2. ¢; and F 2, ¢; — ¢. By applying modus
ponens, we obtain F_z_ «, as desired. ]

Corollary 4.27. Let I' C LY and ¢ € LS. Then,

b, ¢ = Tl p.

Using this result, we can now prove:

Lemma 4.28. Let I' C L. If ' is inconsistent with respect to Ao, then I' =4z L.

Proof. Assume that T" is inconsistent with respect to ##,. According to Definition 4.11],
this means that there exists a finite set of formulas

{91,,9k}§F

such that
l_%”co —|(91 /\--'/\Qk)

Using the previous corollary, we obtain that
Fl_%”co ﬁ(elA---/\Gk)

holds as well. However, since {61,...,0;} C T, we have I' - 01 A --- A 6 according to
Definition 4.23. Thus, I' 4 L indeed follows. O

Theorem 4.29 (Deduction theorem). Let I' C L) and ¢,v € LS. Then,

Fu{ytrm, ¢ = Tl =

Proof. We proceed by induction on the length of the derivation of ¢ from I' U {4} in
Heo. Let @1,..., ¢k be a proof of the formula ¢ from I' U {¢} in J%,. If k =1, then we
have the following three possibilities:

e o =H,, ..
Using the fact that ¢ — (¢» — ¢) is an instance of a propositional tautology
and Definition |4.23, we obtain I' F»_ ¢ — (p — ¢). By applying Lemma 4.25,

I' =z, ¥ — ¢ follows.
o € I'. Analogously to the previous case, we obtain I' -z ¢ — ¢.

e = 1. Using the fact that ¢» — 1 is an instance of a propositional tautology and
Definition 4.23, we obtain I' -z ¢ — ¢.

.Hg & for some m > 0 and some (instance of an) axiom & of J%,.
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Assume now that the desired statement holds for every formula which has a proof of
length shorter than k and consider a formula ¢ which has a proof of length k. This means
that the last formula in the proof is ¢. There are four possibilities: ¢ = H,,, ... Hg, & for
some m > 0 and some (instance of an) axiom £ of J#,, or ¢ € ', or ¢ = 1), or ¢ follows
by an application of modus ponens. We already dealt with the first three possibilities in
the base case, so let us consider the remaining possibility: ¢ follows by an application of
modus ponens to some formulas, for example @; and @; — . Since these two formulas
are earlier in the proof, they have proofs whose lengths are shorter than k. By applying
the induction hypothesis on them, we get I' bz ¥ — @; and T' oz, 0 — (@i — @).
Using Lemma 4.25| and propositional reasoning, we obtain I' =2 ¥ — . O

Next, we need to know when a formula is a logical consequence of a set of formulas.

Definition 4.30. Let C be a collection of Kripke models. Let I' C LS and ¢ € LF. We
say that ¢ is a local logical consequence of T' and write T' |=c ¢ if, for any M € C and
any w € D(M), we have

M,wEvYy forall e’ = M, wlkE .

We will now prove that =ase is closed too with respect to modus ponens:

Lemma 4.31. Let I' C LY and ¢, € LY. If ' Fkase ¢ and I’ Fxaseo p — ¥, then
I' Fkase ¥.

Proof. Assume that I' =kase0 ¢ and T' Fkase @ — 1) hold. Take an arbitrary M " —
(W, 7, H1,...,Hn) € K45 and an arbitrary w € W. Let M w = ¢, for all € € T.
Since I' Fxaseo 0, M, w = ¢ follows. Since I' Frase ¢ — ¢, M w = ¢ —
¢ follows too. Consequently, we obtain MY w |= 1, as desired. Since MY =
(W, m,H1,..., Hyp) € KA55° and w € W were chosen arbitrarily, T' f=kase ¢ follows. [

Finally, we have all the necessary pieces to prove the following theorem.

Theorem 4.32 (Strong soundness and strong completeness). Let I' C L9 and ¢ € LS.
Then
T l_jféo ) e T |:K45ﬁo ©.

Proof. Strong soundness: Follows by induction on the length of the derivation of ¢ from
I'in J2,.

Strong completeness: We prove the contrapositive. Assume I' ¥,z . Then it is easy
to prove that I' U {—¢} must be consistent with respect to .#%,: Assume the opposite,
i.e., ' U{—¢p} is inconsistent with respect to .. Therefore, according to Lemma |4.28,
I'u{—-¢} F L. Deduction theorem |4.29 now implies I" -, —¢ — L. Using propositional
reasoning, from this we further obtain I' . _ ¢, contradicting our original assumption.
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4.3. Finite model property and decidability

Since I' U {—} is indeed consistent with respect to %%, it is contained in some maximal
consistent set A with respect to ., according to the Lindenbaum lemma 4.14. From
Lemma 4.16, we thus obtain

M wa E—¢ and M¢wa v forall ¢ eT,
where M€ is the canonical Kripke model for 7, defined in Definition 4.15. However,
M€, wa = ~¢ means that M¢, wa = ¢ does not hold. Therefore, I' fFkasco . O
Therefore, using Theorem 2.22, we immediately get:

Corollary 4.33. The logic of hope is compact.

4.3 Finite model property and decidability

For the translation t : L9 — L% stated in Definition 4.4, we can prove the converse of
Lemma 4.20:

Lemma 4.34. For any model MX = (W,n,K1,...,K,) € S5,, there exists a corre-
sponding model M = (W, m, H1,..., Hyp) € KASL, such that the following holds for any
formula ¢ € LT and any state w € W:

MI wi=e iff ME wEt(p).

Proof. Let MX = (W, n,K1,...,K,) € S5,. The corresponding model is constructed by
taking
Hi = {(w,w') € K; | M w |= correct; and M" w' |= correct;}. (4.3)

for all i € {1,...,n}. We proceed by induction on the structure of ¢.

Base case: If ¢ is p € Prop U Co, then ¢(p) = p according to Definition |4.4. Now, the
statement of the lemma immediately follows as 7 is same in M and MK,

Induction step:
1. If ¢ is of the form =), then t(—)) = —t()) according to Definition |4.4. Using the

induction hypothesis, we obtain M w |= ¢ iff M" w = = iff M7 w W o iff
MK, w i t(6) fE MK, w = () iff MK, w = 1) i MK, w = ().

2. If o is of the form 1)1 Ao, then t(¢1 Ape) = t(¢1) At(1h2) according to Definition 4.4l
Using the induction hypothesis, we obtain M w = ¢ iff M7 w = 1 A1y
iff M7 w = 1 and MP w |= o iff ME w = t(y1) and ME w = t(yo) iff
MK,U) E (1) A t(ie) iff MK,U) E t(Y1 A o) iff MK,U) = t(p).

3. Assume that ¢ is of the form H;1. We need to show

M w=Hy iff ME w = correct; — K;i(correct; — t(1))).
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(=):

Assume M w = Hyp. This means that for all w’ € W such that (w, w') € H;,
M w' = 9 holds. That is, according to (4.3), for all w’ € W such that
(w,w') € KK; and M w |= correct; and M w' |= correct;, M w' = 4 holds.
Assume now M w |= correct;. Therefore, M w = correct; as shown in the
base case. Take an arbitrary w’ € W such that (w,w’) € K;. Assume further
M w' = correct;. Therefore, M w' |= correct; holds too as shown in the
base case. Consequently, M w' |= ), by assumption. From this, by applying
the induction hypothesis, we obtain M* w' = t(¢), as desired.

. Assume M w |= t(H;p) = correct; — K;(correct; — t(1)). Therefore, either

ME w W~ correct; or M¥ w |= K;(correct; — t(v)). If ME w [= correct;,
then M w [~ correct; as shown in the base case. Thus, according to (4.3),
H(w) = 0, so MH w |= H;yp vacuously holds. Assume now that M% w =
K;(correct; — t(1))). This means that for all w’ € W such that (w,w’) € K;,
we have that M% w' = correct; — t(3)) holds. Take an arbitrary w' € W
such that (w,w’) € H;. According to (4.3), this means that (w,w’) € K; and
MH w = correct; and M w' |= correct;. Therefore, M w' |= correct; holds
too, in particular, as shown in the base case. Consequently, M w' = t(¢),
by assumption. From this, by applying the induction hypothesis, we obtain
M w' =), as desired.

It remains to note that M € K455°:

o Transitivity and euclideanity of H; follow easily since K; satisfies these properties.

o If MH w = correct;, then w € H;(w) follows easily since K; is reflexive,

o If M w = faulty;, that is, M w [~ correct;, then H;(w) = @ follows immediately,

o For all w' € H;(w), according to (4.3), it is the case that M7 w' = correct;. [

It is well-known [FHMV95] (Theorem 3.2.4, p. 69) that:

Theorem 4.35. The logic of /5, has the FMP.

Therefore, we can easily show that:

Theorem 4.36. The logic of 7, has the FMP.

Proof. Take an arbitrary ¢ € L59. If ¥z ¢, then ¥ o5, t(p) by Corollary 4.22. According
to Theorem 4.35, there exists a finite model M¥ € S5, of .75, such that M |~ t(y).
Therefore, there exists a world w € D(MX) such that M w [~ t(p). According to
Lemma 4.34, there exists a model M ¢ K45:° such that M H o = ¢ holds. Therefore,
MM (£ o also holds. It remains to note that M is finite since it has the same exact
domain as M. O
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4.4. Related work

Similarly, it is well-known [FHMV95] (Corollary 3.2.5, p. 70) that:

Theorem 4.37. The logic of .75, is decidable.

Using this result, we can obtain:

Theorem 4.38. The logic of 7 is decidable.

Proof. Since the logic of 74, is finitely axiomatizable, it follows that it is recursively
enumerable according to Lemma [2.24. It remains to show that the complement of the
logic of 7%, is also recursively enumerable (see Proposition [2.23). By Theorem 4.37,
the logic of .75, is decidable, so we know that the set of all .#5,-refutable formulas
is recursively enumerable, in particular. Combining this with Corollary |4.22 and the
fact that for each formula ¢ € £ such that .75, ¥ ¢ it is easy to write an algorithm
that checks (in finite time) whether there exists a formula ¢* € L9 such that t(¢*) = ¢
for t : LY — L3 as defined in Definition 4.4, allows us to conclude that the set of all
Ho-refutable formulas is recursively enumerable as well. Therefore, decidability of the
logic of ., follows/? O

4.4 Related work

Moses and Shoham [MS93] introduce three binary modal operators describing single
agent’s beliefs as a form of knowledge relativized to an assumption (without committing
to any type of knowledge). The most relevant of the three for us is the first one
Bfp := K(a — ¢)3, where « is any formula in the bi-modal language restricted to
formulas that don’t contain any belief operators, i.e., to formulas that can contain
only knowledge operators. Thus, dropping the agent subscript for a single agent, our
notion of belief By = K (correct — ¢), introduced in Section 3.3, coincides with their
B{"™** 5. The authors also provide independent (from knowledge) sound and complete
axiomatizations for all three belief operators. In particular, they show that B{ is a
K45-type of modality (satisfying two extra properties), assuming K is of type S5.

In [m, Bolander et al. consider a version of public announcement logic, called
attention-based announcement logic, where agents need not pay attention to a public
announcement. Not being attentive (which could be viewed as a special type of fault) is
modeled by designated atoms h; for each agent ¢ (thus, much like the knowledge of our
agents depends on whether they are correct, i.e., whether correct; is true, the knowledge
of their agents after a public announcement depends on whether h; is true). With respect
to introspective properties, the authors consider systems for both non-fault-introspective

and fault-introspective agents, the latter stipulating the attention introspection property:

an attentive agent believes to be attentive, h; — B;h;, and an inattentive agent believes
to be inattentive, =h; — B;—h;. This results in logic K, for non-fault-introspective agents

2 Alternatively, a direct proof can be obtained using techniques from [Kuz08].
3Here subscript 1 means “first operator out of three” rather than agent 1.
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4. A MODAL LOGIC OF HOPE
and a specific extension of logic K45, for fault-introspective ones. Note that, by the very
nature of their work, [BvDH™16| deals with dynamic epistemic notions. The authors
also introduce an adaptation of relativized common belief [bBVEKQ6] called attentive
relativized common belief defined as the greatest fixpoint of the equation x = Efft(go Ax),
where Effl = A (hi = Bi(x = ¢)) is called attentive relativized shared belief and x is

i€ A
the relativizing formula. This closely resembles a group notion of hope called mutual
hope Eff := N\ (correct; — K;(correct; — ¢)).
i€A
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CHAPTER

A new hope

In this chapter, we introduce an alternative axiomatization for the hope modality by
removing the reliance on designated atoms denoting correctness of individual agents
and show that hope can be viewed as a KB4 type of a modality. We also combine hope
modalities with knowledge modalities in a joint logic and present a logic enriched with
both common knowledge and common hope. In these logics we formalize as frame-
characterizable axioms some of the main properties of byzantine fault-tolerant distributed
systems: bounds on the number of byzantine faulty agents and the epistemic limitations
due to agents’ inability to rule out brain-in-a-vat scenarios. All of the logics presented in
the chapter have the finite model property and are decidable. In addition, we describe a
way to define the notion of common eventual hope, which is needed for the epistemic
analysis of the Firing Rebels with Relay problem in the next chapter.

Chapter organization

In Section |5.1] we propose a new axiomatization of the hope modality. One of the
advantages of this new axiomatization is that the resulting logic is a normal multi-agent
epistemic logic. We then proceed by providing a joint system for hope and knowledge
in Section [5.2. In this joint system, we characterize the brain-in-a-vat-like properties of
agents, discussed in Chapter 3, by purely modal logical means. We then enrich the joint
logic with both common hope modality and comon knowledge modality in Section 5.3\
The resulting axiom system turns out to be sound and complete with respect to the
KB4,, class of models. A thorough soundness and completeness proof is also included in
this section. In Section 5.5, we prove that all of the logics presented in the chapter have
the finite model property as well as that they are decidable. Finally, in Section 5.6, we
describe a way to introduce common eventual hope and prove some of its basic properties.
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5.1 Axiomatizing hope (again)

Our first result in this chapter is an alternative axiomatization for hope that deals away
with the designated atoms correct;.

This is achieved by adopting the definition

correct; := - H; L (5.1)
in the language

Ly := L5 |Prop,

where the language L£$7 has been introduced in Section 4.1. It turns out that the logic of
hope in this language is the logic of the class KB4,, of all transitive and symmetric Kripke
frames and is axiomatized by the axiom system ¢ = J#%, (depicted in Figure |5.1).

P . all propositional tautologies
K. Hi(p—¢)ANHyp — Hpp
B o H-Hi~y

47 Hyp — H;Hp
p oY

MP :
(0
2

Nec™ -
H;p

Figure 5.1: Axiom system .7

Remark 5.1. We will write 7+ Ax1+- - -+ Ax,, to represent the axiom system obtained
by adding the axioms Axy, ..., Ax, to the arioms of 4 without changing the inference
rules of 7.

Recall that (see Definition 2.1)): a set of formulas forms a system of a normal multi-agent
epistemic logic if and only if it contains all propositional tautologies and is closed under
the modus ponens inference rule, the K axiom scheme, the necessitation inference rule,
and the uniform substitution rule.

Therefore, we immediately obtain:
Proposition 5.2. The logic of 7 is a normal multi-agent epistemic logic.

Remark 5.3. The new axiomatization makes it easier to see how hope is different from
the usual notion of belief. Indeed, belief is quite often assumed to be consistent, i.e.,
satisfying axiom —B; L (called aziom D in the literature), which fails for hope due to
inconsistent hopes of byzantine faulty agents. On the other hand, axziom B is typically
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5.1. Axiomatizing hope (again)

invalid for belief because, together with 47 | it would preclude agents from having consistent
but false beliefs.

Using the well-known fact that axiom B characterizes the symmetric property of

frames [BARVOI], it is easy to show:

Theorem 5.4. The axiom system € is sound and complete with respect to the KB4,
class of models.

We now show that 7 is equivalent to .7, (see Figure |4.1) modulo abbreviation (5.1):
Theorem 5.5. i.) S F ¢ implies 5 & ¢ for all ¢ € L.

i.) Ao @ implies I+ @t where o € Ly is the result of replacing each correct; in
p € L5 with ~H; L, according to (5.1)).

Proof.  i.) It is sufficient to show J%, I BH . Using faulty; — H;,—H;—y, which is an
instance of axiom F, we get J%, b faulty; — (¢ — H;—H;—y) by propositional
reasoning. Similarly, using correct; — (H;j—~¢ — —p), which is an instance of
axiom T' | we get #Z, & correct; — (¢ — —H;—y). Combining this further
with =H;—p — H;—~H;—p, which is an instance of axiom 57 results now in
Heo & correct; — (p — H;—H;—y). Finally, given that correct; V faulty; is an
instance of a propositional tautology, we obtain %, F ¢ — H;—~H;—p.

ii.) It is sufficient to show that axiom 57, as well as the f-translations of axioms 7"#,
F, and H are derivable in 7.

o That 5 can be derived from 47 and B is a well-known fact (any transitive
and symmetric relation is euclidean).

o The f-translation of T'H is =H; 1L — (Hyyp — 1) for ¢ = ¢f. It is suf-
ficient to show that 2 + —(H;vp — ¢) — H;L holds (the contraposi-
tive). Firstly, ~(H;v0 — ) — Hjp A =) is an instance of a proposi-
tional tautology. Further, H;ip — H;H;i is an instance of axiom 4 and
S+ =) — H;—~H;1p follows by axiom B and propositional reasoning. There-
fore, A+ —(Hjyp — ) — H;H;yvp A H;—H;p follows. It remains to use the
normality of H; and propositional reasoning to replace H; H;y) A H;—~H;1 first
with H;(H; A —H;1) and finally with H; L.

 The f-translation of F' is (modulo a double negation) H; 1 — H; for ¢ = ¢,
which follows by the normality of H; and propositional reasoning from L — 1.

e The f-translation of axiom H is H;—H; 1, which is straightforward to obtain
from -1 — H;—H;—— 1, which is an instance of axiom B, by propositional
reasoning. O
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Recall that we use 0 < f < n to denote the maximal number of byzantine faulty
agents occurring in a single execution of the system. We demonstrate the utility of the
reformulation of the logic of hope, presented in this chapter, by encoding this assumption
in Ly as a frame-characterizable property:

Byz = VA HilL

GCA el
|Gl=n—f

Remark 5.6. Byzy = A —H;L simply states that all n agents are correct.
icA

Proposition 5.7 (Characterizing < f byzantine faulty agents). Byz; is characterized
by the all-but- f-seriality property of Kripke frames F = (W, Hq, ..., H,) requiring each
world to have outgoing arrows for all but f agents:

(vw € W)(3G C A)(IG] = n— f A (i € GYHi(w) # 2).

Proof. Take an arbitrary Kripke frame F' = (W, Hy,...,H,) for the language Lp. We
need to show

F = Byz = F is all-but- f-serial.

(=>): We prove the contrapositive. If F' is not all-but- f-serial, then there is some world

w € W such that any group G C A of n — f agents has some agent ig € G
such that H;,(w) = @. Independent of a valuation m, we can conclude that
(F,m),w = ~H;, L holds for all these agents. Hence, we get (F,7),w = Byz; (for
any 7). Consequently, F' = Byz; follows.

(«<): Let F be all-but-f-serial. Take an arbitrary world w € W. It follows that

there is a group G C A of n — f agents such that H;(w) # @ for all i € G.
Independent of a valuation 7, we can conclude (F,7),w = A;eq ~H;L. Hence, we
get (F,7),w = Byz; (for any 7). This completes the proof that Byz is valid in
F. O

Definition 5.8. The class KB4Z‘f of models consists of all Kripke models from KB4,
with all-but-f-serial Kripke frames.

Using Proposition 5.7, we immediately obtain:

Corollary 5.9. The axiom system F + Byz; is sound and complete with respect to the
KB4~/ class of models.
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5.2. Individual hope and individual knowledge

5.2 Individual hope and individual knowledge

Syntax. We start with Prop and continue by forming formulas by closing under the
Boolean connectives = and A and under the unary modal operators (one for each agent)
Hq,...,H, and Ki,..., K, to obtain the language Lgp, i.e., the language Lky is
generated by the following BNF:
pu=p|-e|(ene)| Kip| Hip,

where p € Prop and i € A. We take T to be an abbreviation for some fixed propositional
tautology, and take 1 to be an abbreviation for = T. Also, we use the following standard
abbreviations from propositional logic: ¢ V ¢ for =(—p A =), ¢ — 1 for = V 1, and
@ > 1pfor (o = ) A (Y — ).
Recall that agent ¢’s hope of ¢ was initially defined in the following way:

Hip <+ (correct; — K;(correct; — ¢)),
in Chapter 3. Using (5.1), we now get:
We denote this formula by KH.

Recall also that a relation R on a set S is called shift serial if R(t) # @ for any t € R(s),
s € S (see Definition 2.7).

Our new language enables us to (almost) characterize formula KH by two frame properties
for the two directions of the equivalence in the following way:

Proposition 5.10 (Characterizing knowledge-to-hope connection). Formula

is characterized by the HinkC property of Kripke frames F'= (W, Kq,...,Kn, H1, ..., Hp)
with shift serial H;:
Hink : H; C K.

Proof. Take an arbitrary Kripke frame F = (W, Kq,..., Ky, H1, ..., Hy) for the language
L kg with shift serial H;. We need to show
FEKH™ — F satisfies HinkC.

(=>): We prove the contrapositive. If F' violates Hin/C, then there are worlds w,v € W
with wH,;v but not wk;v. Consider a valuation 7 such that 7(p) = W\ {v} for some

atom p. We now have (F,7),w = K;(~H; L — p) because K;(w) C W\ {v} = 7(p).

Therefore, we also have that (F,7),w = —-H; L — K;(=H; L — p). However, clearly

(F,m),w = H;p because of v. Thus, we have shown (F,7),w & KH for ¢ = p.

Consequently, F' = KH* follows. Note that this direction does not rely on the
shift seriality of H;.
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(<=): Let us assume that F satisfies HinkC. Let the antecedent in KH hold at an

arbitrary world w € W for an arbitrary valuation 7. In order to show that
(F,7),w = H;p holds, it is sufficient to show (F,7),v | ¢ for all v € H;(w).
It is vacuously true if H;(w) = @. Otherwise, take any such world v. We have
(F,m),w | —H;L because H;(w) # &, thus, (F,7),w = K;(~H;L — ¢) by
assumption. Since H;(w) C K;(w) due to Hink, we now get (F,7),v = —~H; L — ¢.
It remains to make use of H;(v) # &, which we know to be true due to the shift
seriality of #;. Therefore (F,m),v = ¢ indeed holds. This completes the proof that
KH* is valid in F. O

Proposition 5.11 (Characterizing hope-to-knowledge connection). Formula
is characterized by the oneH property of Kripke frames F = (W, Ky, ..., Kn,H1,..., Hn):

oneH : (Vw,v € W) (Hi(w) # @ ANH;i(v) # D AN wkiv = wH,v).

Proof. Take an arbitrary Kripke frame F = (W, Ky,..., Ky, H1,...,Hy) for the language
Lir. We need to show

FEKH™ = F satisfies oneH.

(=): We prove the contrapositive. If F' violates oneH, then there are worlds w,v € W

with H;(w) # @, Hi(v) # @, wk,v, but not wH;v. Consider a valuation 7 such that
7(p) = Hi(w) for some atom p. Clearly, (F,7),w = H;p and (F,7),w | —H;L.
However, (F,7),w = K;(—-H; L — p) since (F,7),v = -H; L — p. Thus, we have
shown (F,7),w £ KH™ for ¢ = p. Consequently, F' (= KH~ follows.

(«<=): Let us assume that F' satisfies oneH. Let H;p hold at an arbitrary world w € W for

an arbitrary valuation 7. The case of H;(w) = @ is trivial since (F,7),w = H;L
makes the succedent in KH ™ true at w. Otherwise, H;(w) # @. Similarly, for
any v € K;(w) with H;(v) = &, we have (F,7),v = —-H; L — ¢. Finally, for any
v € Kij(w) with H;(v) # @, we have v € H;(w) by oneH. Hence, (F,m),v = ¢
follows by assumption. This now further implies (F,7),v = - H; L — ¢. We have
shown that —=H; L — ¢ is true in all worlds from K;(w) and can again conclude
that the succedent in KH ™ is true at w. This completes the proof that KH " is
valid in F. O

Definition 5.12. The class KH of models for knowledge and hope consists of all Kripke
models

M= W,K1,....Kn. 1, .., Hn, )

where:

e cvery K; is an equivalence relation,
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P . all propositional tautologies
H': H-H; L KK Ki(p—9)ANKip — K
45 Kip — KiKip
50 Kip = KoK
TK © Kip—o
Mp: £ PV Nk, ¥
(0 Kip

Figure 5.2: Axiom system 77

o cvery H; is shift serial, and
o properties HinkC and oneH are satisfied.

Proposition 5.13. For all models M = (W,K1,...,Kn, H1,...,Hpn, ) € KH, each
accessibility relation H; is symmetric and transitive.

Proof. To prove transitivity of H;, assume wH;v and vH;u. We get wk;v and vK;u by
Hin/kC. Therefore, we also have w/k;u since K; is transitive. H;(w) 3 v is not empty, and
so is H;(u) # @, by the shift seriality of H; because vH;u. Hence, wH;u by oneH.

To prove symmetry of H;, assume wH;v. We get wk;v by Hink. Therefore, we also
have v/C;w since K; is symmetric. As before, H;(w) 2 v is not empty, and H;(v) # &, by
the shift seriality of H; because wH;v. Hence, vH;w by oneH. O

Remark 5.14. A partial equivalence relation is any transitive and symmetric binary
relation [MMOY91]. Hence, H; are partial equivalence relations, so that oneH can be

described as “no IC;-equivalence class contains more than one H;-partial-equivalence class.”

A natural way of obtaining the combined logic of hope and knowledge would be to combine
the axioms and rules for hope, axioms and rules for knowledge, and KH as a connection
axiom. Proposition 5.13, however, indicates that this would create redundancies. As we
now show, in the presence of KH, KB4 properties of hope originate from S5 properties
of knowledge, albeit with the help of the translation of axiom H = H;correct; from J,
into language Lxp. This translation H' = H;—H; 1 can be called necessary consistency
for hope and is known to be characterized by shift seriality. The resulting simplified
axiom system is depicted in Figure 5.2l

Remark 5.15. As before, we will write Z7 + Axy + - - - + Ax, to represent the aziom
system obtained by adding the axioms Az, ..., Ax, to the axioms of HH without
changing the inference rules of HI .

Proposition 5.16. For any i € A and any ¢, € Lxp:

1. 2+ Kip — H;p,
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2. A+ HZ‘(QO — w) AN Hip — Hit,

3. if HFC ¥ @, then FHH + H;p,

Proof.
1. 1
2.
3.
4.
5.
6.
7.
2. 1
2
3

10.

11.

84

o — (~H; L = p) prop. tautology
Ki(p— (mH;L — ¢)) by Nec® from 1.
Ki(p— (mH; L — ¢)) = (Kip = Ki(-H; L — ¢)) axiom KK
Kip — Ki(—~H;L — ¢) by MP from 2. and 3.
Ki(—H;L — ¢) = (-H;L — K;(~H;, L — ¢)) prop. tautology
(~H;L = K;(—H; L — ¢)) = H;p KH*
Kipo — H;p by syllogism from |46
(RH L = (p =) = (HHiL = ) = (mH; L — ) prop. tautology

CKi((CHiL = (9= ¥) = (RHil = ) = (~Hil = 1))

by NecX from 1.

CKi((GHL > (= 9) = (FHi L = 9) > (~Hi L = 9))) = (Ki(~Hi L —

(¢ = 0) = Ki((~HiL = ¢) = (-Hi L = v)))

axiom KX

by MP from [2. and |3.

. Ki((RH, L — ) = (mH; L = ¢)) = (Ki(-H;L — ¢) =

Ki(—=H; L — 1)) axiom KX

CKi(HiL = (¢ = ¢)) = (Ki(~H; L — ¢) = K;(~H; L — 1))

by syllogism from 4. and 5.

Hi(p = ¥) — <ﬁHiJ_ - K;(HiL = (¢ — w))) KH™

. Hip — (~H;, L — K;(-H; L — ¢)) KH™
CHi(p = ) = (SHiL > (Ki(=Hi L — @) = Ki(=Hi L > )

by prop. reasoning from |6. and 7.
Hi(p — ¥) = (Hip = (~HiL — (K(=Hi L = @) = K(=H; 1 = 9))) A
(-H;1L — K;(-H; L — go)))) by prop. reasoning from [8. and 9.
((FHiL = (Ki(~HiL = @) = Ki(=Hi L = $)) A (~H; L — Ky(=H; L -
go))) — (ﬂHiJ_ — (K;(~H; L — w))) prop. tautology
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5.2. Individual hope and individual knowledge

12. Hilp =)+ (Hig > (FHiL > Ki(~HiL - 1))
by prop. reasoning from |10. and |11.

13. (~HiL — Ki(~H; L — ) — Hy KH*™

14. Hi(p — ) AN Hyp — Hjyp by prop. reasoning from 12. and |13.

3. 1.y assumption
2. K by NecX from 1.

3. Ky — Hjp Lemma 5.16 (1).

4. Hyp by MP from [2. and [3|

O

Remark 5.17. Given that K;o — H;p is also known to characterize frame property
Hink, one might ask whether KH is equivalent to K;p — H;p. The answer is negative,
because KH* only characterizes HinKC under the additional assumption of H; being shift
serial. For instance, consider a model M with

o W ={w,v},

e ;=W xW forallje A,

e Hij=W xW forall j+#1,

e non-shift-serial H; = {(w,v)},

e w(p) ={w} for some atom p, and

e w(q) =W for all atoms q # p.

Thus, we have the following situation for agent i, in particular:

()= ()
O===@

w v

It is easy to see now from the picture above that
M,w b’é (—\HZ’J_ — Ki(ﬁHi_L — p)) — Hz‘p,

but
M,w = K;p — H;p.
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5. A NEW HOPE
Theorem 5.18. The axiom system FF is sound and complete with respect to the KH
class of models.
Proof. Tt is straightforward to prove using the standard canonical model construction. [
Corollary 5.19. For alli € A and all p € Ly :
Proof. The proofs follow immediately from Theorem [5.18 and Proposition [5.13|. O
Proposition 5.20. #7 + -H; L — (H;p — @), for alli € A and all p € Lkp.
Proof.
1. =(Hijp — ) = (Hip N =) prop. tautology
2. Hip — H;H;p Corollary 5.19| (1)
3. (Hip — H;H;p) — (Hip N —¢) = (H;Hyp N —p)) prop. tautology
4. (Hip A=) — (H;iH;yp N\ —) by MP from 2. and 3.
5. - — H;—~H;p Corollary 5.19| (2)
6. (mp = Hi~H;p) — ((HiHijp N —~p) = (HiH;p N Hi~H;p)) prop. tautology
7. (HiH;p N —p) — (H;H;jo N Hi—~H;p) by MP from 5. and 6.
8. (Hip N—p) — (H;Hyp N Hi—H;) by syllogism from 4. and |7.
9. =(H;p — ¢) — Hi(Hijp N —H;p) by syllogism from 1. and 8.
10. =(H;p — ) — H; L by prop. reasoning from 9.
11. (=(Hijp — ) » H; L) = (=H; L — (Hjp — ¢)) prop. tautology
12. =H; L — (Hijp — ¢) by MP from 10. and 11.
O
Definition 5.21. Class KH" ™/ consists of all Kripke models from KH that have all-but-
f-serial Kripke frames with respect to H; relations.
Using Proposition [5.7, we immediately obtain the following corollary.
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5.2.

Individual hope and individual knowledge

Corollary 5.22. The axiom system A + Byz; is sound and complete with respect to

the KH" 7T class of models.

The following two propositions outline the epistemic attitudes of agents who found out
that they are byzantine faulty and agents who know that they are correct.

Proposition 5.23. 777+ K;H; 1 — H;p for alli € A and all p € Lky.

Proof.

1. L =

2. Hi(L — o)

3. H(L—¢v)NH; L — Hjp
4. Hil — Hip

5. K;H; L — H; L

prop. tautology

by Lemma 5.16 (3) from 1.
Lemma 5.16 (2)

by MP from 2. and 3.
axiom T

by syllogism from 5. and 4.

O]

Proposition 5.24. #7 + K,—H; L — (H;p <> K;p) for alli € A and all p € Lkp.

Proof. ## v K;—H; 1 — (K;p — H;yp) is an easy corollary of Lemma 5.16/ (1)). Let us

derive K;—H; L — (H;p — K;p):

1. KZﬁHlJ_ — —|Hl‘J_

2. Hi(p — (‘!HiL — Ki(—\HiJ_ — (p))
4. KZ‘(—!HZ'_L — QO) — (Ki—'HZ'J_ — Ki(p)

6. KZ‘—\HZ‘J_ — (Higo — Kigo)

Proposition 5.25. For alli € A:

1. X + Byzp = K;Byzs;

axiom T

KH™

by prop. reasoning from 1. and 2.

axiom K&
by syllogism from 3. and 4.

by prop. reasoning from [5.

O
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5. A NEW HOPE
2. KH"/ |= K;Byz;.
Proof. The proofs follow immediately using Nec® and Corollary [5.22. O
Corollary 5.26 (In fault-free systems, hope is knowledge). Recall that aziom Byz, rules
out the presence of byzantine faulty agents. For any i € A,
HA + Byzg = Hip < Kip.
Proof. Follows from Remark 5.6/ and Propositions |5.24/ and [5.25. O
Proposition 5.23 can be strengthened because a byzantine faulty agent hopes for anything
even without knowing that it is byzantine faulty, i.e., #7 + H; L — H;p (as obtained in
step 4. in the proof). By contrast, in Proposition 5.24, the knowledge modality cannot be
dropped: for a correct agent, hope does not yet mean knowledge, i.e., Z7 ¥ —-H; | —
(H;p <> K;p). Instead, for a correct agent, hope is equivalent to
Bi‘P = Kz(—!HzJ_ — (,0),
which is a notion of belief that was introduced in Chapter 3| as B;p := K;(correct; — ¢)
in a language where correct; is an atomic proposition.
Proposition 5.27. For alli € A and ¢ € Lkpy:
Proof. Follows from axiom KH by propositional reasoning. O
Let us introduce the following abbreviations for mutual belief Eg and mutual hope Eg
among a group & # G C A of agents:
1€G
Eg Y= /\ H;p.
1€G
It is easy to see that mutual belief among some agents can be “extracted” from mutual
hope among all agents in systems with at most 0 < f < n byzantine faulty agents:
Proposition 5.28. %77 + Byz; Ef{cp — V  EBp.
Gl g
Proof. Follows from (5.2) and axiom Byz;. O
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5.2. Individual hope and individual knowledge

Hope, generally, creates neither knowledge of hope nor hope of knowledge, as we show in
the following proposition.

Proposition 5.29 (Knowledge and hope do not mix). For any i € A:

e it is not the case that KH |= Hyp — H;K;p for all p € Lk,

e it is not the case that KH = Hyp — K;H;p for all ¢ € Lkp.

Proof. We use the same countermodel to refute both statements but refute them for
different formulas ¢. Let M = (W, Ky, ..., Ky, H1,...,Hp, ) € KH be such that:

« W ={G,B},

o Kj=W xW forall j €A,
o Hj=W xW forall j #1,
e Hi=1{(G,G)}, and

e 7 is arbitrary.

Thus, we have the following situation for agent ¢, in particular:

A

Clearly, agent i is correct in world G, i.e., H;(G) # @, and byzantine faulty in world B,
ie., Hi(B) = @. It is easy to see now from the picture above that

and

Corollary 5.30. For any i € A and any f > 0:

e it is not the case that KH"~f = Hip — H;K;p for all p € Lkp,

e it is not the case that KH"~f = Hip — K;H;p for all p € Lkp.
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Modal representation of the consequences of the brain-in-a-vat scenario

The goal of this section is to show the utility of the joint axiom system .Z7# by providing
axiomatic descriptions of some of the properties of byzantine fault-tolerant distributed
systems that originate from earlier epistemic analyses presented in Chapter |3 such as
the following;:

o Agents cannot reliably establish their own correctness (Theorem 3.18)), as formalized
by the formula, for all i € A,

ZByZ = ﬁKi—!HiJ_.

e A byzantine faulty agent lacks any reliable information about other agents. In
particular, a byzantine faulty agent has no reliable information to decide whether
any other agent is correct or byzantine faulty, as formalized by the formula, for all

i F 7,
BiV = H;,1 — ﬁKZ’HjJ_ VAN ﬁKiﬁHjJ_.

From these two principles we can derive that no agent knows whether other agents are
correct or byzantine faulty (Theorem [3.18 and Theorem 3.20):
Proposition 5.31. 45 + iByz + BiV & anyByz;; A anyCor;; for all i # j, where

anyByz;; : -K;—H;1; anyCor;; : -~K;H; 1.
Proof. Let us derive anyCor;;. The derivation of anyByz;; is similar.

1. H;l = -K;H;1 N—=K;-H; L BiV
2. H;l — -K;H; 1 by prop. reasoning from 1l
3. K;Hj L — —H; 1 by prop. reasoning from 2.
4. Ki(K;H; 1L — —H; 1) by Nec™ from 3.
5 Ki(K;HjL ——H;1)— (K;K;H; L — K;,—~H; 1) axiom KX
K;K;H; 1 — K;~H; 1 by MP from 4. and 5.
-K-H; 1 — -K;K;H; 1 by prop. reasoning from 6.
K;H;1 — K;K;H; 1 axiom 4%

© »®» N o

K, KH; 1L — -K;H; L by prop. reasoning from [8|.
10. -K;—~H; L — -~ K;H; L by syllogism from [7. and [9.
11. =K;,—H; L 1Byz
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12. ~K;H; L by MP from 10. and 11.

O]

Proposition 5.32. Formula iByz is characterized by the i-may-aseriality property of
Kripke frames F = (W, Ky, ..., Kn, Hi, ..., Hy):

(Vw € W) (Fu' € Ki(w)) Hi(w') =2.

Proof. Take an arbitrary Kripke frame F' = (W, Ky,..., Ky, H1, ..., Hy) for the language
L. We need to show

F = iByz — F is i-may-aserial.

(=>): We prove the contrapositive. If F' is not i-may-aserial, there is some world w € W
such that H;(w') # @ for all w' € K;(w). Independent of a valuation 7, we
can conclude that (F,7),w &= —H;L holds for all w’' € K;(w). Hence, we get
(Fym),w = K;—H; L (for any 7). Consequently, F' [~ iByz follows.

(<=): Let F be i-may-aserial. Take an arbitrary world w € W. It now follows that there
is w € K;(w) such that H;(w') = @. Independent of a valuation 7, we can conclude
that (F,7),w | —K;—H; L holds since (F,7),w’ = H; L for any 7. Hence, we get
(F,m),w = iByz (for any 7). This completes the proof that iByz is valid in F. [

Proposition 5.33. Formula BiV is characterized by the BiValence property of Kripke
frames F'= (W, K1,...,Kn, Hi, ..., Hy):

(Yw e W) (Hz(w) =0 = (Ju',v" € Ki(w)) (H;(w) # 2 ANH;j(w") = @))

Proof. Take an arbitrary Kripke frame F = (W, Kq,..., Ky, H1,...,H,) for the language
L. We need to show

F = BiV = F' is BiValent.

(=): We prove the contrapositive. If F' is not BiValent, there is some world w € W
such that H;(w) = @ but either H;(w') = @ for all w' € K;(w) or H;(w”) # @ for
all w” € K;(w). Independent of a valuation 7, we can conclude that (F,7),w =
K;—H;1 Vv K;H;1 holds despite M,w |= H; L. Hence, we get (F,7),w [~ BiV (for
any 7). Consequently, F' = BiV follows.

(<=): Let F be BiValent. Take an arbitrary world w € W such that H;(w) = @. It
now follows that there are w' € K;(w) such that H;(w') # @ and w” € K;(w)
such that H;(w”) = @. Independent of a valuation m, we can conclude that
(F,m),w = ~K;H;j 1 N —K;=H; 1 holds whenever (F,7),w |= H; L. Hence, we get
(F,m),w = BiV (for any 7). This completes the proof that BiV is valid in F. [
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We can also easily derive that brain-in-a-vat scenarios are not compatible with fault-free
systems:

Proposition 5.34. If no agent can become byzantine faulty, then all agents can establish
their own correctness: for all i € A,

HH + Byzy F —iByz.

Proof. By Proposition 5.25 and the normality of K;, given that Byz, — —H; L is an
instance of a propositional tautology, we have #5¢ 4 Byz, = K;—H; L for i € A. Deriving
=i Byz is now a matter of propositional reasoning. ]

Another interesting special case is f =1 (with n > 1):

Proposition 5.35. If any agent but no more than one can become byzantine faulty, the
inability of an agent to establish its own correctness leads to its inability to establish
faultiness of somebody else: for all i # j € A,

HH + Byzy +iByz = -K;Hjl.

Proof. We have H; L — —H; 1 by Byz, for any j # i. Thus, we can conclude K;H; 1 —
K;—H; 1 by the normality of K;, which further implies -K;—~H; | — —K;H; 1. Since
-K;—H;1 is axiom iByz, we conclude —K;H; 1L by MP. ]

Proposition 5.36. If any agent but no more than one can become byzantine faulty, the
inability of a byzantine faulty agent to establish correctness of somebody else leads to its
inability to establish its own faultiness: for alli # j € A,

K + Byz, + (HlJ_ — ﬁKiﬁHjJ_> o -KGH; L.

Proof. A correct agent i considers its own correctness possible by 75, ie., ~H; L —
-K;H; 1. Formula H;1 — —K;—~H;1 for at least one j # 7 is an assumption. At the same
time, H; L — —H; 1 by Byz,. As before, ~K;—-H; 1 — —~K;H; L follows by the normality
of Kj;, yielding implication H; 1 — —K;H; 1 by syllogism. Since we have derived - K; H; |
from both —=H; | and H; 1, we get =K;H; 1 by propositional reasoning. ]

Remark 5.37. Intuitively, for f =1, if an agent establishes its own faultiness, which
does not run afoul of iByz, then it will thereby establish the correctness of all other agents.
It seems wrong to prohibit this by adopting the respective half of BiV , whereas the other
half is derivable anyway. We, therefore, propose using

HA + Byzy + BiV +iByz
for f > 2, but
HF + Byz, + iByz

for f = 1. (The case of f = 0, which can be aziomatized by HF + Byz,, is more
efficiently dealt with in the standard epistemic language.)
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5.3. Common hope and common knowledge

5.3 Common hope and common knowledge

In this section, we introduce the common hope modality by analogy with the common
knowledge modality and explore their relationship.

We start by extending the language Lk with the unary modal operator C’g for common
hope and the unary modal operator C& for common knowledge, where @ # G C A is an
arbitrary group of agents. We denote this extended language by E%H.

Let @ # G C A. By common hope of ¢ (in G) we intuitively mean mutual hope of ¢ (in
G) and mutual hope of mutual hope of ¢ (in G), etc.:

cl v E8oNEEEEoNEEEEEEO A ...

just like by common knowledge of ¢ (in G) we intuitively mean mutual knowledge of ¢
(in G) and mutual knowledge of mutual knowledge of ¢ (in G), etc.

Definition 5.38. Aziom system JFI'E consists of all the axioms and inference rules
of X (formulated for E%H formulas) plus the following axioms and inference rules for
all @ # G C A and all formulas v, € E%H:

MizH - C’ggo—>Eg(g0/\C§g0); Miz®™ - ngo—>Eg(cp/\ng0);
H K
1/1—>ng0 ¢—>Cg<p

In Section 5.4, we will prove that #7#% is sound and complete with respect to KH.

That common S5 knowledge has the properties of individual S5 knowledge is well-

known [FHMV95, vDvdHKOS]. Still, it may be surprising that common hope has the
properties of individual hope. (Recall that common KD45 belief does not have the

properties of individual KD45 belief as it lacks negative introspection.)
Proposition 5.39. For any @ # G C A and any p,v € LS ;-

HAHCCH(p—-O)NCHp - CHYy w0 6+CE (o - ) NCEp — CEy

HAHEC - CHe — CHCHy HAHEC+CEo - CECEp

HAHEC + -CE o — CE-CEp
HAHC o= HHE - Clyp HAHC o= HHE - CEp
HAEC + p — CH-CH-yp HAHEC - CEo — ¢

Proof. We only prove the properties for the common hope operator:

HAHC F CE (o — ) NCHo— CHY
1. CHp - EE(pnCly) axiom MixzH
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5. A NEW HOPE
2. C’g 0 — Eg %) by normality of Eg and prop. reasoning from |1}
3. CH(p =) = EZ((p = ) NCH(p — ) axiom MizH
4. CH(p — ) = Ef (o — ) by normality of Ef and prop. reasoning from 3.
5. CHp—¢)NCHp - EE(p— ) ANEHp by prop. reasoning from 2. and 4.
6. EZ(p - ¢v)ANEHp — EBy theorem of 77
7. CH(p =) ANCEHp — EFy by syllogism from 5. and 6.
8. C’g ©w— Eg C’g %) by normality of Eg and prop. reasoning from |1l
9. CH(p —v) = EECH(p — ) by normality of EX and prop. reasoning from 3.
10. Cl(p =) NCo = ECH (o — ) NEFCl

by prop. reasoning from 8. and 9.

1. Cp =) NCEo — EE (b NCE(p — ) AClp)
by normality of Eg and prop. reasoning from (7. and |10.
12. CH(p =) NCHp — Cly by Ind™ from 11l

HHEC - CHo — CHCH
1. CHp - Ef(pnCly) axiom MizH
2. C’G 0 — EG CG % by normality of Eg and prop. reasoning from |1.
3. C’ggp — CgC’ggo by Ind™ from 2.

HHE = — CE-CH~p
1. ¢ = H;—H;—p axiom BH
2. p— Eg —|Eg —p by normality of H; and prop. reasoning from 1.
3. CH-p — EH(—p A CH-yp) axiom MizH
4. C’g @ — Eg - by normality of Eg and prop. reasoning from 3.
5. (CH=p — Ef=p) = (~Ef-p — ~CH-p) prop. tautology
6. —\Eg—\go — ﬂCg—\go by MP from 4. and 5.
7. EY(~FEl-p — -CH-p) by Nec and prop. reasoning from [6.
8. EE(~El-p - —~CH~p) —» (EE-EH~p — EE-CH~yp) theorem of 7
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5.3. Common hope and common knowledge

10.

11.

12. Ef-Ef-p — CH-CH~p by Ind? from 11.
13. p — CgﬁCgﬁgo by syllogism from 2. and |12.
HAHEC - p = HAHEC+CHyp
1. ¢ assumption
2. Eg % by Nect and prop. reasoning from |1.
3. EHp — (T — EHyp) prop. tautology
4. T = Ely by MP from 2. and 3.
5 T — ngo by Ind" from 4.
6. Clyp by MP from T and 5.
O
Proposition 5.40. ##6 - CEp — CHp for all @ # G C A and all p € LS.
Proof.
1. CEo = EE(pnCEy) axiom Miz®
2. EE(onCEp)— EH(pnCEY) follows from Lemma 5.16 (1)
3. C’gcp — EH(pnCEo) by syllogism from 1. and 2.
4. C(I;((p — ngo by Ind™ from 3.
O

. EgﬂEgﬂgo — EgﬂC’g—'go by MP from|7. and 8.
EgﬂEgﬂnp — EgEg—'Eg—'go theorem of 77
Ef-E8-p — EH(-CH-p N EE-El~-p)

by normality of Eg and prop. reasoning from (9. and |10.

Formulas of E%H are also evaluated on models from KH, with the new clauses for common
knowledge and common hope stated in the following definition.
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5. A NEW HOPE
Definition 5.41. For a model (W, Ky,...,Kn,H1,...,Hpn,m) € KH, let
+ +
K& = (U ICZ-> . HG = <U 7{) ,
ieG ieG
where R is the transitive (but not reflexive) closure of a relation R. Then we define
M,wkE=CEe iff MuwlEg foral veKS(w)
and
M,wkE=CHy iff MiolEyg foral veHE(w).

So far, by and large, the relationship between common knowledge and common hope
exhibited the same traits as the relationship between their individual variants. But
the naive generalization of connection axiom KH is invalid for the common modalities
(for |G| > 2). We recall that KH ™ corresponds to property oneH that each knowledge
equivalence class contains at most one hope partial equivalence class. It is easy to see
that when lifted to the common modalities, each common knowledge equivalence class
may contain more than one common hope partial equivalence class, thus, invalidating
the generalization. The proof of the proposition below provides a simple four-world
countermodel that demonstrates this fact:
Proposition 5.42. For any @ # G C A such that |G| > 2, it is not the case that
KH [ Cly - (-CHL — CE(-CHL — ¢)) for all p € LG},
Proof. To show this, we construct a countermodel from KH. Let i # j € G.
Consider a model M = (W, Ky,..., Ky, H1,...,Hpn, ) € KH such that

o W = {G/, G, B, B”};

° ICz = {(G/> Gl)v (le B/)a (Blv G/)a (B/? B/)a (Gﬁa GH)) (GH7 B/)a (B,v G”)v (Blv Bl)}? that iS>

KC; splits W into equivalence classes {G’, B’} and {G”,B"};
® ,C] = {(G,’ G/)’ (G/7 B/,)’ (B//’ Gl)? (B”7 B”)’ (G/,7 G”)? (G/,’ Bl)? (B/7 G”)’ (B/7 Bl)}? that
is, IC; splits W into equivalence classes {G’,B"”} and {G”,B'};

o K=K, forallle G\{i,j};

e H;={(G,G),(G",G")}, for all | € G;

o 7w(p) ={G'} for some atom p, and

o 7(q) =W for all atoms q # p.
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5.3. Common hope and common knowledge

Thus, we have the following situation for hope relations of all agents [ € G, in particular
(we omit the knowledge relations for the sake of clarity):

H,

o
@ O

G/ B/
H,

A
O O

G// Bl/

Clearly all agents from G are correct in G" and G”, i.e., H;(G') # @ and H,(G") # @, and
byzantine faulty in B" and B”, i.e., H#;(B’) = @ and H;(B”) = @. On the one hand,

M,G = Clp.

On the other hand, M,w = CH L iff w € {B’,B"}. In particular, we have M,G' =
-CH1 and M,G" | ~CH L. Now, M,G" [ ~CH L — p and, consequently, M, G’ [~
CE(-CH L — p). Overall, we can conclude that

M,G = -Cl1 - cE(-cl1 - p).
Therefore, KH (= Clp <+ (-CH 1 — CE(-CH L - p)). O
It turns out that even though we can “extract” mutual belief (among some agents) from

mutual hope (among all agents), as per Proposition |5.28, we cannot do the same in case
of common belief and common hope:

Proposition 5.43. Let n > 2. For any 0 < f < n, it is not the case that KH"~/ =
C’f{g@ — V. CEByp, forallp € E%H.
GCA

|G|=n—f

Proof. Let us construct a countermodel from KH" ™! for f = 1.

Consider a model M = (W, K1,...,Kn, Hi,..., Hn,m) € KH*™! such that

o W=A{w,v1,...,05,u1,...,Up};
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5. A NEW HOPE

o for all i € A, the relation IC; splits W into the following equivalence classes:

{whU(V\{v}), {viu}, and U\ {ui},
where V :={vy,...,v,} and U := {uy,...,un};

o Hi =K\ {(vi,v:), (vi,w;), (us,v;)}, for all i € A (therefore, for any i € A, agent ¢
is byzantine faulty in world v; since H;(v;) = @);

o 7(p) ={w,v1,...,v,} for some atom p, and

o m(q) = W for all atoms q # p.

Thus, we have the following situation for hope relations, in particular (we omit the
knowledge relations for the sake of clarity):

ES
ES
ES

On the one hand,
M,w = CHp

because M,w' = p for all w' € HG(w) = {w}UV.
On the other hand, for any G C A such that |G| > 2 we have

M,w [~ CEp
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5.4. Soundness and completeness of #7# ¢ with respect to KH

since M, w (= BjB;p for any j # i € A (as M,v; = B;p). Therefore, M,w CGBp for all
G C A such that |G| =n — 1, in particular.

Similar countermodels can be constructed for all 1 < f < n. O

As we will now see, there is also a way to define common hope using knowledge relations:

Definition 5.44. For any M = (W, n,K1,...,Kp, Hi,..., Hn) € KH and any i € A, we
define
Kt = {(w,v) € Ki | Myw = —H; L and M,v = —-H;1}.

Proposition 5.45. For M = (W, m,K1,...,Kp,H1,...,Hn) € KH and any i € A,

-H; L
H; = /Ci L

Proof. (C): Assume (w,v) € H;. Therefore, M, w = —H; 1 holds. Since H,; is symmetric,
we also have (v, w) € H;. Therefore, M, v = =H;L holds too. By Hink, (w,v) € K;
follows. Thus, (w,v) € ;.

(2): Assume (w,v) € K; i+, This means (w,v) € Ki, M,w = ~H; L and M,v |= —H; L.
That is, (w,v) € K;, Hi(w) # @ and H;(v) # @. Now, by oneH, (w,v) € H;
follows. O

Corollary 5.46. For any M = (W, n,K1,...,Kn,Hi,..., Hpn) € KH and any @ # G C
A,

M,wlzcgw iff M,ivEe forall veW such that (w7v)€(U’C;HiJ_)+'
i€G

5.4 Soundness and completeness of 777 ¢ with respect to
KH

It is well-known that constructing one uniform-for-all-formulas canonical model does not
work when common knowledge is added to the standard epistemic language [FHMV95),
NDvdHKOS]. The same is the case for the language £%;, where in addition to common
knowledge we also have common hope. Therefore, for each formula ¢ € E%H, we construct
a canonical ¢p-model of #7¢€ based on the Fischer-Ladner closure of ¢, i.e., cl(p) (see
Definition 5.52)). The main tools used in this case are maximal p-consistent sets, which are,

in contrast to before, finite sets (since they are contained in cl(y), see Definition 5.55).

The idea is standard: we take all maximal ¢-consistent (with respect to J%,) sets
of formulas to be the worlds of the model and define the valuation function and the

accessibility relations in terms of membership of formulas to such sets (see Definition 5.58)).

This way, using the properties of maximal ¢-consistent sets (see Lemma 5.56) and the
Lindenbaum lemma [5.57, we obtain the Truth lemma [5.63, according to which a formula
1 € cl(p) belongs to a maximal ¢-consistent set I' if and only if it is satisfied in the
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5. A NEW HOPE
world I'. Finally, just like before, we then obtain completeness by contraposition (see
Theorem 5.64). The “only” challenge lies in defining the Fischer-Ladner closure of a
formula ¢ € E?(H appropriately.
Theorem 5.47. The logic of common hope and common knowledge is not compact.
Proof. Follows immediately from the well-known fact that the logic of common knowledge
is not compact [vDvdHKOg]. O
Therefore, using Theorem 2.22, we immediately get:
Corollary 5.48. No ariomatization of common hope and common knowledge is strongly
sound and strongly complete.
Definition 5.49. For all sets of formulas I' C ﬁ%{ and all formulas ¢ € £?(H we define
Ubowee o Uf  Foaee V1N N =,
for some Yy, ..., 9%, €.
Theorem 5.50 (Deduction theorem). For all sets of formulas T C E?(H and all formulas
v e LGy:
@, KH-
PU{ytburs ¢ <= Tltore b — o
Proof. Let T C LG, and ¢, € LG,
(=): Assume I' U {9} F e ¢. According to the previous definition, this means that
there exist some 1, ...,1¢, € T'U{¢} such that
Y A s WAREERAR T
o If ¢p = 4; for some i € {1,...,n}, then, using propositional reasoning, we can
rewrite the above in the following way:
Fooee Vi AN - ica APt A A = (P = ).
So, we can conclude that indeed I' F ¢ ¥ — .
o Ifop & {1,..., ¢}, using by © — (¥ — ¢) and propositional reasoning we
obtain:
Foaes YL A Ay = (P — ).
Again, we can conclude that indeed I' F yr¢ ¥ — .
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(«<=): Assume I' F ¢ 1 — ¢. According to the previous definition, this means that
there exist 91, ...,1, € I' such that

Foawe V1A N = (Y — ).
Using propositional reasoning, we can rewrite the above in the following way:
Foaee Y1 N N AP = .

This now means that I' U {1} F_z»¢ ¢ indeed holds. O

Recall that the language E%H is generated by the following BNF":
pu=p|-p|(pAg) | Kip| Hip | CEp | Cle,
where p € Prop, i € A and G C A.

Definition 5.51. Let ¢ € L. The set Sub(p) of subformulas of ¢ is defined by
induction on the construction of ¢ in the following way:

Sub(p) := {p};
Sub(=tp) = {=p} U Sub(1));

Sub(tpr AN g) 1= {91 Aapa} U Sub(tp1) U Sub(vz);
Sub(Ky) := { Ky} U Sub(¥);
Sub(H;y) := {H;p} U Sub(¥);
Sub(CEP) = {CEY} U Sub(v);
Sub(CHp) = {CH Y} U Sub()).

The Fischer-Ladner closure of formula ¢ € £%,;, i.e., cl(¢), is defined in the following
way:

are . . c .
Definition 5.52. We define the following six sets for ¢ € L%y

1. clo(yp) is the smallest set closed with respect to following rules

* ¢ €clo(p);

e Hi—H;l € cly(p) forallie A;

e if € clo(p) and O € Sub(v)), then 0 € clo(p);
o if CEv € clo(p), then EE (v A CEW) € clo(p);
o if C € clo(p), then EG () A CE ) € clo(p);

2. cli(p) = clo() U{= | ¥ € clo(¢) and 1 is not a negation'};

!That is, 1 does not start with the — operator.
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= ch(p) U{H, Ki(~H; L — ), Hi(~H; L — ), ~H; L — ¢ | Kjp €

= Clg((p) U {KlKﬂﬁ, HlKﬂb | Kﬂ/} € Clg(g@)} U {Kzﬁ ﬂ/}, H;,— 11/} ’ ﬁKﬂﬁ S

()
()
. cl3(p) == cla(p) U{ | ¥ € cla(p) and 1 is not a negation};
()
(#)

6. cl(p) == cla(p) U{=Y | ¥ € cla(p) and 1 is not a negation}.
Lemma 5.53. For any formula ¢ € LGy, cl(y) is finite.

Proof. First of all, cl(H;—H; 1) ={H;~H; 1,-H; | ,H; 1, | —H;—H;1,—1} is evidently
finite. We proceed by induction on the structure of ¢.

Base case: If ¢ = p, then cl(¢) = {p, -p} U cl(H;~H; L), which is finite.

Induction step:

1. ¢ is of the form —). Then

cl(p) = {~y} U () Ucl(H;~Hil).

Since cl() is finite according to the induction hypothesis, it follows that cl(y) is
finite as well.

. @ is of the form 11 A 1s. Then

cl(p) = {11 Npa, (1 Aapa)} Uel(v1) U cl(apo) U cl(H;—H; L).

Since cl(1)1) and ¢l(1)2) are finite according to the induction hypothesis, it follows
that cl(p) is finite as well.

. @ is of the form Kj;1p. Then

c(p) = {Kp, ~ K, KiKih, 2K Kinp, Ki~ Ky, ~ K= Kb, Hi K, = H; K3,
Hi=Kpp, ~Hi=Kpp, Hip, ~Hip, Ki(—H; L — ), 2 Ki(~H; L — 1)),
H;(-H;L = ¢),~H;(-H;L —¢),~H; L —¢,~(-H; L — )} Ucl(yp)U
cl(H;—H;1).

Since cl()) is finite according to the induction hypothesis, it follows that cl(y) is
finite as well.

. @ is of the form H;ip. Then

c(p) ={H,~Hixp} Ucl(y) Ucl(H;—H; L).

Since cl(1)) is finite according to the induction hypothesis, it follows that cl(y) is
finite as well.
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5. ¢ is of the form ng. Then

cl(p) ={CEp, EE (b N CE W), A OBy, ~CEp, ~EE (v A CE),
(b A CEY)Y Uel(v) U cl(Hi—~H; 1).

Since cl(v)) is finite according to the induction hypothesis, it follows that cl(y) is
finite as well.

6. ¢ is of the form CH. Then

cl(p) ={Cqp, EE(p A CHp), p N CHp, ~CEp,~EE (v A CHy),
=(4p ACEp)} U cl(y) U cl(Hi—H; L).

Since cl(v)) is finite according to the induction hypothesis, it follows that cl(¢p) is
finite as well. O

Lemma 5.54. For any formula ¢, € E%H:

1. if 1 € cl(p) is not a negation, then —p € cl(yp),

2. if ¢ € cl(p), then Sub(y) C cl(yp).

Proof. 1. Let ¢ € cl(p). If ¢ is not a negation, then ¢ € cly(¢) according to Defini-
tion [5.52. Now it immediately follows that =1 € cl(¢) according to Definition 5.52.

2. Let ¥ € cl(p). We proceed by induction on the structure of .
Base case: If ¢ = p, then Sub(y)) = {p} C cl(¢p) since p € cl(¢) by assumption.

Induction step:

1. % is of the form —f. According to Definition 5.52, =0 € cl(y) means that either
=0 € cly(p) or 0 € cls(p). Once we unfold this, we get that either =6 € clo(p)
or 0 € clo(p) or 6 € cla(p) or 0 € cly(p). In all these cases 0 € cl(p) follows.
Thus, using Definition 5.51 and the induction hypothesis, we obtain Sub(y) =
{6} U Sub(8) C cl(p).

2. 1 is of the form 61 A 03. According to Definition 5.52, 61 A 05 € cl(p) means that
01N\ 03 € clo(p), so 01 € cl(p) and O, € cl(p) follow. Thus, using Definition |5.51 and

the induction hypothesis, we obtain Sub(¢)) = {61 A 02} U Sub(61) U Sub(62) C cl(p).

3. 1 is of the form K;0. According to Definition 5.52, K;60 € cl(¢) means that either:

o K;0 € clp(y), in which case 0 € clp(yp) immediately follows.

o K0 € cla(p) \ clo(p), in which case = -H; L — ¢, for K;6' € cl1(p). Hence
—H; 1L — 60" =0 € cla(p) follows.
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o K0 € cly(p) \ cla(p), in which case either:
— 0= KZ-H’, for Kigl S Clg(go).
— 0 =-K;0, for =K;0' € cls(p).

Regardless of the case, 6 € cl(p) follows. Thus, using Definition [5.51 and the
induction hypothesis, we obtain Sub(y) = {K;0} U Sub(0) C cl(p).

4. 1) is of the form H;f#. According to Definition [5.52, H;6 € cl() means that either:

o H,0 € clo(p), in which case 0 € cly(p) immediately follows.
o H,;0 € cla(p) \ clo(p), in which case either:

— K0 € cli(p), in which case 6 € clp(¢) immediately follows.
— 0 =-H; L — @, for K;0' € cli(). Hence ~H; L — 0" = 6 € cla(p)
follows.

o H,;0 € cly(p) \ cla(p), in which case either:
- 0= KZ-H’, for Kltgl € Cl3(§0).
— 0= —|Ki9/, for —\Kiel S Clg((p).

Regardless of the case, 6 € cl(p) follows. Thus, using Definition [5.51 and the
induction hypothesis, we obtain Sub(y) = {H;0} U Sub(8) C cl(p).

5. 1 is of the form CX6. According to Definition 5.52, C560 € cl(¢) means that
CEO € cly(y), so 0 € cl(p) follows. Thus, using Definition [5.51 and the induction
hypothesis, we obtain Sub(¢) = {C50} U Sub(9) C cl(y).

6. 1 is of the form CH. According to Definition 5.52, CH460 € cl(¢) means that
CHO € clo(p), so 8 € cl(yp) follows. Thus, using Definition 5.51 and the induction
hypothesis, we obtain Sub(y) = {CH0} U Sub(8) C cl(y). O

Definition 5.55. Let I' C ﬁ%q and o € E%H. We say that T is p-consistent with respect
to HAE if:

e I' Ccl(yp) and

e U'VFoywe L.
Furthermore, we say that I' is maximal p-consistent with respect to HHE if:

e I' is p-consistent with respect to A€ and

o forany T C TV C cl(p), we have I+ ppq L.

The following lemma will prove to be particularly useful.
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Lemma 5.56. Let ¢,1,0 € E%H and I' C E%H be a mazimal @-consistent set with
respect to #7C%E . Then the following holds:

1. If p € cl(p), then T ke v — P eTl.
2. If e clp), thenp €T’ «<— &l

3. Ifp NO €cl(p), thenp N el < el andfeT.

Proof. 1. Let ¥ € cl(p) and T' b e 1. Assume towards a contradiction that
¥ ¢ I'. Given the assumption that I' is a maximal ¢-consistent set with respect to
HAE, now we get T'U {1} Fpe L. According to the Deduction theorem |5.50,
I' Fopwe v — L follows. By propositional reasoning, we obtain I' F zpy L,
contradicting the (p-consistency of T'.

2. Let —¢ € cl(yp).
(=): Let ¢ € I'. Assume towards a contradiction that —¢ € I'. We now

obtain I' F ¢ L, contradicting the (p-consistency of T'.

(<=): Let =) ¢ T". Given the assumption that I' is a maximal ¢-consistent set
with respect to FFE, we get TU{—9} F yre L. According to the Deduction
theorem 5.50, I' b ¢ —0 — L follows. By propositional reasoning, we obtain
' b ywe . From this, using 1., we now obtain ¢ € I' (note that ¥ € cl(p)
according to Lemma 5.54).

3. Let v A0 € cl(yp).

(=): Let v A0 € I'. Assume towards a contradiction that ¢ ¢ I'. From

2. it follows that —¢) € I' (note that = € cl(¢) according to Lemma 5.54)).

However, using ¥ A € I' and =) € I', we obtain I' - ¢ L, contradicting
the (p-consistency of I'. We prove that 6 € I' holds analogously.

(<): Let ¢ € I" and 0 € I'. Assume towards a contradiction that ) A0 ¢ T'.

From 2. it now follows that =(¢) A#) € T' (note that =(¢) A ) € cl(¢) according
to Lemma 5.54). However, from ¢ € I', § € I" and =(¢ A 0) € I it follows
I' Fywe L, contradicting the p-consistency of I'. O

Lemma 5.57 (Lindenbaum lemma). Let I' C LG, and ¢ € LG ,. If T is p-consistent
with respect to HFHE , then there exists a set I'* D ' such that I'* is maximal p-consistent
with respect to AHE .

Proof. Assume that I' is p-consistent with respect to % . Let |cl(¢)| = n. First, let
us enumerate all formulas from cl(y) (without repetitions): 6y, 61,...,0,_1. Next, we

105



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

5. A NEW HOPE

define recursively the following sequence of sets A;:

Ao = F,
A {Ai u{6;}, if A;U{0;} is p-consistent with respect to AHAEC
i1 =

JAVE otherwise

Obviously, I' C A,,. Each set A; is p-consistent with respect to 7%, by construction.
In particular, A, is p-consistent with respect to Z7#°¢. We show that A,, is maximal
too. Assume the opposite towards a contradiction: let A’ be a p-consistent set with
respect to FH’E such that A, C A’. Therefore, there exists a formula 6, € A"\ A,,,
where 0 <[ < n—1. In particular, ; ¢ A;y1 € A,,. Now, we can conclude that A;U{6;}
is not ¢-consistent with respect to £7°%¢. However, this contradicts the ¢-consistency
of A" with respect to A€ given that A;U{6;} C A" holds. O

Definition 5.58 (Canonical model). Let ¢ € E?(H. The canonical p-model
M? = (W% %KY, ... KEHE, ... HE)

of HFE is defined in the following way:

1. W? :={T"| T is mazimal @-consistent set with respect to HFHC};
2. TKEA iff for all o € cl(p): Kio €' — o € A;

3. THEA iff for all o € cl(p): Hioc €T — 0 € A;

4. m(p) :=={L e W?|pel}.

Lemma 5.59 (Correctness lemma). For any ¢ € LG, M? € KH holds.

Proof. We need to show that K} are equivalence relations, that H; are shift serial and
that the conditions Hin/C and one are satisfied as well.

o K? is reflexive: We need to show that TC/T holds. Assume K;0 € I' for some
6 € cl(yp). Using axiom TX, more precisely F zpy K6 — 0, we obtain I' -y ps 0
by Definition 5.49. Using Lemma 5.56 (1)), we obtain 6 € I", as desired.

o KY is transitive: Assume that TKYA and AKX, Therefore:
(Vo ecd(p))(Kioel —0oe€l), (5.3)

(Vo € cl(p)) (Ko € A — 0o eX). (5.4)

We need to show that I')CYY holds too. Assume K;60 € T for some 6 € cl(p). We
need to show 0 € .
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1. Assume K;0 € cl3(¢) C cl(p). Using axiom 4%, more precisely - ¢
K0 — K;K;0, we obtain I' F ¢ K;K;0 according to Definition [5.49. Using
Lemma 5.56 (1), we obtain that K;K;0 € I" holds (note that K;K;0 € cl(y)).
According to assumption (5.3), this implies that K;6 € A holds. Finally, using
assumption (5.4), we obtain § € ¥, as desired.

2. Assume K;0 € cl(p)\cl3(p).

— 0 = K;0' for K;0/ € cl3(p). Using axiom T, more precisely - yp¢
K;0 — 0, we obtain I' F y¢ 0 by Definition 5.49, that is, I' F e
K;0'. Using Lemma 5.56 (1), we obtain that K;#’ € T holds. Using
axiom 4%, more precisely ke Ki — K;K;0', we further obtain
I Fopre KiK;0' according to Definition 5.49. Using Lemma 5.56 (1),
we obtain that K;K;0' € T holds (note that K;K;0" € cl(p)). According
to assumption (5.3), this implies that K;0' € A holds. Using axiom 4%
again, more precisely & e K;0' — K;K;0', we obtain A & e K;K;0'
according to Definition 5.49. Using Lemma 5.56 (1) one more time, we
further obtain that K;K;0" € A holds (note that K;K;0" € cl(y)). Finally,
using assumption (5.4), we obtain K;0' = 60 € X, as desired.

— 0 = —K;0' for =K;0' € cl3(p). Using axiom TX, more precisely - yx«
K;0 — 0, we obtain I' F 44 0 by Definition [5.49, that is, I' F_zpre
-K;0'. Using Lemma 5.56| (1), we obtain that —=K;0’ € T holds. Using
axiom 5%, more precisely F ype K0 — K;—K;0', we further obtain
I'Foowe Ki—K;0 according to Definition 5.49. Using Lemma [5.56 (1), we
obtain that K;—K;0" € T holds (note that K;—K;0' € cl(¢)). According
to assumption (5.3)), this implies that —K;#’ € A holds. Using axiom
5K again, more precisely F g ~K;0" — K;—IK;0', we obtain A F e
K,;—K;#' according to Definition [5.49. Using Lemma 5.56| (1) one more
time, we further obtain that K;—K;#" € A holds (note that K;—K;#' €
cl(p)). Finally, using assumption (5.4), we obtain —K;0' = 6 € 3, as
desired.

. IC;-P is euclidean: Assume that I‘/CfA and FICfE. Therefore:
(Vo € cl(p))(Kio eI’ -0 € A), (5.5)

(Vo e c(p))(Kio €T — o €X). (5.6)

We need to show that AKXYY holds too. Assume K;0 € A for some 6 € cl(p). We
need to show 0 € .

1. Assume —K;0 € cl3(p) C cl(p). From K;0 € A it follows that - K;0 ¢ A
(otherwise, A would not be ¢-consistent with respect to ##°€). Therefore,
according to (5.5), K;—K;# ¢ I' follows. Using Lemma 5.56| (1), we obtain
I' ¥ ywe Ki—K;0 (note that K;—K;0 € cl(y)). Using axiom 5, more precisely,
Foywe K0 — K;=K;0, we further obtain —K;0 ¢ I'" by Definition |5.49.

107



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

5.

A NEW HOPE

108

Therefore, K;0 € I' (otherwise I" would not be ¢-consistent with respect to
HAE). Finally, assumption (5.6) implies that § € ¥ indeed holds.

2. Assume —K;0 € cl(p)\cl3(e).

— 0 = K;0' for K;0' € cl3(;p). Using axiom T, more precisely ¢ K0 —
6, we obtain A & 4 0 by Definition 5.49, that is, A F e K;0'. Using
Lemma 5.56 (1), we obtain that K;0" € A holds. Therefore, ~K;0' ¢ A
(otherwise, A would not be @-consistent with respect to F#F#€). Assump-
tion (5.5) implies that K;—K;0' ¢ I'. Using Lemma 5.56 (1), we obtain
I' ¥ ywe Ki—K;#'. Using axiom 5%, more precisely, Fypy —IK;0 —
K;—K;0', we further obtain —=K;6’ ¢ T’ by Definition 5.49. Lemma 5.56 (2]
implies that then K;§' € T holds. Using axiom 4, more precisely,
Fawe Ki0 — K;K;0 we obtain I' F ¢ K;K;0' by Definition 5.49.
Using Lemma 5.56 (1), we obtain K;K;0" € T' (note that K;K;0' € cl(yp)).
Assumption (5.6) implies that K;0/ =6 € X.

— 0 = =K;0 for =K;0' € cl3(p). Using axiom TX, more precisely -y«
K;0 — 0, we obtain A ¢ 0 by Definition 5.49, that is, A F e —K;0'.
Using Lemma 5.56 (1), we obtain that —K;#" € A holds. Therefore,
K0 ¢ A (otherwise, A would not be p-consistent with respect to AH#E).
Assumption (5.5) implies that K;K;0’ ¢ T'. Using Lemma 5.56| (1), we
obtain I' ¥ e K;K;0. Using axiom 4%, more precisely, - ypo K;0' —
K;K;0', we further obtain K;0’ ¢ T" by Definition [5.49. Lemma 5.56 (2)
implies that then —K;0/ € T holds. Using axiom 5%, more precisely,
e K0 — K;—K;0' we obtain I' - ¢ K;—K;0' by Definition 5.49.
Using Lemma 5.56 (1), we obtain K;—K;#' € T’ (note that K;—K;#' €
cl(p)). Assumption (5.6) implies that =K,;0" = 6 € X.

o H? is shift serial: Assume that TH7A. Therefore:

(Vo € cl(p))(Hio €T — 0 € A). (5.7)

We need to show that HY(A) # @. Using axiom H H more precisely, Fps
H;—H; 1, we obtain I' -y, H;—H; 1 by Definition [5.49. Using Lemma 5.56 (1),
we further obtain that H;—H; L € I holds (note that H;—H; L € cl(yp)). As-
sumption (5.7) now implies that =H; 1 € A (note that =H; L € cl(p)). As-
sume H;0 € A for some 6 € cl(¢). Using Proposition 5.20, more precisely
Fawe "Hi L — (Hi — 0), we get A F e 0 by Definition 5.49. Finally,
according to Lemma 5.56 (1), 8 € A (note that 6 € cl(p)). Therefore, HY(A) # @
indeed holds since we have just shown that AHSA.

Hink: Assume that FH?A. Therefore:
(Vo € cl(p))(Hio €T — o € A). (5.8)

We need to show that TP A holds too. Assume K;0 € I" for some 0 € cl(p). We
need to show 0 € A.
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— Assume K;0 € cli(p) C cl(p). Using Proposition 5.16 (1)), more precisely
Fowe K0 — H;0, we obtain I' F y»¢ H;0 by Definition [5.49. Using
Lemma 5.56 (1), we now obtain that H;0 € I" holds (note that H;0 € cl(y)).
According to assumption (5.8), this implies that § € A indeed holds.

— Assume K;0 € cl(y)\cli(p).

x 0 = —H;L — 0 for K;#' € cli(p). Using Proposition 5.16| (1), more
precisely F y»e K;0 — H;0, we obtain I' F yre H;0 by Definition 5.49)
that is, I' F e Hi(—H; L — 0'). Using Lemma 5.56 (1), we now obtain
that H;(-H;L — 0') € T holds (note that H;(~H;L — ¢') € cl(p)).
According to assumption (5.8)), this implies that -H; 1L — 6’ =6 € A
indeed holds.

x 0 = K;0' for K;0' € cls(y). Using Proposition 5.16| (1), more precisely
Foaowe K0 — H;0, we obtain I' - ¢ H;0 by Definition 5.49, that is,
't ywe H;K;0'. Using Lemma [5.56 (1), we now obtain that H; K;0' € T’
holds (note that H;K;0" € cl(¢)). According to assumption (5.8)), this
implies that K;0’ = 6 € A indeed holds.

x 0 =-K;0 for ~K;0" € cl3(p). Using Proposition 5.16 (1), more precisely
Fowe Ki0 — H;0, we obtain I' - _yp H;0 by Definition 5.49, that is,
't e Hi—K;0'. Using Lemma [5.56 (1), we now obtain that H;—K;0" €
I" holds (note that H;—K;6" € cl(¢)). According to assumption (5.8), this
implies that —K;6’ = 6 € A indeed holds.

o oneHM: Let I, A € W¥#. Assume that HY (') # & (i.e., that there exists [V € W?
such that THITY), H(A) # @ (i.e., that there exists A’ € W*# such that AHA')
and that TP A. Therefore:

—-H; 1 €T? (5.9)
-H; 1 €AY (5.10)
(Vo € cl(p)) (Ko el — o € A). (5.11)

We need to show that I'HY A holds too. Assume H;0 € I for some 6 € cl(p). We
need to show 6 € A.

1. Assume H;0 € cl3(p) C cl(p).

— 6 =—-H; L. Assumption (5.10) immediately implies § € A.

— K0 € cli(p). Using axiom KH, more precisely - yp¢ Hi0 <> (—H; L —
Ki(—'HiJ_ — (9)), we obtain I' b e ~H; L — Ki(—!HiJ_ — 9) by Defini-
tion 5.49. Using the Deduction theorem |5.50/ and assumption (5.9), we
further obtain I' ¢ K;(—H; L — ). Lemma 5.56| (1) now implies that

2Otherwise, H; | € T' (according to Lemma [5.56 (2)) which implies that it must be H¢(T") = & since

no p-consistent set can contain L.

30therwise, H; | € A (according to Lemma 5.56| (2)) which implies that it must be HY(A) = @ since

no -consistent set can contain L.
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Ki(—~H;L — 0) € " (note that K;(~H;L — 0) € cl(p)). According to
assumption (5.11)), this now implies that =H; L — 6 € A holds. Assump-
tion (5.10) and Definition 5.49 now imply that A F ¢ 6 holds. Finally,
according to Lemma 5.56 (1), # € A holds.

0 =—-H; L — ¢ for K;0' € cly(p). First of all, assumption H;(—-H; L —
0') = H;0 € T implies that H;#’ € T" also holds since H;—H; | € T'. Using
axiom KH, more precisely - ¢ Hi0' < (—H;L — K;(~H;L — ¢)),
we obtain ' - yp¢ -H; L — K;(—H; L — 0') by Definition 5.49. Using
the Deduction theorem 5.50 and assumption (5.9), we further obtain
I'Fowe Ki(—H; L — 0). Lemma 5.56 (1) implies that K;(—H; L — 0') €
. According to assumption (5.11), =H; L — 6’ = 6 € A hence holds.

2. Assume H,0 € cl(p) \ clz(p).

0 = K,;0' for K;0' € cl3(¢). Using Proposition [5.20, more precisely
e ~Hi L — (H;0 — 0), we obtain T' b _p4 6, that is, T' F_pe K0
by Definition 5.49. Lemma 5.56| (1) now implies that K;0’ € T". Using
axiom 4%, more precisely e K0 — K;K;0', we further obtain
I'Fovwe K K0 according to Definition 5.49. Lemma 5.56/ (1) now implies
that K;K;0' € T' (note that K;K;0" € cl(p)). Finally, assumption (5.11)
implies that K;0#’' = 6 € A indeed holds.

0= —|Ki0/ for —|Ki9/ S Cl3((p). Using F e “H; L — (HZH — 9), we ob-
tain T' ¢ 0, that is, T' -y pe —K;60' by Definition [5.49. Lemma 5.56 (1)
implies that =K;0 € I". Using axiom 5%, more precisely F ype —K;0' —
K;—K;0', we further obtain I' ¢ K;—K;0 according to Definition 5.49.
Lemma [5.56| (1) now implies that K;—K;0' € T' (note that K;—K;0' €
cl(p)). Finally, assumption (5.11) implies that =K;§’ = 6 € A indeed
holds. O

For the purpose of proving the following lemmas we introduce some notations:

o£§:/\

el

.Ng;:{

¢, for any finite set of formulas T' C £%,;;

T, if {=-7 c
, for any £ € L% .
-&, otherwise y e KA

It is easy to prove:

Lemma 5.60

. For any ¢, € E%H:

£ < E;

2. If € € cl(p), then ~& € cl(p).
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c .
Lemma 5.61. For any ¢ € L%y

1. Fywe N L
rews

2. Fywe "LV =A  for any T, A € W¥ such that T" # A.

Proof. 1. Assume the opposite towards a contradiction. By distributing V through

['= A &, we get an equivalent conjuction of disjunctions, wherein each disjunction
ger
contains exactly one formula from each I' € W¥. By assumption, that conjuction

is not derivable in 7% . Therefore, at least one of its conjuncts is not derivable
in Z7°E , that is, for some op € ' for each I' € W% we have

Yawe \| or.
rewe

From this, by propositional reasoning, we obtain ¥ y»¢ A ~op — L which
Irewv
implies that {~op | ' € W¥} is p-consistent with respect to #7#% (according to

the previous lemma, ~or € cl(p) for any I' € W¥). According to the Lindenbaum
lemma [5.57, {~op | ' € W¥} C A for some A € W¥. Thus, ~oa € A, in
particular. However, this contradicts the (-consistency of A since op € A.

2. Assume I' # A for some I'/ A € W¥. Given that TUA DT (as wellas TUA D A),
the set I' U A cannot be y-consistent with respect to A€ by the maximality of
I' (as well as by the maximality of A). Since we do have I' U A C ¢l(¢), it must be

FTUAF e L.

From this, using the Deduction theorem [5.50, we obtain F y»¢ [ AA — 1. Finally,
by propositional reasoning, we get F e —L V 2A. ]

Corollary 5.62. For any ¢ € 5%11 and any W C W¥,

Fawe \| T N\ A
rew AeWAW

Proof. Let p € E%H and W C W%. From Lemma 5.61| (1), we immediately get - ¢
A —A — '\ L by propositional reasoning. Using Lemma 5.61| (2)), it is easy to

AeWAW rew

show that, for any I' € W, we have

F;{/;fcg I'— /\ -A.

AcWAT}
Therefore, for any I' € W, we also have 4y ' — A —A. Finally, using
AeWAW
propositional reasoning, we obtain - ¢ \V I'— A —A. O
rew AeWAW
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Lemma 5.63 (Truth lemma). For any ¢ € LS, any mazimal @-consistent set I with
respect to HH'E , and any VP € cl(p),

Ypell «— M?T 1.

Proof. We proceed by induction on the structure of .

Base case: If 1) = p, then the statement of the theorem follows from Definition 5.58 (4).

Induction step:

1. If 4 is of the form —f, then ¢ € I is equivalent to # ¢ I" by Lemma 5.56 (2)). By
the induction hypothesis, this is further equivalent to M¥,I" [~ 0, i.e., M¥? T |= .

2. If 1 is of the form 61 A 65, then 61 A 0y € T is equivalent to 81 € I' and 0, € T’
by Lemma 5.56 (3). By the induction hypothesis, this is further equivalent to
M? T | 60; and M?. T |= 0o, i.e., M? T = 61 A 6. In other words, M? T = ¢
holds.

3. Assume that 1 is of the form K;6.

(=>): Assume that K;0 € I'. Take an arbitrary set A such that TKYA. By
Definition 5.58 (2)), 8§ € A holds. Using the induction hypothesis, we now
obtain M? A |= 6. Therefore, M? ,T' = K;0 indeed holds.

(«<=): Assume that M¥ T |= K;0. We first show that the set
{o| Kioc eT}uU{-0}

is not p-consistent with respect to F#Z#% (note that =0 € cl(yp)). Assume
the opposite towards a contradiction. Then, according to the Lindenbaum
lemma 5.57 there exists a maximal p-consistent set A with respect to A€
such that A D {o | K;o € I'} U{=0}. According to Definition 5.58 (2),
we now obtain that T A holds. By assumption, M?, A = 6 follows. By
applying the induction hypothesis, we now obtain § € A, contradicting the
p-consistency of A. Thus, - yr¢ Ag,ser o A =8 — L. Using propositional
reasoning, we obtain &y A, er 0 — 0. Using Z#°€ reasoning, we now
obtain Fre Nk,per Kio — Ki0. Thus, I' Fpe K60, by Definition 5.49. By
applying Lemma 5.56 (1), we finally obtain K;0 € T'.

4. Assume that 1 is of the form H;6.

(=>): Assume that H;0 € T". Take an arbitrary set A such that THSA. By
Definition 5.58 (3)), 8 € A holds. Using the induction hypothesis, we now
obtain M? A |= 6. Therefore, M? T |= H;0 indeed holds.
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5.4. Soundness and completeness of #7# ¢ with respect to KH

(<=): Assume that M¥ I' = H;0. We first show that the set
{o | Hic e T} U {0}

is not p-consistent with respect to F7¢€ (note that -0 € cl(p)). Assume
the opposite towards a contradiction. Then, according to the Lindenbaum
lemma 5.57 there exists a maximal p-consistent set A with respect to A€
such that A D {o | Hioc € I'} U {=0}. According to Definition 5.58 (3),
we now obtain that TH7A holds. By assumption, M¥, A = 6 follows. By
applying the induction hypothesis, we now obtain 6 € A, contradicting the
p-consistency of A. Thus, Fre Apy,ger o A 0 — L. Using propositional
reasoning, we obtain - zry Ay e 0 — 0. Using HH°€ reasoning, we now
obtain F ey Ap,ger Hio — Hif. Thus, I' = p4 H;0, by Definition 5.49. By
applying Lemma [5.56 (1)), we finally obtain H;0 € T".

5. Assume that 1 is of the form C’g 0.

(=): Assume that C&0 € T'. In order to show M¥, T = C&0, we need to
show that M?¥, A, = 6 holds for any sequence PK{A; ... KPA,.

Let Ag :=1T". We first show by induction on n > 0 that Cgé? ISAVS

— C50 € Ap holds by assumption.

— Assume that Cg& € A,_1. Using Miz® we obtain A,_1 F e Eg(& A
C%0). By applying Lemma 5.56/ (1), we obtain EE (0 A C50) € A,
(note that E5 (0 ACEO) € cl(p) since CEO € cl(y)). By applying Lemma
5.56 (3), we further obtain K, (0 A CE0) € A,,_1, in particular. Thus,
0/\05 0 € A,, according to Definition 5.58 (3). Finally, Cg 0 € A, follows
according to Lemma 5.56 (3)).

Now that we have C’g 0N, Antomrs Eg C2A Cg ) follows according to
Miz®. By applying Lemma 5.56/ (1), we now obtain EX (6 A CE0) € A,
(note that EX (6 A CKO) € cl(p) since CEO € cl(p)). From this, using
oo Eg@ — 0, we obtain that A, F y»e% 6 holds too. By applying
Lemma 5.56| (1), we further obtain § € A, (note that 6 € cl(y)). Finally,
by applying the induction hypothesis, we obtain M¥ A, & 6. Therefore,
M. T = Cko.

(<=): Assume that M¥. T |= CEO. Let W := {A € W¥ | M¥, A | CE0}.
We first show the following two things:

a) Fywe A — K;0 foralli e Gand A € W and
b) Foauwe A — Ki—X forallie G, AeW,and ¥ € W¥\W.
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Proof of (a): Let i € G and A € W. Therefore, M¥, A = CH#. This implies
that, in particular, M¥ A = K;60 holds too. As in case 3, it can be shown that
Fawe Ni,oen Kio — K0 holds because the set {0 | K;o € A} U{=0} is not
p-consistent with respect to A€ . Thus, F ywe A — K;0 indeed holds.
Proof of (b): Let i € G, A € W and ¥ € W¥\W. Therefore, M¥, A = CK0
and M?¥ % [~ Cg 6. From this we get that, in particular, AKX does not hold.
This means that 7 ¢ ¥ for some K;7 € A, where 7 € cl(p).

Therefore:

1. =7 € ¥ for some K;7 € A Lemma 5.56 (2)
F e 2 — -1 for some K;7 € A by prop. reasoning from 1.
Foywe T — —X for some K;Tm € A by prop. reasoning from 2.
Foawe Ki(T — %) for some K;7 € A by Nec® from 3.
Foowe Kit — K;—X for some K;7 € A by JFF€ reasoning from 4.
Foywe A — K=Y by prop. reasoning from 5.

SR

By combining (a) and (b), we obtain that, for all i € G and A € W, the following
holds:
Fawe A= KON\ -X). (5.12)
SeWwAWw

Using Corollary 5.62, we obtain -y ¢ A — K;(6 A \/ A). Since (5.12) holds for
AeW
alli € Gand A € W, we get by | A — ESE(OA \V A). The application
AeW AeW

of Ind® now results in Fype V A — C’g&. Thus, Fpre I — Cg@ holds,
AeW
by propositional reasoning, because I' € W by assumption. This means that

I'Foore Cg&. Finally, by applying Lemma [5.56| (1), we obtain Cg@ erl.

6. Assume that 1) is of the form Cg 0.

(=>): Assume that CZ6 € T'. In order to show M? T = CH0, we need to
show that M? A, = 6 holds for any sequence THT Ay ... HEA,,.

Let Ag :=1TI". We first show by induction on n > 0 that C’g 0 e Ay:

— C’g 0 € Ag holds by assumption.

— Assume that Cgﬁ € A,_1. Using Miz we obtain A,_1 F e Eg(ﬁ A
CH0). By applying Lemma 5.56| (1), we obtain EH (0 A CHO) € A,y
(note that EX (0 ACHO) € cl(p) since CHO € cl(p)). By applying Lemma
5.56/ (3), we further obtain H, (8 A CH6) € A,_1, in particular. Thus,
OANCHO € A, according to Definition [5.58 (3). Finally, CH0 € A,, follows
according to Lemma 5.56 (3).

Now that we have C’g e A, Ant e Eg C2 Cg 0) follows according to
MizH.



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

5.4. Soundness and completeness of #7# ¢ with respect to KH

(«<=): Assume that M? T' |= CH0. Let
W:i={AecW?| M? AE=CHb}.

We first show the following two things:

a) Fawe A — Hi  foralli e Gand A € W and
b) Foawe A — H-X forallie G, AeW,and X € WP\W.

Proof of (a): Let i € G and A € W. Therefore, M¥,A = CH6. This
implies that, in particular, M¥ A = H,;0 holds too. As in the previous
case, it can be shown that ey Ap,,ca Hio — H;0 holds because the set
{o | Hio € A} U{=0} is not ¢-consistent with respect to £7#%¢. Thus,
Fowe A — H;0 indeed holds.

Proof of (b): Let i € G, A € W and ¥ € W¥\W. Therefore, M¥, A = CHo
and M¥ % [~ C’g 6. From this we get that, in particular, AH Y does not
hold. This means that 7 & X for some H;7 € A, where 7 € cl(¢p).

Therefore:
1. =7 € ¥ for some H;7 € A Lemma 5.56/ (2))
2. b e X — —1 for some H;7 € A by prop. reasoning from 1.
3. Foywy T — X for some H;7 € A by prop. reasoning from 2.
4. F v Hi(T — —\Z) for some H;7 € A by Nect from 3.
5. Fwe Him — H;—X for some H;7 € A by H7 € reasoning from 4.
6. Fwe A — Hi=X by prop. reasoning from 5.

By combining (a) and (b), we obtain that, for all i € G and A € W, the following holds:

Fawe A— Hi(OA N\ -X). (5.13)
SeEWAW

Using Corollary 5.62, we obtain F_zpre A — H;(6 A/ A). Since (5.13) holds for all
AeW

i€Gand A€W, wegett ey V A— EZ@OA V A). The application of Ind?
AeW AeW

now results in F e V A — Cg 0. Thus, Fypwe I — Cg 0 holds, by propositional
AeW

reasoning, because I' € W by assumption. This means that I' F ¢ Cg 0. Finally, by
applying Lemma [5.56 (1), we obtain CH4 € T.. O

Finally, we obtain:

Theorem 5.64 (Soundness and completeness). The aziom system HAAE is sound and
complete with respect to the KH class of models.
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5. A NEW HOPE
Proof. Soundness: For an arbitrary ¢ € E%H, it follows by induction on the length of the
derivation of ¢ that if ¢ is K€ -provable, then it is also valid with respect to class KH.
Completeness: We prove the contrapositive. Let ¥ zp¢ . It follows that {—p} is
p-consistent with respect to 7€ and, as such, it is contained in some maximal ¢-
consistent set with respect to F7E, i.e., = € I' for some I' € W% according to the
Lindenbaum lemma 5.57. By applying the previous theorem, we obtain M¥ I" = -, i.e.,
M®, T = ¢. Therefore, KH [~ ¢ follows, since M¥ € KH (as shown in Lemma [5.59). O
Corollary 5.65. The aziom system HAHC + Byzy is sound and complete with respect
to the KH™7F class of models.
5.5 Finite model property and decidability
Definition 5.66. A set of formulas T' C Ly is subformula-closed if for all formulas ¢
and v such that ¢ € T' and ¥ is a subformula of ¢, it holds that ¢» € T'.

Definition 5.67 (Filtration). Let M = (W, m,H1,...,Hy) € KB4, and T C Ly be a
subformula-closed set of formulas. Let ~p be the relation on the worlds of M defined by:
w ~p v
if
(Vo e I)(M,w = ¢ <= M,v |= ¢)

Note that ~r1 is an equivalence relation. We denote the equivalence class of a world w

with respect to T by |w|p. Let
Wr = {|lw|r |w e W}.
Suppose le s any model (Wf,ﬂf,”H{, e ,HfL) such that:
1. W/ =Wr.
2. If (w,v) € H; then (Jw|p, [v|r) € HY.
3. If (Jw|r, |v|r) € Hzf then for all Hyp € T':
a) if M,w = Hip then M,v = Hip A ¢,
b) if M,v = Hip then M,w = Hip A p,
4. 7l (p) = {|w|r | M,w = p}, for all atomic propositions p € T,
Then le is called a filtration of M through T.
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5.5. Finite model property and decidability

Lemma 5.68 (Filtration lemma). Let MIJf be a filtration of M € KB4, through a
subformula-closed set I' C L. Then, for all formulas ¢ € I' and all worlds w € M, we

have

Mwlk e iff MLl

Proof. We proceed by induction on the structure of .

Base case: If ¢ is p € Prop, then

Mawlp iff ML |wlrEp

follows immediately according to Definition 5.67| (4).

Induction step:

1. If ¢ is of the form —, then M,w }= — iff M,w W o iff ML |wlp J& ¢ by
the induction hypothesis (0 € T since ¢ € T' and I' is subformula-closed) iff
MIJ‘Cv lw|r E .

2. If ¢ is of the form 1 A 9, then M, w = 91 A iff M, w = 11 and M, w |= 1
iff le, |lwlp E 1 by the induction hypothesis (¢ € T since ¢ € T and T is
subformula-closed) and le , |lw|r = 12 by the induction hypothesis (19 € I' since
¢ €I' and I' is subformula-closed) iff MIJj, lwlr = Y1 Aa.

3. Assume that ¢ is of the form H;i.

(=):

Assume M,w = Hjp. Take an arbitrary [v|p € W/ such that (Jw|r, [v|r) €
”Hf According to Definition 5.67 (3), this means that for all H;p € T, if
M,w = Hip then M,v = Hip Ay (and if M,v |= H;p then M, w |= Hip A p).
Since M, w = H;3, it follows that M, v |= 1, in particular. From this, by the
induction hypothesis (¢ € T since ¢ € T and I is subformula-closed), we get
le, lv|p = 9. Therefore, le, |w|r = H;v indeed holds.

: Assume MIJ:, |lw|r E H;. This means that for all (jw|r, |v|r) € ”Hlf, it holds

that le, |vlp E . From this, by the induction hypothesis () € T' since
¢ € I' and T is subformula-closed), we get M,v |= ¢ for all (Jw|r, |v|r) €
”H{ . Take an arbitrary v € W such that (w,v) € H;. Therefore, according
to Definition 5.67 (2), (|w|r,|v|r) € H/, which further implies M,v = .

7

Consequently, M, w = H;y follows. O

Lemma 5.69. M{ € KB4,,.

Proof. We need to show that the relations Hlf are symmetric and transitive.

e Assume (|w|p,|v|p) € ”Hf Then (|v|r, |w|p) € ’H{ follows immediately from Defini-
tion [5.67 (3).
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5. A NEW HOPE
o Assume (|w|p,|v|r) € ch and (|v|p, lulr) € 7-[{ Take an arbitrary H;p € I' and
assume M,w = H;p. Then, M,v = H;p since M,v = H;p A ¢. Consequently,
M,u = H;jp A . Conversely, assume M,u = H;p. Then, M,v = H;yp since
M,v = Hip A ¢. Consequently, M, w = H;p A ¢. It follows that (Jw|p, |ulr) € Hzf
indeed holds. O
Lemma 5.70. Let I' C Ly be a finite subformula-closed set of formulas. For any model
M € KB4, if le s a filtration of M through I, then le is finite.
Proof. Take an arbitrary M € KB4,, and let MIJ: = (Wt xnt, ”H{, ..., H!) be a filtration
of M through T'. Note that W/ = Wr. Let g : Wr — P(T') be the function defined by
g(lwlr) :=={p e T'[ M,w |= ¢}
It follows from the definition of ~p that g is well-defined and injective. Thus, the size of
Wr is at most 2", where n is the size of I'. O
Theorem 5.71. The logic of 7€ has the FMP.
Proof. Take an arbitrary ¢ € L. If 27 ¥ ¢, there exists a model M € KB4, of 7#
such that M [~ ¢ (according to Theorem 5.4). Let M gub(w) be a filtration of M through
Sub(p) (which is a finite set). By the Filtration lemma 5.68, Mgub(cp) ¥~ ¢ also holds.
Therefore, M gub(@ is a finite model of .7 (according to Lemma 5.69 and Lemma [5.70))
that is a countermodel for . L]
Therefore, according to Theorem [2.26), we obtain:
Corollary 5.72. (Decidability) The logic of 7 is decidable.
Theorem 5.73. The logic of #7E has the FMP.
Proof. If X7 € ¥ o, then the canonical p-model M¥ is a finite countermodel for ¢ (as
already seen in the proof of Theorem 5.64). O]
Therefore, according to Theorem 2.26), we obtain:
Corollary 5.74 (Decidability). The logic of #F€ is decidable.
Definition 5.75. An aziom system £ in a language L1 is conservative over another
axiom system %5 in a language Lo C L1, if:
o At p whenever Lo & ¢ for any o € L1 and
o Lok whenever L F ¢ for any p € Lo.
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5.6. Defining common eventual hope

Lemma 5.76. #7%€ is conservative over A .

Proof. If #H = ¢ for ¢ € LGy, then HE + ¢ follows immediately according to
Definition 5.38. If .27 ¥ ¢ for ¢ € Lkp, then KH [~ ¢ by Theorem 5.18. Therefore,
HIEC ¥ o by Theorem 5.64. O

Corollary 5.77. The logic of #7¢ has the FMP.

Therefore, according to Theorem 2.26, we obtain:

Corollary 5.78 (Decidability). The logic of #F is decidable.

5.6 Defining common eventual hope

Inspired by a related approach described in [HM90, [FHMV95], we will show how to

introduce common eventual hope, albeit without using a greatest fixpoint operator [Tar55].

As a first step, we extend the language L by adding the temporal modality eventually
¢ and denote the extended language with L.

Given an interpreted system Z = (R, ), we define
(Z,r,t) E Q¢ iff (Z,rt)E¢ forsome t >t.

We further define mutual eventual hope of ¢ (in the language L)

Ef o= N\ OHip,
i€G

where @ # G C A. Thus, we obtain
(Z,rt) =B iff (Z,r,t) | OHyp forall icG.

We also associate with a formula ¢ € Ly its intension [FHMV95] in the following way:
7
= A{(rt) | (Z,r1) = o}

As a next step, we use EgH to denote the language obtained by extending L with a

unary modal operator for common eventual hope C’gH , and we use ng to denote the
language obtained by extending CgH with a single propositional variable z.

We call an occurrence of the propositional variable x in a formula ¢ free, if it is outside
the scope of the operator CgH . We say that a free occurrence of x in a formula ¢ is
positive (negative) if it is in the scope of an even (odd) number of negation symbols.
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Definition 5.79. Let A,B C R x Ny and let & # G C A. We associate a function with
the Boolean connectives and modal operators of the language ng in the following way:

1. fo(A) = (R x Ny) \ A (the complement of A),

2. fa(A,B)=ANB,

3. fu,(A) ={(r,t) | ("', t') € A whenever (r,t)H;(r',t')},

4. fo(A) ={(r,t) | (r,t') € A for some t' > t},
Definition 5.80. Let f: R x Ng — R x Ng. The function f is monotonically increasing
(resp. decreasing) iff for all A;B C R x Ny, A C B implies f(A) C f(B) (resp.
f(A) 2 f(B)).
Definition 5.81. Let f : (RxNy) x (RxNy) — RxNy. The function f is monotonically
increasing (resp. decreasing) iff for all A,A’, BB’ C R x Ny, AC A’ and B C B’ imply
F(A,B) C f(A',B') (resp. f(A.B) 2 f(A',B)).
Lemma 5.82. The functions defined in Definition |5.79 are monotonically increasing,
except the function associated with negation which is monotonically decreasing.
Proof. Assume that AC A’ C RxNgand BC B'C Rx Ny and @ # G C A. Then, we
obtain the following:

L fA(A) = AD A = f(A),

2. fA(A,B)=ANBC A NB = fA(A",B),

3. fu,(A) = {(r,t) | (+',t') € A whenever (r,t)H;(r',t")} C {(r,t) | (', t) €

A" whenever (r,t)H;(r',t")} = fu,(A"),
4. fo(A) = {(r,t) | (r,t') € A for some t' >t} C {(r,t) | (r,t') € A" for some t' >
th = fo(4). O

Definition 5.83. We define f,(A) for every set A C Rx Ny by induction on the structure
of p € £gf as follows:

1. f,(A) = pT, where p € Prop,

2. f.(A)=A,

3. pr(A) = fﬁ(f«:(A));

4o Forw(A) = fA(fo(A), fy(A)),

5. szcp(A) = sz(fgo(A))a
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5.6. Defining common eventual hope

6. fop(A) = fo(fe(A)),
7. ngH(p(A) =U{BCRxNy|BC ngH(W\x)(B)}.

Notice that the function fCoH@ does not depend on the set A in any way, i.e., it is a
G

constant function. As we will show in Lemma |5.88, functions associated with formulas
that have no occurrences of x are constant as well.

Lemma 5.84. If every free occurrence of x in ¢ € ng is positive (resp. negative), then
the function f, is monotonically increasing (resp. monotonically decreasing).

Proof. We proceed by induction on the structure of .

Base case: If ¢ is p, then there are no occurrences of x in ¢, so, the statement of
the lemma vacuously holds. If ¢ is z, we immediately obtain that f, is monotonically
increasing because it is an identity function. If ¢ is —x, we obtain that f—, is monotoni-
cally decreasing because the composition of a monotonically decreasing function and a
monotonically increasing function is a monotonically decreasing function.

Induction step:

1. Assume that ¢ is of the form —.

a) If every free occurrence of x in ¢ is positive, then every free occurrence of x
in ¢ is negative. Therefore, using the induction hypothesis, we obtain that
the function fy is monotonically decreasing. Finally, f-, is monotonically
increasing as a composition of two monotonically decreasing functions.

b) If every free occurrence of x in ¢ is negative, then every free occurrence of  in
1 is positive. Similarly to the first case, we conclude that f-, is monotonically
decreasing.

2. Assume that ¢ is of the form ¢ A ¢a.

a) If every free occurrence of = in ¢ is positive, then every free occurrence of
x in @1 and 9 is positive. Using the induction hypothesis and the fact
that the composition of monotonically increasing functions is a monotonically
increasing function, we obtain that f, A, is indeed monotonically increasing.

b) If every free occurrence of x in ¢ is negative, then every free occurrence of =
in ¢1 and ¢o is negative. Similarly to the first case, we conclude that f, Ae,
is monotonically decreasing.

3. Assume that ¢ is of the form H;i.

a) If every free occurrence of x in ¢ is positive, then every free occurrence of = in
1 is positive. Using the induction hypothesis and the fact that the composition
of monotonically increasing functions is a monotonically increasing function,
we obtain that fg,, is indeed monotonically increasing.
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5. A NEW HOPE

b) If every free occurrence of x in ¢ is negative, then every free occurrence
of z in 9 is negative. Similarly to the first case, we conclude that [,y is
monotonically decreasing.

4. Assume that ¢ is of the form ¢. Analogously to 3., we obtain the desired mono-
tonicity.

5. Assume that ¢ is of the form C’gH 1. Since no occurrence of x is free in ¢ in this
case, the statement of the lemma vacuously holds. O

Corollary 5.85. For all formulas ¢ € EgH and groups @ # G C A of agents, the
Sfunction onH(wa) is monotonically increasing.
G

Proof. By definition, EgH(go ANzx)= A OH;(p A x). Using Lemma 5.84, we immediately
i€G

obtain that the function fpon (oAz) is indeed monotonically increasing. O
G

©Ax

Definition 5.86. Given an interpreted system Z = (R, m), a point (r,t) € R x Ny, and a
formula ¢ € ,CgH we define

(I) r, t) ’: CgHQD Zﬁ (Ta t) € U{B g R x NO | B g ngH((p/\x)(B)}
In other words,

(CE"o)" =B S RxNo | B fromy(B)-

Lemma 5.87. Given an interpreted system I = (R, 7), for any formula ¢ € £<(>JH7

ngHW/\x)((CgHSO)I) = (CgH‘P)I~
Proof. Let us first show that (C’gHgo)I C ngH(SOM)((CgH@)I), using Definition 5.86:

(C& )" =\ UIB S RxNo | BC fonn,(B)}
C U g9t (oney(B) | BE Rx No and B C fron,, (B}
= ngH(go/\x)(U{B g R x NO ’ B Q ngH(@Ax)(B)})
= ngH(SO/\x)((Cg‘HSO)Z)-

(C&M )" it

Since ngH (onz) is monotonically increasing, from (CgH o) C ngH((p )

follows that
ngH(g;/\m) ((CgHSD)I) - ngH(@/\z) (ngH(wa) ((Cchp)I))

((Cchp)I) - (C’gHgo)Z holds as well.
O

Therefore, according to Definition 5.86, fpon (pA2)
G
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5.6. Defining common eventual hope

Lemma 5.88. Given an interpreted system T = (R,m) and a set A C R x Ny, for all
formulas p € EgH,

fo(A) = "
Proof. We proceed by induction on the structure of .

Base case: If ¢ is p € Prop, then Definition 5.83| (1) implies
fp(A) = pz'
Induction step:

1. Assume that ¢ is of the form —). Using Definition 5.83| (3) and the induction
hypothesis, we obtain

Fp(A) = f-(£o(A)) = (B x No) \ fu(A4) = (R x No) \ ¥ = (=9))".

2. Assume that ¢ is of the form 1; A 9. Using Definition [5.83/ (4) and the induction
hypothesis, we obtain

fwl/\IPQ(A) = f/\(fw1 (A)afwz(A)) = flbl(A) N fwz(A) = ¢1I N ¢% = (¢1 A 77b2)I'

3. Assume that ¢ is of the form H;v. Using Definition 5.83| (5) and the induction
hypothesis, we obtain

S0 (A) = fu,(fy(A))
={(r,t) | ('
= {(r,t) | (

= (Hip)".

T,

t') € fyp(A) for all (', t") st. (r,t)H;(r', )}
v ) eyt forall (¢, t) st (r,t)Hi(r, 1)}

4. Assume that ¢ is of the form {1. Similarly to the previous case, we obtain the
desired equality.

5. Assume that ¢ is of the form CgH 1. Then, using Definition 5.83 (7) and Defini-
tion |5.86, we immediately get

fch¢ (A) = (Cng})I

regardless of the induction hypothesis. O

Now we turn to showing that the well-known Fizpoint Aziom and Induction Rule [FHMV95)]
hold for common eventual hope modality.

First, we need the following lemma.
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5. A NEW HOPE
Lemma 5.89. Given an interpreted system I = (R, m), for any formula ¢ € ng and
any formula ¢ € EgH,
Fo(¥") = (plz/¥])".
Proof. We proceed by induction on the structure of ¢. Let ¢ € EgH .
Base case: If ¢ is p € Prop, then p[x /1] = p. The result f,(/%) = p? follows immediately
by Definition 5.83 (1). If ¢ is the propositional variable z, then z[z /1] = 1. The result
fe(1?) = T follows immediately by Definition 5.83 (2).
Induction step:
1. Assume that ¢ is of the form —x. Using Definition 5.83 (3) and the induction
hypothesis, we obtain
Fx @) = f (@) = (R x No) \ fy(¥) = (R x No) \ (x[a/9])" = (—x[a/y])".
2. Assume that ¢ is of the form y; A x2. Using Definition 5.83 (4) and the induction
hypothesis, we obtain
le/\XQ (1/11) = f/\(fX1 (¢I)7 sz (wl))
= le(@Z)I) N fX2 (¢I)
= Calz/v)* N (elz/v)*
= (xafz /Y] A xalz/4])*
= ((x1 A x2)la /9"
3. Assume that ¢ is of the form H;y. Using Definition 5.83 (5) and the induction
hypothesis, we obtain
inX(wI) = sz(fX(¢I))
={(r,t) | (", ) € f(F) forall (+',t') st. (r,t)Hi(r' )}
={(r,t)| (', 1) € (x[z/¥])T forall (+',t') s.t. (r,t)Hi(r' 1))}
= (Hi(x[z/¥])" = (Hix)[z/¥])".
4. Assume that ¢ is of the form ¢x. Similarly to the previous case, we obtain the
desired equality.
5. Assume that ¢ is of the form C’gH X. Then, using Definition 5.83 (7)) and Defini-
tion 5.86, we immediately get
Foon (7)) = {B S RxNo | BC fromn,,(B)}
= (C&M x[z/v))*
regardless of the induction hypothesis. O
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5.6. Defining common eventual hope

Theorem 5.90. Given an interpreted system I = (R, ), for all formulas ¢, € ﬁgH
and groups @ # G C A of agents:

TE ESH(w A CgHSO) A CgHQD Fizpoint Azxiom (5.14)
IfTEY— E8H(<p A1), then T — C’gHgo Induction Rule (5.15)

Proof. Using Lemma 5.89, we obtain (EgH(Lp A Cchp))I = onH(wa)((CgHtp)Z). There-
G
fore, according to Lemma 5.87, (EgH(gp A C’gHgo))I = (CgHgo)I follows, that is,

(L1, t) | CH o e EH (o A CEH ),

for all (r,t) € R x Ny.

Let now Z = ¢ — EgH((p/\l/J). This means that ¢% C (EgH(go/\w))I. Using Lemma 5.89),
we, thus, obtain

A T
P C ngH(gp/\x)(Tb )
Finally, from Definition 5.86,, follows that 1? C (Cchp)Z, that is, Z E ¢ — Cchp. O

Lemma 5.91. Let Z = (R, ) be an interpreted system, p,1) € EgH, and @ # G C A.
Then
T = ES (o np) — B o N ESH .

Proof. Let (r,t) € R x Ny. Assume (Z,r,t) = EgH(go/\w). This means that for all i € G
it holds that (Z,r,t) = OH;(¢ A ¢). Therefore, for all i € G there exists t; € Ny such
that ¢t < t; and (Z,r,t;) = H;(¢ A1). This is further equivalent to: for all i € G there
exists t; € Ny such that ¢t < ¢; and (Z,r,t;) = Hip A Hjtp. It now follows that for all
i € G it holds that (Z,r,t) = OH;p, and for all i € G it holds that (Z,r,t) = OH;1.
Thus, (Z,r,t) E E&H o A EgH 1 indeed holds. O

Therefore, we can prove the following:

Theorem 5.92. Let Z = (R, ) be an interpreted system, ¢ € EgH, and @ # G C A.
Then
Tk Cp = (B  forall k> 0. (5.16)

Proof. Let k > 0 and (r,t) € R x Ny. Assume that (Z,r,t) & C’gHgo. Therefore,
(Z,rt) = EgH (¢ A CZH p) according to the Fixpoint Axiom. Using the Fixpoint Axiom
again, we obtain (Z,rt) = EgH(cp A E?;H(cp A C’gHgo)). Similarly (by applying the
Fixpoint Axiom k — 2 more times), we obtain:

(Z,rt) | BEX(oNES (o - NEGH (oA CEHp)..),
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in which the modal operator EgH appears k times. Now, according to Lemma 5.91) the
latter implies

(Z,r ) | BT o A (BT n--- A (EE o A (EGTFCE o,

which further implies that (Z,r,t) = (EgH )k indeed holds. Since k& > 0 and (r,t) €
R x Ny were chosen arbitrarily, we can conclude that (5.16) holds. Ul

Theorem 5.93. Let 7 = (R, m) be an interpreted system, @, € EgH, and @ # G C A.
Then
If TEp—, then IECYHp — C8Hy.

Proof. Assume 7 |= ¢ — 1. Let (r,t) € R x Ny. Assume further (Z,r,t) = C’gHgo. Using
the Fixpoint Axiom, we get

(Z,7,0) E B (9 A CE ). (5.17)

Since (Z,r,t) = ¢ — 1 holds by assumption, (Z,r,t) = (p A CgHgo) — (w/\Cgng) holds
as well. Now (Z,r,t) = EgH(cp A C’gHgo) — EgH(zp A CgHgo) easily follows as both H;
(for all i € G) and ¢ are monotone. Using (5.17)), we obtain (Z,r,t) = EgH(@/) A CgHgo).
To conclude, we have shown that

ITECo— EF(wACy),

since (r,t) € R x Ny was chosen arbitrarily. Thus, according to the Induction Rule,
TE C’gHgo — C’gHw follows. O

5.7 Related work

It is notable that, independently, based on algebraic topological modeling, Goubault
et al. [GLR22] proposed a KB4-type of a modality to model the epistemic attitudes
of agents in synchronous systems restricted to crash failures. They call their (KB4)
modalities ‘knowledge,” use K; for them, and define a dead agent as K; 1. We call our
(KB4) modalities ‘hope,” use H; for them, and define a byzantine faulty agent as H;L,
whereas ‘knowledge’ for us is a separate modality of type S5. In addition, recall that we
model the epistemic attitudes of agents in asynchronous systems with byzantine faults.
All this suggests KB4 to be a good choice for epistemically studying a wide range of
fault-tolerant systems.
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CHAPTER

The Firing Rebels with Relay

In this chapter, we perform a knowledge-based analysis of a canonical distributed
computing problem called Firing Rebels with Relay (FRR) within the byzantine fault-
tolerant asynchronous model of distributed systems introduced in Chapter 2. Through
a detailed epistemic analysis, we establish the necessary level of knowledge that needs
to be acquired by correct agents in every correct solution of the FRR problem (that is,
in any protocol that is supposed to solve it). Even though identifying such epistemic
conditions does not immediately lead to practical protocols for FRR, it is an important
first step towards this goal. Indeed, we expect it to lead to necessary communication
structures, which must be present in every run of any protocol that is supposed to solve
FRR. Knowing the latter would not only enable us to decide right away whether the
communication guarantees provided by a given model of distributed systems allow to
solve FRR, but would also facilitate the design of efficient protocols for it.

Chapter organization

The exact formulation of the FRR problem is introduced in Section 6.1. Using an
appropriately chosen language, we model FRR in Section 6.2 by “translating” its specifi-
cation into epistemic formulas. Then, in Section 6.3, we perform a thorough epistemic
analysis by studying the corresponding interpreted systems. In particular, we establish
the necessary epistemic state that needs to be achieved in every correct solution of the
FRR problem. Interestingly, the required epistemic state turns out to include a variant of
common hope, namely, common eventual hope. We also explore the relationship between
mutual eventual hope and common eventual hope specifically in case there are at least
3f + 1 agents present in the system, where f is the maximal number of agents that can
turn byzantine. Finally, we also identify sufficient conditions for solving FRR.
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6.1 Formulating the problem

The FRR problem assumes that every agent ¢ € A may observe an event START and
may generate an action FIRE according to the following specification:

Definition 6.1 (Firing Rebels with Relay). A system is consistent with Firing Rebels
with Relay (FRR) for f > 0, iff all runs satisfy:

(C) Correctness: If at least 2f + 1 agents learn that START occurred at a correct agent,
then all correct agents perform FIRE eventually.

(U) Unforgeability: If a correct agent performs FIRE, then START occurred at a correct
agent.

(R) Relay: If a correct agent performs FIRE, then all correct agents perform FIRE
eventually.

Remark 6.2. A different specification for Correctness can be found in literature: “If
at least f + 1 reliable agents locally observed START, then some reliable agent fires
eventually 7 (see, e.g., [BL87]). Here, a reliable agent is one that will always follow its
protocol, which corresponds to a forever correct agent in our terminology. In the case of
FRR, by invoking (R), this specification implies “If at least f + 1 reliable agents locally
observed START, then all reliable agents fire eventually.” We require 2f + 1 arbitrary
(correct or byzantine faulty) agents instead. Of course, given the limit of f byzantine
faulty agents per run, at least f +1 (not necessarily the same) of these agents will remain
forever correct in every run. Moreover, we relax the condition of the 2f + 1 agents locally
observing START to each of them learning that START occurred at a correct agent. This
is preferable, because direct observation is only one possible way of ascertaining that
START occurred. For instance, if an agent has already determined’ who the f byzantine
faulty agents are, e.g., due to their erratic behaviour in the past, then a confirmation of
START from just one other agent would be sufficient.

Note that in crash-prone systems, FRR is trivial to solve, even for large f: Indeed, every
agent who observes START or receives a notification message (for the first time) just
invokes FIRE and sends a notification message to everyone. This guarantees that if
a single correct agent observes START, every correct agent will invoke FIRE (agents
that crash during the run may or may not issue FIRE here). Observe that this solution
involves a trivial silent choir [GM18], namely, when no agent observes START. In the
presence of byzantine faulty agents, however, this solution does not work, as byzantine
faulty agents may send a notification without having observed anything. A correct
solution for FRR must, hence, prevent the byzantine faulty agents from triggering FIRE
at any correct agent.

1Strictly speaking, the agent in this situation does not know that the f agents are byzantine faulty,
but rather that they are byzantine faulty if it itself is not. By the same token, whenever we say “learned,”
“determined,” or “ascertained” above, what we mean is reasoning under the assumption of its own
correctness, i.e., the belief modality B; rather than the knowledge modality K.
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6.2. Modeling via interpreted systems

6.2 Modeling via interpreted systems

First of all, we fix:

o a finite set A := {1,...,n} of agents,

o a nonempty countably infinite set Prop of atomic propositions (atoms),

o a finite set Co := {correct; | i € A} of designated correctness atoms,

o a finite set Start := {occurred;(START) | i € A} of designated start event atoms,

o a finite set Fire := {occurred;(FIRE) | i € A} of designated firing atoms.

Syntar. We start with Prop U Co U Start U Fire and continue by forming formulas by
closing under the Boolean connectives = and A and under the following (unary) modal
operators: Ki,...,Ky,, Hy,...,H,, O, C°%y, and Y to obtain the language Lpgg, i.c.,
the language Lpgrr is generated by the following BNF:

pu=pl-p|(pAe) | Kip|Hip| 0| C¥p | Yo,

where p € Prop U Co U Start U Fire and i € A. We take T to be an abbreviation for some
fixed propositional tautology, and take | to be an abbreviation for =T. Also, we use the
following standard abbreviations from propositional logic: ¢ V ¥ for =(—p A =), ¢ — ¥
for = V1, and ¢ <> ¢ for (p — ) A (¢ — ¢). In addition, we also write:

DC’O = —|<>—|80,
B,y := K;(correct; — ),
EOBgo = /\ OBje,
jeA
EOHp = /\ OHjp.
jeA

Remark 6.3. Just like before, the overline in occurred;(START) and occurred;(FIRE)

is used to indicate that the occurrences of START and FIRE are correct (non-byzantine).

Semantics. Truth of formulas from Lprr is defined in the following way:

1. For an atom p € Prop U Co U Start U Fire, (Z,7,t) = p iff (r,t) € w(p),
2. (Z,rt) = —piff (Z,7,t) E ¢ does not hold,

4. (Z,rt) E Kip iff (Z,7',¢') | ¢ for all (+/,t') such that r;(t) = ri(¢),
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5. (Z,r,t) E Hip ift (Z,7',t") = ¢ for all (+',t') such that (Z,r,t) = correct; and
(Z,r',t") = correct; and r4(t) = ri(t'),

6. (Z,r,t) = O iff (Z,r,t") = ¢ for some t' > ¢,
7. (Z,r,t) E CSH @ iff (r,t) e {BC Rx Ny | B C ngH(W)(B)},

8. (Z,rt) EYypiff t >0and (Z,r,t—1) = ¢,

where the function ngH (¢ is defined as in Definition [5.83|

AZ)

Note that
Mz = (R X Ng, 7w, H1, ... ,Hn) S K45ﬁo,

whenever, for i € A:

(r, YHi(r' ") iff (Z,7,t) = correct; and (Z,7',t') |= correct; and ri(t) = ri(t').

We will write (Z,7,t) = ¢ to denote that (Z,r,t) = ¢ does not hold. By Z = ¢, we
denote the fact that ¢ is satisfied at all the points (r,t), i.e., that ¢ is valid in Z.

Lemma 6.4. For any agent i € A, formula ¢ € Lrrr, and interpreted system I, it holds
that Z = H;p < (correct; — Bjyp).

Proof. Let T = (R, m). Consider a run » € R and a node (i,t) € A x Ny. Assume
(Z,r,t) E H;p. This means that (Z,r',t") | ¢ for all (/,¢') such that (Z,r,t) = correct;
and (Z,r',t") = correct; and r;(t) = ri(t'). Assume now (Z,r,t) = correct;. In order to
show (Z,r,t) |E By, ie., (Z,r,t) = K;(correct; — ¢), take an arbitrary (r*,t*) such that
ri(t) = rf(t*). If (Z,7*,t*) = correct;, our initial assumption implies that (Z,7*,t*) = ¢
must hold. Therefore, (Z,7*,t*) = correct; — .

For the other direction, assume (Z,r,t) = correct; — Bjp. In order to show (Z,r,t) |=
H;p, take an arbitrary (r*,t*) such that (Z,r,t) = correct; and (Z,7*,t*) = correct;
and r;(t) = rf(t*). It thus follows from the initial assumption that (Z,r,t) = By, i.e.,
(Z,r,t) E K;(correct; — ¢). This means that (Z,7',t") = correct; — ¢ for all (r',t’) such
that r;(t) = 7;(t'). Therefore, (Z,r*,t*) |= correct; — ¢, in particular. Finally, since
(Z,r*,t*) |= correct;, it follows that (Z,r*,t*) = . O

Corollary 6.5. For any formula ¢ € Lrrr and interpreted system I, it holds that

T = E%H g« N\ O(correct; — Bip).
icA



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

6.2. Modeling via interpreted systems

Definition 6.6. For an agent i € A, we define:

start; = Yoccurred;(START) A correct;
fire; = occurred;(FIRE) A correct;
start = \/ start;
jeEA
fire = \/ Jire;
jeEA

Note that for one of these formulas to be true, it is necessary for (one of) the involved
agent(s) to be correct not only at the time the event/action in question occurred but
also at the time of the evaluation. Using the yesterday modality Y in start; accounts for
the fact that our agents cannot act on a precondition in the same round it is established.

Using Definition 6.6, we can translate the specification of FRR (stated in Definition 6.1))
as follows:

Definition 6.7 (Modeling Firing Rebels with Relay). An interpreted system T is con-
sistent with Firing Rebels with Relay for f > 0, if the conditions Correctness (C),
Unforgeability (U), and Relay (R) hold:

(©) 7z = \/ /\ Bjstart — /\ O(correct; — fire;)
GCA jeG i€A
|G| =2f+1

Uy T E  TFire — starl

(R) T = fire — /\ O(correct; — fire;)
ieA

Remark 6.8 (Variants of eventuality). The phrase all correct agents fulfill ¢; eventually
in Definition 6.1 can be formalized in two different ways:

e A Olcorrect; — ¢;), which states that each agent will either become byzantine
i€A
faulty at some point in the future or will fulfill its respective p; at some point in
the future.

e O A (correct; — @;), which states that there is one moment in the future by which
icA
every agent still correct fulfills its respective p;.

The second statement is a strengthening of the first as it demands the existence of a
common moment in time at which for all correct agents formulas @; are satisfied. As
we show in Corollary|6.11, for p; = fire;, the two formulations are equivalent because,
due to our agents having perfect recall (Remark 2.45), correct; — fire; is a stable fact
(Lemma 6.10), i.e., once the formula evaluates to true, it stays true forever. In order to
prove this, we first show that faultiness of an agent is a stable fact too.
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Lemma 6.9. 7 |= —correct; — O=correct; for any agent i € A and any interpreted
system I.

Proof. Let 7 = (R, 7). Consider a run r € R and a node (i,t) € A x Np. Assume
(Z,r,t) = —correct;. By Definition 3.4, this means that for some ¢; < ¢,

Ay, N FEvents; # @

holds. Consider an arbitrary ¢’ > t. Now (Z,r,t') = —correct; immediately follows since
t; <t <t'. Therefore, (Z,r,t) = O-correct; indeed holds. O

Lemma 6.10. 7 |= (correct; — fire;) — O(correct; — fire;) for any agent i € A and
any interpreted system I.

Proof. Let T = (R, m). Consider a run » € R and a node (i,t) € A x Ny. Assume
(Z,r,t) = correct; — fire;. Consider further an arbitrary ¢’ > t. If (Z,r,t) = —correct;,
then, according to the previous lemma, (Z,r,t") = —correct; follows. Thus, (Z,r,t') =
correct; — fire; also follows. Let us assume now (Z,r,t) = fire;. To show that
(Z,r,t') = correct; — fire; holds in this case as well, assume further (Z,r,t') = correct;.
According to Definition 6.6, (Z,r,t) = fire; means (Z,r,t) | occurred;(FIRE) A correct;.
Consequently, according to Definition 3.4, there exists some t* < t such that FIRE €
label ™! (ﬁf* (r) I_IBZ (r)) Therefore, (Z,r,t') = occurred;(FIRE) must also hold since

t* <t <t'. Finally, using (Z,r,t') = correct;, we obtain (Z,r,t") = correct; — fire;. U
Corollary 6.11. For any interpreted system ZL:

7 E /\ O(correct; — fire;) <+ ¢ /\ (correct; — fire;).

€A €A

Proof. Let T = (R,7). Consider a run r € R and a timestamp t € Nj. Assume
(Z,r,t) = N O(correct; — fire;). This means that for every i € A there exists some
€A
t; > t such that (Z,r,t;) E correct; — fire;. Now, let tya, := max{t; | i € A}. By
applying the previous lemma, we obtain (Z, 7, tyas) | correct; — fire; for all i € A,
ie., (Z,r,tmaz) E N correct; — fire;. Since tpmaz > t, (Z,7,t) = O A (correct; — fire;)
icA icA

follows.

For the other direction, let us assume (Z,r,t) = O A (correct; — fire;). This means
icA

that there exists some ¢’ > ¢ such that (Z,r,t') = A (correct; — fire;), ie., (Z,r,t') E
ieA

(correct; — fire;) for all i € A. Thus, indeed, there exists some t; > t for all i € A

(namely, t; = t' for all ¢ € A) such that (Z,r,t;) = correct; — fire;. In other words,

(Z,r,t) = N\ O(correct; — fire;). O
icA
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6.3. Necessary and sufficient conditions

6.3 Necessary and sufficient conditions

The goal of this section is to

1. lift the given necessary conditions on a single correct agent’s firing — namely, that

start must hold by Unforgeability (U) and A O(correct; — fire;) must hold by
icA
Relay (R) — to statements that describe the epistemic state that is necessary to

be achieved by any correct agent before firing;

2. strengthen the obtained necessary epistemic conditions for firing so that they
become sufficient for satisfying the conditions Unforgeability (U) and Relay (R);

3. show how Correctness (C) helps simplifying the obtained strengthened necessary
epistemic conditions in the presence of at least 3f 4+ 1 agents in the system;

4. find conditions that are sufficient for solving FRR.

Note that the case when insufficiently many agents learn that START occurred at a
correct agent, trivially satisfies condition (C). In this case, FRR reduces to (U)+(R), a
problem with a trivial solution, namely, all correct agents not firing. It is the combination
of all three conditions that makes FRR a problem worth the analysis.

The first lemma formalizes the fact that, since our agents have perfect recall, reasoning
under the assumption of their own correctness leads them to believe that their perceptions
are accurate. For instance, an agent who recalls observing START believes that, unless
it is byzantine faulty, a correct agent (namely, itself) observed START.

Lemma 6.12. For any interpreted system I and any agent i € A:
fire; — B; fire;

fire; — B;fire

start; — B;start;

N R NN
T T T
233
-

start; — B;start

Proof. The argument is the same for FIRE and START. We only provide it for the
former. Let Z = (R, m). Consider a run r € R and a node (i,t) € A x Np. Assume
(Z,r,t) |= fire;. According to Definition 6.6, this means that (Z,r,t) = occurred;(FIRE)A
correct;. Consequently, according to Definition 3.4, there exists some t* < t such
that FIRE € label ! <Bf (r) I_IBEZ (r)) Consider any ’ € R and t' € Ny such that

ri (t) =7 (t'). Then, r; (t') also contains a record of FIRE since agent i has perfect recall.

If (Z,7',t") = correct;, this record must correspond to a correct action and, consequently,
(Z,7",t') = fire;. Since (Z,r',t') = correct; — fire; whenever r; (t) = 7} ('), we have
(Z,r,t) = Ki(correct; — fire;), i.e., (Z,r,t) = B;fire;. The other statement about FIRE
follows from |= fire, — fire and monotonicity of B;. O
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6. THE FIRING REBELS WITH RELAY
Unforgeability (U) states that start is a necessary condition for a correct agent firing.
Lifting this condition to the level of agent’s knowledge yields that, in order to fire, it
must believe in start.
Lemma 6.13 (Epistemic state necessary for firing in presence of Unforgeability (U)).
Let T be an interpreted system consistent with Unforgeability (U). For any agent i € A,
T E fire; — Bjstart. (6.5)
Proof. The proof follows immediately from (6.2), (U), and monotonicity of B;. O
Similarly, lifting the Relay condition (R) to the level of agent’s knowledge yields the
requirement that, in order to fire, a correct agent must believe that all correct agents
eventually will have fired.
Lemma 6.14 (Epistemic state necessary for firing in presence of Relay (R)). Let Z be
an interpreted system consistent with Relay (R). For any agent i € A,
I [ fire, > B; /\ O(correct; — fire;). (6.6)
jeA
Proof. Immediately follows from (6.2)), (R), and monotonicity of B;. O
Combining the conditions necessary for (U) and (R), we establish the following level of
knowledge necessary for firing:
Theorem 6.15 (Epistemic state necessary for firing in presence of both (U) and (R)).
Let T be an interpreted system consistent with (U) and (R). For any agent i € A,
T | fire; — Bi(start A E¥start).
Proof. Since the system is consistent with (U), (6.5) holds according to Lemma |6.13.
Thus, it only remains to show that
I | fire;, — BiE"start. (6.7)
Using 7 = fire; — Bjstart, that is (6.5), we easily obtain
I = B\ Olcorrect; — fire;) = B; J\ O(correct; — Bjstart), (6.8)
jeA jeA
using propositional reasoning and monotonicity of both B; (for all j € G) and .
Since the system is consistent with (R) as well, (6.6) holds according to Lemma 6.14.
Therefore, using (6.8) we further obtain
I & fire, = B; /\ O(correct; — Bjstart)
JjeEA
by propositional reasoning. Finally, according to Corollary 6.5, it follows that (6.7) indeed
holds. O
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6.3. Necessary and sufficient conditions

Remark 6.16 (Emergence of hope). Note that requiring T = fire; — B;E®Bstart would
not work. We cannot strengthen the necessary condition in Theorem |6.15 by replacing
mutual eventual hope with mutual eventual belief, i.e., by omitting correct; therein. In
other words, the use of hope for deeper iterations is crucial for the correct formulation.
Indeed, in case of our notion of belief, agent i can rarely have unconditional beliefs
about another agent j’s beliefs. The problematic situation is when agent j’s perception is
compromised. In that case, agent i has no way of ascertaining what j’s erroneous input
data might be and, hence, cannot determine what a correct agent would have inferred
from these incorrect inputs. According to our notion of belief, whether agent i itself is
correct or not, it reasons assuming that its own perceptions are the objective reality. The
correct; assumption is, therefore, necessary to anchor j to the same (allegedly) objective
reality contemplated by i, even though j’s access to the facts of this objective reality is
generally different from i’s.

Remark 6.17 (Relation to indexical sets). Another approach to describing beliefs of
fault-prone agents is via so-called indezical sets [FHMV9S, [MTS8S], which are variable
(non-rigid) sets that can be used to represent the set of all correct agents at every point
in the system. While our results could be reformulated in terms of indexical sets, there
were several reasons for us to choose another language. Besides the ability to reason
about all agents, whether correct or byzantine faulty, in a uniform way, we tried to
stay as close as possible to the standard language of epistemic modal logic. Perhaps
more importantly, however, was the moral lesson of the already mentioned Knowledge
of Preconditions Principle [Mos15], which reveals how important it is for an agent to
know all ingredients affecting its behaviour, correctness of itself and other agents being
one of them. Thus, we believe that the transparent and explicit use of correctness in our
language is advantageous. An immediate example is the distinction between belief and
hope discussed in Remark|6.16, which would have remained somewhat obscured in the
indezical set notation.

Remark 6.18 (Mutual eventual hope is not sufficient). While using B;(start N EYH start)
as a trigger for agent i firing would ensure Unforgeability (U), it is too weak to guarantee
Relay (R). Indeed, consider a system with 3 agents (n = 3), at most one of which can
become byzantine faulty (f = 1). In such a system, receiving the same information from
two independent sources is sufficient to believe in its validity, while information from
only one source without observing it first hand is not. Suppose that the protocol forces a
correct agent to notify all other agents whenever it observed START. Consider a run
where agent b is byzantine from the beginning, whereas agents c¢1 and cy remain correct.
Let ¢y and co each observe START and, hence, notify all agents about it. Meanwhile
b falsely notifies co that it too observed START but will never duplicate this message to
c1. Thus,

e correct co observed START and eventually received 2 confirmations of START from
c1 and b;
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e correct c1 observed START and eventually received 1 confirmation of START from
C25

e byzantine faulty b did not observe START but was eventually notified of START
by both c1 and co.

In this situation, all agents eventually believe that START was correctly observed (c;
and cy saw it themselves, whereas b has 2 independent confirmations). Moreover, ca
has a reason to believe in the mutual eventual hope of START. Indeed, hope would be
trivially satisfied for a byzantine faulty agent, whereas any correct agent would eventually
receive at least 2 confirmations out of 3 that cy itself possesses. Thus, according to the
proposed knowledge threshold, co should fire. On the other hand, ¢ will never fire because
it cannot be sure that b will eventually hope that START occurred. In c1’s mind, if b
were correct and co were byzantine faulty and did not send a confirmation to b, then b
would only ever receive 1 confirmation, which is not sufficient to make it trust START
truly occurred. Hence, ¢1 would never fire, and Relay (R) would be violated. The issue
here is that B; E®"start for one correct agent i does not generally imply that eventually
BjEOHM for all other correct agents j.

Thus, although B; E®Hstart is necessary before i can fire, acting on it may be premature.
The necessary level of knowledge must be further strengthened. Since FRR involves an
agreement property (if one correct agent fires, all other correct agents also fire eventually),
it is not very surprising that, in fact, some form of common level of knowledge, namely
common eventual hope, plays a role. We show that Unforgeability (U) and Relay (R)
together imply that, in order to fire, an agent must ascertain (modulo its own correctness)
both that START was observed by some correct agent and the common eventual hope of
the same fact:

Theorem 6.19 (Strengthened epistemic state necessary for firing in presence of both
(U) and (R)). Let Z be an interpreted system consistent with (U) and (R). For any agent
i €A,

T | fire; — By(start A COstart). (6.9)

Proof. Since (6.5) holds by Lemma |6.13, it is sufficient to demonstrate
T k= fire; — B;C°"start.

Combining (R) with (6.2)) by applying the replacement property for positive subformulas,
we obtain Z = fire — E%H fire. Thus, using the Induction Rule (5.15) with ¢ = ¢ =
fire, we conclude

T & Fire — Cf Fire.

According to Theorem 5.93, it follows from (U) that Z = fire — C%Hstart. It remains
to use (6.2), monotonicity of B; and propositional reasoning to obtain Z | fire, —
B;CHstart. ]
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6.3. Necessary and sufficient conditions

Corollary 6.20. For any interpreted system consistent with FRR, (6.9) is satisfied for
all agents.

We now show that, unlike belief in mutual eventual hope (see Remark 6.18), belief in
common eventual hope is sufficient to fulfill Unforgeability (U) and Relay (R), i.e., that
firing as soon as the necessary level of knowledge from Theorem 6.19 is achieved does
guarantee that both (U) and (R) are fulfilled:

Theorem 6.21 (Sufficient conditions for (U) and (R)). For any interpreted system ZL:

1. (U) is fulfilled if I A (=Bstart — —fire;).
i€A
2. Both (U) and (R) are fulfilled if
7k A ((-Bi(start A CO¥start) — ~fire;)
ieA (6.10)

/\(Bi (start A COHstart) — O(correct; — %z)))

Proof. 1. Assume Z = A (—B;start — —fire;). Fix i € A. Therefore, we have
icA

7 = fire; — Bjstart, by assumption. Combining this with Z |= fire, — correct;

(holds according to Definition 6.6) and Z = correct; — (B;p — ) results in Z =

fire; — start. Now, (U) follows by propositional reasoning since fire = \/ fire,.

J
JEA

2. Assume (6.10). Analogously to the previous case, we can show that (U) holds.
Fix i € A. From the first conjunct of (6.10), it follows that [ &= fire, —
B;C%"start. Now, just like before, combining this with Z |= fire;, — correct;

and T | correct; — (Bjp — ¢) results in T = fire; — C%Hstart. Since
TECHy 5 A OHj(p A COH ) for any formula ¢ according to the Fixpoint
jeA

Axiom (5.14)),

I E  fire; — /\ O(correctj — Bj(start A COHstart)). (6.11)

jeA
Using the second conjunct of (6.10) and monotonicity of ¢ in (6.11), we further
obtain
I E  fire; — /\ O(correctj — O(correct; — firej)).
jeA
In order to show (R), just like before, it is sufficient to demonstrate that
T E fire; — /\ O(correct; — fire;).
JeEA

It remains to note that Z = O(cp = O(p — ¢)> — O(¢ — ) for all formulas ¢
and 1). O
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The following “Lifting lemma” shows that Correctness (C) lifts mutual eventual hope
to common eventual hope. This way, the arbitrarily deep nested hope implied by
the latter effectively collapses, a phenomenon that has also been reported for other
problems [BZM10)].

Lemma 6.22 (Lifting lemma). Let Z be an interpreted system consistent with (C) and
let |A| > 3f + 1, where f > 0. Furthermore, assume that

T E fire;,— B; (start A EOHstart) (6.12)

holds. Then,
7 = EYstart — C'%start. (6.13)

Proof. Let T = (R, ). Assume (Z,r,t) = E®start for some r € R and t € Ny. This
means that, for every agent j € A, there exists some t; > t such that (Z,r,t;) = Hjstart.
Since |A| > 3f + 1, it follows that there exists a group G of 2f + 1 correct agents
such that (Z,r,t;) = Bjstart, i.e., (Z,7,t;) = Kj(correct; — start), for all j € G. Let
t':= max{t} | j € G}. We claim that

(Z,rt) E /\ K(correct; — start). (6.14)
JjeG

Indeed, for an arbitrary agent j € G, consider any alternative run 7 € R and time
" € Ny such that 7;(#) = r;(t'). Given that ' > #; and the agents have perfect
recall, there must exist some time g < ¢ such that 7; (g) = 7;(t}). Thus, (Z,7, Z) =
correct; — start. Since the latter formula is stable?, it remains true in 7 by the time
t’. We showed that (Z,7,t') &= correct; — start whenever 7;(t') = r;(t'), meaning
(Z,r,t") = Kj(correct; — start). This argument applies to every j € G, hence, (6.14) is
demonstrated for the group G of 2f + 1 correct agents. Correctness (C) applied at time

t" ensures (Z,r,t') = A\ O(correct; — fire;), and, since t < ¢/, we also have
ieA

(Z,r,t) E /\ O(correct; — fire;).
ieA

Given that r and t were chosen arbitrarily, we have proved

T [  Estart — /\ O(correct; — fire;). (6.15)
ieA

Using (6.12) and monotonicity of ¢ in (6.15)), we further obtain

I |  E%%start — )\ O(correct; — Bj(start A B start)),
ieA

2The proof is similar to Lemma 6.10.



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

6.3. Necessary and sufficient conditions

i.e.,
I E EYstart — /\ OH;(start A BV start).
i€A
In other words, we have demonstrated
I =  E°start — EYH (start A E9start).
Using the Induction Rule (5.15) with ¢ = E9®start and ¢ = start, we conclude
T =  Estart — C9%start. O

Corollary 6.23. Let Z be an interpreted system and let there be at least 3f + 1 agents,
where f > 0. If T is consistent with FRR, then (6.13) holds.

Proof. For interpreted systems consistent with (U) and (R), property (6.12) follows from
Theorem 16.15. 0

Lemma 6.24. Let T be an interpreted system. If T is consistent with (C) and (U), then

Tk \/ /\ Bjstart — E%%start. (6.16)
GCA jeG
Gl =2f+1

Proof. Using (C), (6.5), and monotonicity of ¢, we immediately obtain

Tk \/ /\ Bjstart — /\ O(correct; — Bistart),

GCA jeG@ €A
|G|=2f+1
i.e.,
7= \/ /\ Bjstart — /\ OH;start. O
GCA je@d €A
|G|=2f+1

Corollary 6.25. Let T be an interpreted system. If T is consistent with FRR, then (6.16)
holds.

Finally, in the following theorem, we establish sufficient conditions for solving FRR.

Theorem 6.26 (Sufficient conditions for solving FRR). Let Z be an interpreted system.

Assume (6.16) and (6.13). If

7 = N((-Bi(5tart A E%start) — ~Fire; )
icA (6.17)
/\(Bi (M A EOHW) — O(correct; — Wﬂ)),

then 7 is consistent with FRR.
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6. THE FIRING REBELS WITH RELAY
Proof. In order to show that Z is consistent with FRR, we need to prove that the
conditions (C), (U), and (R) from Definition 6.7 are satisfied:
(C) Using (6.16) and (6.13), we obtain Z = \/ A Bjstart — C®Hstart. Since
GCA je@d
G| =2f+1
TE=CMp 5 A OHi(pACOHyp) for any formula ¢ according to the Fixpoint
icA
Axiom (5.14),
I \/ N\ Bjstart — )\ O(correcti — Bj(start A COHstart)). (6.18)
GCA jeG €A
|G|=2f+1
Therefore, using monotonicity of B; and ¢ in (6.18), we obtain that
TE \/ /\ Bjstart — /\ O(correcti — Bj(start A EOHstart)>
GCA jeG icA
|G| =2f+1
also holds since Z = C9"p — E%H for any formula ¢ according to (5.16)). Finally,
using the second conjuct of (6.17) and monotonicity of ¢, we get
7= \/ /\ Bjstart — /\ O(correcti — O(correct; — firei)).
GCA je@d €A
G| =2f+1
It remains to note that Z = O(cp = O(p — 1/1)) — O(¢ — ¢) for all formulas ¢
and 1.
(U) Using the first conjuct of (6.17), just like in Theorem 6.21, we obtain the desired.
(R) Using (6.13) and the above used Z |= C%Hstart — E9fstart, we obtain that the
formulas in (6.17) and (6.10) are equivalent. Thus, the condition (R) indeed holds
according to Theorem [6.21. 0
Is belief in start reduntant in some cases?
If there is no reason for agents to expect START to occur, their predictions about START
occurring can only rely on it already having occurred. This observation is formalized in
Theorem [6.31] and the immediately following corollary.
Definition 6.27 (Potentially persistent formulas). A formula ¢ € Lprr is called poten-
tially persistent in an interpreted system T = (R, 7) if, for any run r € R and any time
t € Ng such that (Z,r,t) = @, there exists a run v’ € R such that r'(t) = r(t) — i.e., 1’
is an alternative continuation of the global state r(t) — and such that (Z,r',t) = Op. In
other words, a true potentially persistent formula can stay true forever.
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Lemma 6.28. For any agent i € A and formula ¢ € Lrrr that is potentially persistent
in an interpreted system I, it holds that T = K;O—p — K;—¢.

Proof. Let Z = (R, ). Assume that (Z,r,t) = K;—p for some r € R and ¢t € Ny. Then
there exists another run ' € R and time ¢’ € Ny such that r;(t) = () and (Z,7,t') |= .
By the potential persistence of ¢, there exists an alternative continuation r” € R of the
prefix r/(¢') such that »”(¢') = »'(¢') and (Z,7",t) = Op. Thus, (Z,7",t') = O—p. Tt
remains to note that /(') = r,(t') = r;(t). Hence, (Z,r,t) = K;O—p. O

Lemma 6.29. 7 = B;((correct; — ) <> K;O(correct; — ) for any agent i € A,
formula ¢ € Lrrr, and interpreted system I, i.e., believing something eventually happens

modulo one’s own correctness is as strong as knowing it eventually happens modulo one’s
own correctness.

Proof. The right-to-left direction is trivial as Z = K; — B;p for any agent i € A and
formula ¢ € Lpgr. Therefore, we prove the implication from left to right.

Firstly, —correct; — (correct; — ¢) is an instance of a propositional tautology. Hence,
Z [ O=correct; — O(correct; — ).
Thus, using Lemma 6.9, we get
T k= —correct; — O(correct; — ).

Using Z = Oy — O (which follows by seriality of temporal modalities), and knowledge
necessitation, we further obtain

I E Ki(-correct; — O(correct; — ¢)).
By epistemically internalized propositional reasoning, we have Z = K;(correct; —
O(correct; — @) N Ki(—correct; — O(correct; — ¢)) — K;O(correct; — ¢). Since we
have just shown the second conjunct above to be valid, we obtain the desired

I E  Ki(correct; — O(correct; — @) — K;O(correct; — ). O

Corollary 6.30. For any agent i € A, formula ¢ € Lrrr, and interpreted system T, it
holds that T ': BzOHzSO <~ KzOHz(P

Theorem 6.31 (Early local belief). If formula correct; N —start is potentially persistent
in an interpreted system L, then

Z [k B;0H;start — B;start.
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Proof. By Corollary 6.30, Z = B;OH;start — K;QH;start. Applying the factivity
property of knowledge and propositional reasoning to the expanded version of K;{ H;start
yields

I E  K;O(correct; — K;(correct; — start)) — K;O(correct; — start).

Since correct; A—start is potentially persistent, and its negation is equivalent to correct; —
start, we have by Lemma 6.28| that

I E  K;O(correct; — start) — K;(correct; — start).

Combining all implications, we conclude that

7 = B;OH;start — Bstart. O

Corollary 6.32. If formula correct; \ —start is potentially persistent in an interpreted
system I, then

I [k B;E°start — Bjstart, (6.19)
I E B;C°start — Bjstart. (6.20)

Proof. The proof of (6.19)) follows from the definition of mutual eventual hope, Theo-
rem 6.31] and monotonicity of B;. The proof of (6.20) is obtained by combining (5.16))
and (6.19) using the monotonicity of B;. O

Remark 6.33. While sufficient for dropping the conjunct start from the conditions
triggering and preventing FIRE in Theorem [6.21, the potential persistency of correct; A
—start is not necessary. Indeed, (6.20) can hold even when START is always guaranteed
to occur in every run. For instance, in an interpreted system where START occurs
exactly once per run, no agent ever becomes byzantine faulty, and, in addition, agents
never communicate, T = —B; E®"start automatically holds because only the agent who
observed START can learn that it already occurred. All other agents can only be sure that
START will occur eventually at some agent in the system. By (5.16) and monotonicity
of B;, T = ~B;C%"start. Thus, both implications (6.19) and (6.20) are vacuously true,
allowing to drop start, though admittedly in such cases agents should never fire anyways.

6.4 Related work

The FRR problem is a problem related to the consistent broadcasting primitive, introduced
by Srikanth and Toueg in [ST87bh]. The motivation behind this communication primitive
was to simulate signed communication in order to be able to convert an authenticated
fault-tolerant algorithm into an equivalent non-authenticated fault-tolerant algorithm.
In addition, it has been used as a pivotal building block in distributed algorithms for

byzantine fault-tolerant clock synchronization [DEPT 14l [FS12, RS11, [ST87al WS09).
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6.4. Related work

The Firing Rebels with Relay problem can be viewed as a non-synchronous version of the
Byzantine Firing Squad problem [BL87|, which is a problem of synchronizing a collection
of processors (some of which might be byzantine faulty) in systems with synchronous
communication only (i.e, with bounded message delays). In [BL87], the authors considered
two versions of the Byzantine Firing Squad problem, namely a permissive and a strict
version, and they developed protocols solving them by reductions to Byzantine Agreement.

In [BZM14], Ben-Zvi and Moses considered the Ordered Response problem, where the
agents had to respond to an external START event by executing a special one-shot
FIRE action in a given order 41,i2,.... The authors showed that, in every correct
solution of the Ordered Response problem, agent i; has to establish nested knowledge
K;, K, ,...K; occurred(START) whenever executing FIRE. In [BMII], the authors
also identify corresponding sufficient conditions. In the conference version [BZMI0] of
[BZM14], the authors also considered the Simultaneous Response problem, where all
agents had to issue FIRE at the same time. In this case, the group G of firing agents has
to establish common knowledge Cgoccurred(START). This work was later extended to
responses that are not simultaneous but tightly coordinated in time [BZMT3] [GMT3].

Closely related to our FRR problem is Fventual Distributed Agreement studied in

[HMWO01], where the stronger notion of continual common knowledge proved its value.

The latter needs to hold throughout a run, i.e., from the beginning, which makes sense

in the context of [HMWOI] since it is applied to conditions on the initial state only.

Continual common knowledge is not readily applicable to FRR, however, as START can
occur at any time in a run.

In [GM18, [GM20], Goren and Moses introduced and epistemically analyzed silent choirs
as a fundamental primitive for message-optimal protocols in synchronous crash-resilient
distributed systems. In synchronous systems, where one can time-out messages, it is

well-known [LamT78] that an agent can convey information also by not sending a message.

In a system where the sender may also crash, however, not receiving a message is not
informative in that sense. Still, if only up to f of the n > f agents in a system may
crash, a silent choir of f + 1 agents that aim to convey identical information suffices: at
least one agent in the choir must be correct, so its silence can be relied on. In view of

the reduction introduced in [MTHI4|, broadcasting (and hence FRR) can be seen as the
byzantine analog of a silent choir.

143



“ayloljqig usip\ ML Te wuld ul ajgejrene si sisay) 210190 Syl JO UoisiaA [eulblio panoidde ay 1 < any a8pajmoust InoA
“regBnjian Yayioljgig UsIpn NL Jap ue 1sI uoneuassiq Jasalp uoisiaAfeulblO aponipab ausiqoidde aiqg v_U:#O__ﬁ—_m



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

CHAPTER

Summary of our accomplishments
and follow-up /future work

7.1 Summary of our accomplishments

In this thesis, we illustrated how to study byzantine fault-tolerant asynchronous message-
passing distributed systems using (temporal-)epistemic logic. Based on our framework
for modeling such systems, we established agents’ knowledge limitations in the presence
of byzantine faulty agents. Since, as we showed, knowledge is not achievable by agents
in most cases of interest, we explored how to best capture their actual epistemic states
in those situations. On that journey, we encountered different epistemic modalities and
studied them from a purely logical point of view. Given that our ultimate goal has been
gaining insight into agents’ decision-making process in byzantine fault-tolerant systems,
we used the newly encountered epistemic modalities to analyze in full detail a canonical
distributed computing problem called Firing Rebels with Relay (FRR).

Our main accomplishments can be summarized as follows:

In Chapter 3, we derived generic results about what asynchronous agents can(not) know
in byzantine fault-tolerant message-passing distributed systems. In our central result,
the Brain-in-a-Vat lemma, we showed that no matter what it observed, an asynchronous
agent in a byzantine setting can never rule out the possibility of those observations being
imaginary results of its malfunction. Using this result, we concluded that the Knowledge
of Preconditions principle (according to which any precondition for action must be known
by the acting agent) severely restricts the kinds of preconditions for actions agents can
rely on in such a setting. Consequently, we investigated how the corresponding adequate
preconditions for actions look like, which gave us insight into the epistemic state of an
agent in systems with byzantine faults.
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In Chapter 4, we studied the hope modality, introduced in Chapter |3, from a purely
logical point of view. We proposed a separate (from knowledge) axiomatization for the
individual hope modality while relying on correctness atoms. We then provided a detailed
proof of strong soundness and strong completess for the proposed axiom system with
respect to a newly designed class of Kripke models capturing hope in a precise way. The
resulting logic turned out to violate the uniform substitution rule, however. In addition,
we also provided a proof of soundness and completeness with respect to the standard S5
models for knowledge via a suitable translation function. Finally, we showed that the
proposed logic of hope has the finite model property as well as that it is decidable.

In Chapter 5, we proposed an alternative axiomatization for the hope modality which
successfully avoids the use of correctness atoms. The resulting new logic of hope turned
out to be a normal multi-agent epistemic logic. We also proposed a joint logic of hope
and knowledge as well as a logic extended with notions of common hope and common
knowledge. The proposed systems enabled us to logically characterize byzantine fault-
tolerant distributed systems. We also provided a thorough soundness and completeness
proof for the joint logic of common hope and common knowledge. In addition, we
showed that all of the logics presented in the chapter have the finite model property as
well as that they are decidable. Finally, we described a way to introduce a particular
temporal-epistemic group notion of hope called common eventual hope and proved some
of its basic properties used in Chapter [6.

In Chapter |6, using epistemic reasoning, we analyzed a canonical distributed computing
problem called Firing Rebels with Relay (FRR) within the byzantine fault-tolerant
asynchronous message-passing model of distributed systems. We established the necessary
epistemic state that needs to be acquired by correct agents in order to FIRE in every
correct solution of the problem. The respective epistemic state turns out to involve
common eventual hope, which we show to be attained already by achieving one level
of mutual eventual hope in case there are at least 3f + 1 agents in the system in total.
Finally, we also identified sufficient conditions for solving FRR.

7.2 Follow-up/future work

Given that this thesis entered some scientific uncharted teritory, there are many possible
directions for future research. We picked two such topics, which are particularly close to
the content of this thesis and already started working on them. These are:

(1) Axiomatizing common eventual hope, and
(2) Modeling agent fault recovery using epistemic logic.
Regarding (1), coming up with a suitable sound and complete axiomatization for the

common eventual hope modality seems as an especially interesting task given that it is
a temporal-epistemic mixture of an operator. The challenge lies in working with the
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7.2. Follow-up/future work

semantics for it. As we saw in Section [5.6, in order to evaluate a formula of the form
CgH p at a world w of a model M, we have to check whether the world w belongs to the
set

UIBC W BC fronun (B}

There does not seem to be a way around this since it is not clear whether a corresponding
relation R such that

M,w):CgHgo iff M,vlE=e@ forall veR(w)

exists. So far, we have identified a candidate axiom system for the simplest form of
common eventual knowledge (i.e., obtained by taking only the K axiom) as well as
a candidate corresponding class of Kripke models. We are not aware of any work on
axiomatizing common eventual knowledge directly. However, common eventual knowledge
has been introduced in the literature [HM90, using modal mu-calculus [Koz83].
Thus, potentially, some results could be obtained from the already existing work on

modal mu-calculus [Wal00, [JKS08].

Questions to be addressed:

e How to go about proving soundness and completeness of the identified axiom system
directly?

o Is the obtained logic of the simplest form of common eventual knowledge compact?
o Is it straightforward to adapt the obtained results for common eventual hope?

o What insights does the obtained logic provide about the process of reaching common
eventual hope among agents in byzantine fault-tolerant distributed systems?

Regarding (2), building on top of the logics introduced in the thesis, we aim to model
correctness change of agents using tools from dynamic epistemic logic (DEL) [vDvdHKOS].
We showed that correctness of agent i can be represented using an atomic proposition
correct; (as it was done in Chapter 4), or using the hope modality such that “agent i
is correct” corresponds to “agent i does not hope false”, i.e., =H; L (as it was done in
Chapter 5).

Therefore, changing the correctness status of agent ¢ can be modeled either

i.) as a factual change, which amounts to changing the truth value of the atom correct;
(at world(s) of interest), or

ii.) as a relation update, which amounts to updating the hope relation H; such that
it is not empty if we wish to make the agent in question correct (at world(s) of
interest), or so that it is in fact empty if we wish to make the agent in question
byzantine faulty (at world(s) of interest).
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We find this second option particularly interesting, as it represents a novel method of
updates in DEL. So far, we have considered several different logics based on whether the
relation updates are public (witnessed by all agents) or private.

Questions to be addressed:

o Are the considered logics “rich” enough to capture self-correcting agents in the
intended way?

o How do the obtained results relate to recovery distributed systems [EAW.J02,

Rus96]?
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