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Abstract
The development of new exascale supercomputers has dramatically increased the 
need for fast, high-performance networking technology. Efficient network topolo-
gies, such as Dragonfly+, have been introduced to meet the demands of data-inten-
sive applications and to match the massive computing power of GPUs and accel-
erators. However, these supercomputers still face performance variability mainly 
caused by the network that affects system and application performance. This study 
comprehensively analyzes performance variability on a large-scale HPC system 
with Dragonfly+ network topology, focusing on factors such as communication pat-
terns, message size, job placement locality, MPI collective algorithms, and overall 
system workload. The study also proposes an easy-to-measure metric for estimat-
ing network background traffic generated by other users, which can be used to esti-
mate the performance of our job accurately. The insights gained from this study 
contribute to improving performance predictability, enhancing job placement poli-
cies and MPI algorithm selection, and optimizing resource management strategies in 
supercomputers.
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1 Introduction

This text will be highlighted. In recent years, with the development of Exascale 
computing systems and the desire to add more computation resources and nodes 
to the clusters, the gap between computation and communication has become 
wider. Recent high performance computing (HPC) and distributed applications 
require high amounts of computational resources, leading to the development 
of supercomputers with many nodes [1–3]. Adding more nodes and reaching 
Exascale, however, is challenging, and there is a need to have efficient software 
tools [4, 5], high-performance network interconnects [6] and topologies that offer 
high bandwidth and low latency [7, 8], and therefore higher performance. Hence, 
modern HPC systems use efficient intra/inter-node interconnects [9] such as 
NVlink [10] and Infiniband [11], and topologies like Dragonfly [12], Torus [13], 
and Fat-tree [14]. Employing an efficient network technology can also contribute 
to improving performance predictability in such large-scale systems [15].

Network topologies play a crucial role in the overall performance of supercom-
puters, determining how the nodes are connected and how the data is transmitted. 
Efficient network topologies enable faster communication and facilitate higher 
levels of parallelism, contributing to higher resource utilization, better scalabil-
ity, energy efficiency, performance predictability, and fault tolerance [16, 17]. 
Therefore, recent topologies aim to develop novel network architectures that meet 
the increasing demands for computational power and data-intensive applications. 
Well-designed network topologies can minimize communication bottlenecks and 
reduce latency, leading to more reliable and consistent execution times for vari-
ous computational tasks. As a result, advancements in network architectures are 
continually sought to enhance performance predictability and meet the growing 
requirements of modern computing workloads.

Dragonfly-based topologies are widely used, and many of the top supercom-
puters worldwide are developed based on these topologies [18]. Dragonfly+ [19] 
has recently been introduced as an improved version of Dragonfly, which offers 
better network utilization, scalability, and router buffer utilization. However, 
despite these enhancements, it still suffers performance variability. The variabil-
ity affects system and application performance, making it crucial for the batch 
scheduler to have a more precise estimate of application runtime to make accurate 
scheduling decisions [20, 21].

Performance variability is the fluctuation in a single program’s perfor-
mance over different executions, and the program’s performance deviates from 
its expected or average behavior. Performance variability can arise due to fac-
tors such as system load, resource contention, hardware characteristics, software 
design, or environmental conditions [22, 23]. It can impact the predictability, reli-
ability, and overall quality of a system or application and can be a critical con-
cern in supercomputers. Since supercomputers often execute highly parallel and 
demanding computational tasks, even slight variations in their performance can 
significantly affect the accuracy and efficiency of simulations, data analysis, or 
scientific computations. Load imbalance, network congestion, system noise, and 
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communication patterns are among the most influential factors making the per-
formance varying. It has been, however, shown that the performance variability is 
primarily caused by the network-related elements [15, 24–26].

In large-scale systems, network elements such as routers and links are the 
resources that, unlike the computation units, cannot be exclusively used by a sin-
gle user. Large-scale clusters are usually used by many users simultaneously, each 
with different utilization patterns in terms of program workflow, number of nodes, 
and data communication. Performance variability may arise when multiple users 
or jobs compete for limited network bandwidth and resources. This may cause net-
work congestion, decrease the quality of service, and make the network performance 
unpredictable since a significant share of each MPI communication primitive is 
spent while transferring the data [27]. Especially when multiple users have vary-
ing communication patterns, different jobs may require different amounts of network 
bandwidth, resulting in imbalances and potential performance degradation, impact-
ing the performance of other jobs sharing the same network elements. Recent stud-
ies have been focusing on addressing these issues and providing more performance 
predictability through the monitoring, prediction, and balancing of network traffic 
[28–31], and taking into consideration the topological and network design aspects 
[32–35]. Performance predictability is crucial in supercomputers as it enables effi-
cient resource allocation, supports workflow management, ensures scientific repro-
ducibility, facilitates real-time applications, maintains Quality of Service (QoS), and 
improves user satisfaction [36].

This study investigates performance variability in a large-scale compute cluster 
featuring a Dragonfly+ topology. The analysis focuses on several factors known to 
contribute to performance variability. We study the influence of various collective 
operations (Broadcast, Reduce, and Alltoall), different message sizes, the localities 
of job placement by the job scheduler (SLURM), MPI collective algorithms (pro-
vided through Open MPI), and the effects of system workload. As part of our study, 
we tackle the challenging measurement of network background traffic generated 
by other users. To address this issue, we propose an easy-to-measure and low-cost 
metric that uses the information provided by the job scheduler and estimates such 
utilization. Additionally, we highlight the effect of the routing strategy on commu-
nication performance in this cluster. By analyzing these aspects, we aim to compre-
hensively understand performance variance in a supercomputer and provide some 
hints to predict the performance.

2  Motivation and contributions

In this section, we explain the motivations behind the paper and present our con-
tributions. Figure 1 shows the latency distribution of running Broadcast 100 times, 
three times a day on different days and at different hours. Although most of the 
latencies happen in less than 0.2 ms, some runs take much longer, and their average 
latency takes up to  1.3 ms. From this figure, it is clear there is high variability in 
the runtime of a communication benchmark, and a fraction of runs are taking longer 
than the majority. Unlike Fig. 1 where each point on the plot represents the mean of 
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running the benchmark on different days, Fig. 2 shows the distribution of a single 
run and represents the distribution of 1000 iterations of that run. Interestingly, the 
data are not distributed symmetrically (e.g., not Gaussian), and the density distribu-
tion is skewed-shaped, causing a gap between the mean and median. In this figure, 
although most of the latencies are spread around the median, almost 15% of them 
take longer than the 90th percentile (the hatched area), indicating that the distribu-
tion has a long tail. This long tail in the distribution has an adverse effect on the 
overall performance, resulting in highly unpredictable job execution.

The performance variability is mainly associated with several network and com-
munication-related aspects; this article aims to study and identify the main rea-
sons behind such differences in performance and provide more insights into per-
formance predictability in such clusters and topologies. This work focuses on the 
Dragonfly+ topology, which is one of the most popular topologies among the top 

Fig. 1  The runtime distribution of running a Broadcast for 100 times on different days, with 10KB data, 
on 16 nodes (32 processes per node and 512 processes overall). There is no restriction on the node allo-
cation; the allocated nodes may have changed from run to run. Each point is the arithmetic mean of 1000 
iterations of running the benchmark

Fig. 2  Long-tail (90th percentile) of the latency distribution of 1000 iterations of Broadcast with 10KB 
data on 512 processes on Dragonfly+
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supercomputers [37, 38], and has shown a better network utilization than Dragonfly 
[19].

To our knowledge, this study is the first comprehensive analysis of performance 
variability in a Dragonfly+-based supercomputer. Unlike previous research that 
relies on simulated environment [39, 40], our approach leverages real-world data 
extracted from a large-scale compute cluster. The insights of this work can be used to 
model the cluster’s workload occupancy and provide valuable feedback to improve 
performance predictability by enhancing job placement policies and resource man-
agement strategies and, overall, improving the performance of a supercomputer.

2.1  Contributions

The contributions of this work, which is an extension of our previous work [41, 42], 
include a comprehensive study of performance variability on a real-world supercom-
puter with Dragonfly+ topology, an easy-to-measure and low-cost metric to estimate 
the cluster’s workload based on the information available at the job submission time, 
an analysis of the impact of routing strategy and the MPI collective algorithm on the 
performance variability, and further evaluation of two real-world communication-
intensive applications, HACC and miniAMR.

The remaining sections of the article are structured as follows: Sect. 3 provides an 
overview of related work in the field. Section 4 details the experimental setup used 
in the study. Section 5 presents the analysis of the latency distribution. Section 6 
describes our approach for measuring background traffic. Section  7 offers further 
analysis of the measured background traffic, and lastly, Sect. 8 provides the discus-
sion and concludes the article.

3  Related work

Since the development of supercomputers, performance predictability has always 
been of attention, and many researchers have studied the performance variance in 
such clusters and tried to mitigate this problem. In many studies, network-related 
elements are investigated as the main reason for performance variability in large-
scale clusters [43–46].

Application-related variability studies Some research has investigated the appli-
cation itself to identify which characteristics in an application can potentially make 
the performance variable. Zahn et al. [47] explored how communication patterns of 
an application and their mapping to the topology may vary the performance. Micro-
benchmarking [48, 49], program profiling [50], stack tracing [51], performance 
modeling [52], and studying the collective communications [53] have been other 
approaches to detect the variance in an application’s runtime on a cluster. Taking 
into account the internal characteristics of the program is, however, not enough to 
have an accurate understanding of the variance in its performance. Running the pro-
gram itself or doing benchmarking is time-consuming and imposes high overhead. 
Besides, in online performance variability detection, in which the external condition 



14983

1 3

Analysis and prediction of performance variability in…

changes and the analysis should be done in different time frames to have updated 
information, these methods may discard time sequence information, which reduces 
the accuracy of the variance detection.

Studies considering external factors In some works, the external factors that can 
potentially impact job performance have been taken into account. Routing strate-
gies [54, 61–65], network designs [66–68], congestion and interference [55, 56, 69], 
background traffic [57], and job allocation strategies [70–74] are among the studied 
characteristics that can make the performance variable. Monitoring the cluster and 
collecting detailed information from the network can provide a good indicator to 
identify the performance behavior of the running jobs on the cluster. However, this 
information is not always accessible to the users, and root access is usually needed 
to perform such monitoring. Moreover, these methods are not generally portable 
to other clusters since clusters may have different hardware vendors with different 
profiling tools and counters. Accordingly, many of these methods rely on simulated 
data, which might not reflect the exact behavior of a real-world supercomputer. Also, 
not considering the application’s behavior, such as its communication intensity and 
communication patterns, may lead to inaccurate performance prediction.

Mixed approaches Due to the inaccuracies associated with the aforementioned 
methods, some studies have considered both the program’s internal and external 
characteristics. Application-related attributes such as MPI communications, I/O traf-
fic, and message size, together with job allocation policies, are explored by Brown 
et  al. [58]. Bhatele et  al. [24] performed application profiling and network traffic 
analysis to understand the performance variability better. Other studies also con-
sidered program code analysis [59, 60] while profiling network counters or doing 
offline analyses. Although these studies can better predict performance variance, 
they still have some problems of the studies, which consider external factors only. 
Moreover, offline analysis done in some of these works may not reflect the transient 
behavior of a supercomputer.

Table 1 compares our approach with the related work on different parameters in 
predicting and analyzing performance variability. Our work is shown with bold.

4  Experimental setup

The current study was conducted on a high-performance computing cluster, Mar-
coni100, located at the CINECA supercomputing center [18].

4.1  Computing and network

The Marconi100 cluster comprises 980 compute nodes (plus the login nodes), each 
equipped with two IBM POWER9 AC922 processors with 16 cores running at 
2.6 (3.1 turbo) GHz, four NVIDIA Volta V100 GPUs with 16GB, and 256 GB of 
memory per node. In total, the cluster has 347,776 CPU cores and 347,776 GB of 
memory.
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The internal interconnect of Marconi100 is a Mellanox InfiniBand EDR Dragon-
fly+. This Dragonfly+ implemented in this cluster, as shown in Fig. 3, consists of 
four large groups of nodes called "islands" and smaller groups of nodes within each 
island connected to one switch called "groups." The main difference between Drag-
onfly and Dragonfly+ is that in Dragonfly+, intra-island routers are connected as a 
bipartite graph to enhance scalability.

4.2  Software, microbenchmarks, and applications

The operating system of the machines is Red Hat Enterprise 7.6, IBM Spectrum-
MPI 10.4 and OpenMPI 4.1.4 are installed on the cluster, and SLURM 21.08 is used 
for resource management. Adaptive Routing [75] is the default routing strategy used 
to prevent link contention and handle hardware failures.

The analyses are done using the OSU microbenchmarks [76], and we have used 
three communication microbenchmarks (Broadcast, Reduce, and Alltoall) as well as 
two real-world applications (HACC [77] and miniAMR [78]). As suggested by [79], 
each collective is executed in 1-millisecond intervals 1000 times inside a loop to 
show the performance variance. Furthermore, in all the experiments, we allocate 16 
nodes on the cluster (We cannot go beyond due to the limitations of our accounts). 
The data shown in the article have been collected over 3 months, encompassing dif-
ferent cluster utilizations.

Fig. 3  The Dragonfly+ schematic implemented in Marconi100. The blue points show the compute nodes 
and intermediate network switches (color figure online)
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5  Analysis of performance variability

In this section, we perform a latency analysis to highlight the performance variance 
problem on this Dragonfly+-based cluster. For this purpose, we indicate the impact 
of the locality of node allocation on different collective communications and show 
how node allocation can push the tail of the latency distribution.

5.1  The impact of node allocation on performance variance

This section shows how node allocation (job placement) affects performance vari-
ance. Considering the topology shown in Fig. 3, we define the three following local-
ity levels, sorted from highest to lowest locality:

1. Same Group: All the nodes are allocated within a single group; only a single 
network switch connects every two nodes. This case exposes the most locality.

2. Same Island: Nodes are allocated across different groups of a single island.
3. Different Islands: There is no limitation on node allocation, and they are distrib-

uted on all the islands and different groups; this scenario imposes less locality 
than the previous scenarios.

The latency distribution of three collectives with three node allocation levels is 
depicted in Fig. 4. We show the 90th percentile for each distribution as an indicator 
of the tail of the distributions. The different islands’ experiments are performed at 
the same time, one after the other, to have their runtimes with similar network con-
ditions. The observations from this figure are:

• The Broadcast (Fig. 4a) exhibits the best performance for all the allocation strat-
egies compared to the other collectives, with the shortest tail between three col-
lectives (notice, the x-axes being in different scales in the three plots). For the 
three locality levels, Broadcast shows less variance than the correspondings in 
Reduce and Alltoall.

• For Broadcast, the peaks of different islands and the same island are 8 and 4, 
respectively, and they possess a peak much lower than the same group (44). This 
collective significantly benefits local communications within the same group, 
demonstrating lower latency (mean time = 0.20 ms) and shorter tail (90th per-
centile = 0.21 ms).

• The Reduce (Fig.  4b) demonstrates similar mean latency for the same group 
and same island allocations, with values of approximately 1.17 ms and 1.18 ms, 
respectively. The distribution of these communication times does not exhibit a 
significant long tail. However, when considering different islands, the 90th per-
centile is 2.45 ms, and the distribution extends further, with a tail reaching up to 
10 ms (not shown in the plot).

• The Alltoall collective (Fig.  4c) demonstrates the slowest and most variable 
performance, mainly when all the nodes are allocated on different islands. The 
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frequency distribution of communication times reveals a very long tail, with 
the maximum observed communication time reaching 13 ms and the peak of 
the distribution of 1.

In general, allocating all nodes to the same group has shown benefits for collective 
communications. There are, however, two barriers making us unable to allocate all 
the required nodes to the same group. First, the number of nodes within each group 
in Dragonfly+ is limited (20 nodes in Marconi100), and the job may require more 
than available nodes in each group. Second, since many users utilize the cluster at 
the same time, some nodes within the groups may have already been allocated by 
their jobs, and the job scheduler has to wait a long time to find idle nodes within the 
same group for our jobs. In our experiments, the maximum waiting time to allocate 
16 nodes in the same group by SLURM has been around 21 days.

By default, SLURM [80] attempts to allocate jobs to idle nodes within the 
same group unless the user specifies specific nodes in the host file or modifies the 
allocation policy. However, due to the limited number of available idle nodes in 
the same group, the job scheduler searches for switches (groups) with the fewest 

Fig. 4  Latency frequency distribution of the three collectives with 1 MB message size, repeated for 1000 
iterations, with the three allocation locality levels on 16 nodes, one process per node to emphasize only 
the inter-node latency
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idle nodes and assigns the nodes connected to these switches. This process is 
repeated until all requested nodes are assigned. Therefore, based on the requested 
node count and the availability of idle nodes in the cluster, SLURM may allo-
cate jobs to nodes in different groups within the same island or across multiple 
islands. Our observations suggest that the latter scenario is more likely due to the 
constraints imposed by the availability of idle nodes. Therefore, in the rest of the 
paper, no node allocation restriction has been specified for all the experiments, 
and the nodes are allocated on different islands by default.

6  Predicting variability

As suggested by the related work [48, 57], it is essential to monitor the external con-
ditions on the cluster alongside considering the application’s communication pat-
terns. In real-world supercomputers, users do not have exclusive access to dedicated 
systems; instead, multiple users submit jobs concurrently. While computing nodes 
can be allocated exclusively (by default, they are shared), the network is a shared 
resource and, therefore, inherently subject to contention. As the number of active 
jobs increases, more nodes will be allocated, and consequently, the network conges-
tion can potentially increase due to the heavier competition for network resources. 
This section examines the impact of background traffic generated by other users’ 
jobs on performance variability. We propose a heuristic that provides an estimate of 
the workload on the system and then investigate the correlation between this work-
load and the latency of our job.

6.1  Benchmarking‑based estimation

The most straightforward way to estimate the network background traffic and cluster 
utilization is to measure the bandwidth of the utilized links with a microbenchmark. 
By correlating the measured bandwidth with the latency of our job, we can estimate 

Fig. 5  The correlation between latencies of HP2P and Broadcast on 16 nodes, one process per node, and 
10KB of message size. HP2P is performed 1000 iterations with 4KB



14989

1 3

Analysis and prediction of performance variability in…

how long the main job takes to be executed. In Fig. 5, we run HP2P microbenchmark 
[81], which measures the P2P bandwidth and latency between all the pairs involved 
in the communication by interchanging asynchronous messages, before running the 
Broadcast. As indicated in the figure, HP2P and Broadcast are 0.81 correlated, and 
this way can almost accurately predict the runtime of the Broadcast.

This method, however, has some disadvantages and shortcomings. First, by 
only running a benchmark, we are not collecting any information about the clus-
ter’s workload, and it is not clear where the variability originates from and what the 
external sources of variability are. Second, running a benchmark every time before 
running a task is an overhead and consumes some computation time. In benchmark-
ing-based methods, there is a trade-off between accuracy and overhead. This means 
that we need to run the benchmark (HP2P in this case) with an appropriate mes-
sage size for a certain amount of time, to reach a good accuracy in our estimations. 
The longer we run the benchmark and the larger the message size we use within 
the benchmark, the higher the accuracy we will achieve. However, we need to min-
imize the overhead of running this benchmark by choosing a small message size 
and running it for fewer iterations while achieving an acceptable accuracy. In this 
paper, we tested different numbers of iterations and message sizes for HP2P, and the 
configuration reported (1000 iterations with 4KB) was the point where we observed 
an acceptable correlation of over 0.8. So, achieving an acceptable accuracy through 
benchmarking methods takes up to tens of milliseconds, which in our case is even 
higher than the runtime of the main task (Broadcast operation). In the rest of this 
article, we propose a zero-overhead method that is also aware of the cluster’s work-
load and can accurately predict the performance.

6.2  Heuristic‑based estimation of variability

This section introduces our proposed method to estimate how the cluster’s current 
workload can impact our job’s performance. The main source of performance vari-
ance is due to external factors, which are mainly the consequences of the activities 
of other users running their jobs on the cluster simultaneously. Therefore, we try 
to monitor the cluster’s usage by analyzing the job schedule’s queue. To that end, 
we define a new metric, background network utilization, which estimates the exter-
nal workload and network usage by other users’ jobs. To collect such information, 
before running the main job, we query the SLURM’s job queue and extract the fol-
lowing information:

• The total number of running jobs.
• The number of nodes allocated by the running jobs.
• The number of nodes shared between the running jobs.
• The total number of cluster’s compute nodes (which is constant for each cluster).

Pending jobs, whose scheduling times are uncertain, are not considered in our 
analysis of background traffic. Additionally, running jobs that allocate only one 
node are excluded from our calculations since they have minimal communication 
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with other nodes and thus have no notable network activity. Consequently, our 
analysis focuses solely on running jobs that allocate at least two nodes. To quan-
tify background traffic, we introduce a heuristic called background network utili-
zation (b). This metric is calculated as the number of distinct nodes allocated by 
running jobs, where each allocation involves at least two nodes, divided by the 
total number of physical nodes in the cluster. In essence, it represents the propor-
tion of nodes that contribute to communication among all the nodes in the cluster.

The background network utilization (b) ratio is formally defined as

where N
c
 denotes the number of distinct nodes involved in communication within 

the cluster and N
t
 the total number of physical compute nodes of the cluster, 

respectively.
By default, SLURM assigns the nodes to the jobs so that if there are unallo-

cated resources on each node (e.g., GPU), the idle resources can be utilized by 
other jobs, and hence, those nodes may do more network activities. To account 
for cases where a node is shared among multiple jobs and to improve the accu-
racy of the heuristic, we introduce a refinement to the background network utili-
zation metric. In this refined version, we address the presence of shared nodes by 
counting each shared node multiple times based on their appearance in the allo-
cated nodes by the jobs (that allocate more than two nodes). This approach allows 
us to give more weight to the nodes that are exploited by more than one job.

As a result, the total number of running nodes may exceed the physical nodes of 
the cluster ( N

t
 ) since we are counting the shared nodes more than once. To incorpo-

rate the effect of shared nodes, we introduce a new ratio by dividing the number of 
nodes contributing to communication (including the shared ones) by the total num-
ber of allocated running nodes (including the shared ones). This ratio accounts for 
the presence of nodes that contribute to different jobs and engage in communication 
with other nodes. The updated version of the background network utilization, which 
will be utilized throughout the paper, can be defined as follows:

where N′

c
 denotes the number of nodes involved in the communication, and N

a
 

denotes the total number of allocated running nodes, both accounting for duplicates.
To accurately measure and validate the stability of the background network 

utilization (b) during the microbenchmark’s execution, we incorporate an addi-
tional step and query the status of the job scheduler after the execution of the 
microbenchmark in addition to the previous querying. We compare the two cal-
culated b values, and only if the difference between the two values is below a 
predefined threshold (5%), we capture the b value as a valid measurement. This 
approach ensures that the measured b value accurately represents the true utiliza-
tion and remains consistent throughout the microbenchmark execution.

(1)b =
N
c

N
t

,

(2)b =
1

2

(

N
c

N
t
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N
�
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N
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6.3  Correlation analysis

The correlation analysis was conducted to examine the relationship between the 
background network utilization (b) and communication time, considering various 
workloads with different data sizes and communication patterns. Two correlation 
coefficients, Pearson Correlation Coefficient (r) [82] and Spearman Rank Correla-
tion ( � ) [83], were used for this analysis. Pearson’s correlation coefficient measures 
the linear relationship between variables, while Spearman’s correlation coefficient 
assesses the monotonic relationship in the data. In both cases, a value of +1 indi-
cates a strong positive correlation, a value of 0 indicates independence between the 
variables, and negative values indicate inverse relationships.

Figures 6, 7, and 8 show the relationship between background network utilization 
(b) and latency for three communication patterns: Broadcast, Reduce, and Alltoall, 
respectively. Note that point-to-point communication was not explored in this analy-
sis as it was found to be minimally affected by the background traffic. The results 
presented in this figure demonstrate a strong correlation between the latency of 
the collectives and the background network utilization metric (b). Moreover, when 
examining the effect of message size on the correlation between b and communi-
cation time, as the message size grows from 2 2 , 2 10 , and 2 15 to 2 20 bytes, the cor-
relation between these variables strengthens, as a general trend. This indicates that 
larger data sizes experience a greater impact from background traffic. The correla-
tions in the Reduce collective for larger data sizes (215 and 2 20 bytes) are particularly 
strong compared to other communication patterns. This implies that the communi-
cation time in the Reduce collective is heavily influenced by the background traf-
fic, especially when dealing with larger data sizes. Besides, when comparing the 

Fig. 6  The correlation between background traffic (b) and the average communication time for Broad-
cast with different message sizes. The experiments were performed on 16 nodes (1 process per node) 
allocated on different islands, and each point on the plot represents the average communication time over 
1000 iterations
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Pearson and Spearman correlations, it can be concluded that the Spearman correla-
tion consistently provides a better fit for our use case. This is due to the monotonic 
relationship between the two sets of our data in which the variables tend to increase 
or decrease together without considering the specific magnitude of the change. As 

Fig. 7  The correlation between background traffic (b) and the average communication time for Reduce 
with different message sizes. The experiments were performed on 16 nodes (1 process per node) allo-
cated on different islands, and each point on the plot represents the average communication time over 
1000 iterations

Fig. 8  The correlation between background traffic (b) and the average communication time for Alltoall 
with different message sizes. The experiments were performed on 16 nodes (1 process per node) allo-
cated on different islands, and each point on the plot represents the average communication time over 
1000 iterations



14993

1 3

Analysis and prediction of performance variability in…

shown, it has the tendency to exhibit a stronger correlation between variables, mak-
ing it a more suitable measure for accurately capturing the relationship between 
background network utilization and communication time in our experiments.

7  Variability on collectives and applications

So far, we have introduced a heuristic to estimate cluster workload and showed the 
relation between our metric and the performance of collective communications. In 
this section, we focus on our definition of performance variability (as the motivation 
example in Fig. 2) and reveal how the current workload of the cluster impacts the 
distribution of latency of a single collective when running it multiple times.

Figure 9 illustrates the density distribution of latencies of 1000 iterations of three 
collectives; This figure focuses on the relationship between background network uti-
lization (b) and the distribution of execution times. To have different b values, the 
benchmarks were executed on different days. Notice all three plots are on the same 

Fig. 9  Frequency distribution of latency of 1000 iterations of Broadcast, Reduce, and Alltoall on 16 
nodes (1 process per node) with different background network utilization (b). These nodes are allocated 
across different islands, and the message size is 2 20 bytes
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x-axis. Across all three collectives, there is a clear pattern: as the background net-
work utilization increases, the peak of the distribution drops, and the tail becomes 
longer. This indicates that higher background network utilization leads to more per-
formance variability and degrades communication performance. For the Broadcast 
collective (Fig. 9a) with b = 0.17 , the distribution exhibits a high peak, and there 
is a noticeable gap between the peaks of the higher and lower b values. However, 
when the background network utilization increases to b = 0.70 , the corresponding 
distribution shows an extended tail, indicating highly variable latency ranging from 
0.2 ms to 8 ms. It is important to note that the average execution time for 1000 itera-
tions of Broadcast with b = 0.70 is up to 6.4 times larger than with b = 0.17 . This 
emphasizes the significant impact of background traffic on Broadcast performance. 
Interestingly, when the nodes are distributed across different islands, and the back-
ground traffic is low, Broadcast’s performance is comparable to the case where the 
nodes are allocated to the same group.

Likewise, in Fig. 9b, c, we observe a long-tailed distribution as the background 
network utilization increases. Particularly for Alltoall, when the background network 
utilization is high, the tail of the distribution becomes longer, the peak drops and the 
average latency is much larger. In fact, the mean of the distribution with b = 0.75 is 
approximately 1.6 times larger than with b = 0.21 . Unlike the other collectives, the 
Alltoall collective exhibits a significant shift in the peak of the distributions (repre-
sented by the median) across different background network utilizations. This shift is 
attributed to the inherent communication intensity of the All-to-All pattern. In this 
pattern, all nodes exchange data, leading to a higher volume of data being transmit-
ted through the network. Consequently, the network links become more congested, 
resulting in a major shift in the peak of the distribution for different traffics.

Furthermore, we observe a bimodal distribution for high background network 
utilizations in the Reduce and Alltoall collectives. This indicates that a significant 
number of latencies are mainly happening in 2 time intervals. This behavior is 
closely related to the Adaptive routing algorithm utilized in this cluster. With Adap-
tive routing, routers have multiple paths available for each packet transmission. Con-
sequently, some packets follow the shortest (minimal) path, while others traverse 
alternative, longer (non-minimal) paths. As a result, certain communications experi-
ence slower performance compared to the majority due to the penalty associated 
with selecting the non-minimal path. Figure 9b, c illustrate this phenomenon, where 
higher background network utilization increases the probability of packets being 
routed through non-minimal paths, thereby elongating the distribution tail and mak-
ing it bimodal. It is important to note that the routing strategy cannot be altered in 
our experiments as we are not using any simulator in our experiments, and changing 
such policies requires admin access.

Overall, it is evident how background traffic impacts the distributions. While the 
Adaptive routing strategy helps alleviate the issue to some extent, there are cases 
where the problem persists, particularly when there is a very high background traf-
fic load. On top of that, when the cluster is highly utilized, and the distributions are 
bimodal, finding a metric to represent the whole data is a complex task. Neither 
arithmetic mean nor median is a good representative of the entire distribution as 



14995

1 3

Analysis and prediction of performance variability in…

they do not contain any information regarding the number of peaks of the distribu-
tion, and they do not provide accurate details on the tail of the distribution.

7.1  Collective algorithms and latency distributions

In recent MPI implementations, multiple algorithms have been developed for 
each collective operation, and each algorithm possesses unique internal charac-
teristics, including communication costs and scalability attributes. The selection 
of an efficient algorithm for MPI collectives is of utmost importance in achiev-
ing optimal performance since each algorithm has different scalability, commu-
nication overhead, and resource utilization [84–87]. In this section, we highlight 
how different implementations of each collective can impact its latency distribu-
tion. Figure 10 shows the latency distributions of different algorithms of Alltoall. 
Although all the algorithms deliver the same output, they show pretty different 
distributions, and unlike the others, Modified Bruck and Linear do not have a 
completely bimodal distribution.

To better understand, Fig. 11 presents the same data with Violin and Box plots. 
There are several interesting observations from this figure:

• Besides the difference in the mean and median, the different algorithms have dif-
ferent latency distributions.

Fig. 10  The latency density distribution of different algorithms of Alltoall implemented in OpenMPI 
with 512 processes (16 nodes with 32 processes per node), with 4KB data size. Each distribution is rep-
resentative of 20 runs (each with 1000 iterations) performed on different days. The default algorithm is 
mapped to Linear Sync in this plot
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• In addition to the cluster’s workload, the chosen collective algorithm can impact 
the bimodality of the distribution.

• Linear Alltoall algorithm has the shortest tail, and its distribution is not bimodal. 
Therefore it has the best mean and median. It is probably due to the inherent 
features of this algorithm, which make it deal better with the packet transmission 
policy of the Adaptive routing algorithm.

• The Default is mapped to Linear Sync in the OpenMPI selection decision tree, 
and therefore they not only have similar distribution shape, but the mean, median, 
and tail of the distribution is also the same for them.

So, apart from the elements discussed in the article, the chosen algorithm for the 
collective operations can also have an impact on performance variability. However, 
the behavior of each algorithm may vary with different data sizes and number of 
nodes (processes). Also, each algorithm may have a different distribution shape 
while changing the routing strategy. Therefore, it is not possible to find the best 
algorithm with less variable performance before testing all the possible scenarios.

7.2  Application analysis

Thus far, we have discussed the influence of cluster and network utilization, rout-
ing strategy, and the collective algorithm on microbenchmarks latency distribution. 
In this section, we delve into the effects of background network utilization on two 
real-world communication-intensive applications to see how does the execution time 
distribution look like when a program consists of several communication patterns 
in addition to computation. The chosen applications and their specifications are as 
follows:

Fig. 11  The latency distribution of different algorithms of Alltoall implemented in OpenMPI with 512 
processes (16 nodes with 32 processes per node), with 4KB data size. Each distribution is representative 
of 20 runs (each with 1000 iterations) performed on different days. The default algorithm is mapped to 
Linear Sync in this plot
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• HACC 1: A cosmology framework designed for performing N-body simulations. 
It simulates the intricate structure formation process in an expanding space and 
heavily relies on communication between particles to accurately model gravita-
tional interactions. HACC includes various MPI communication patterns. The 
number of particles in our experiments is 10 M.

• miniAMR: A mini-application that focuses on stencil calculations performed 
on a computational domain in the shape of a unit cube. miniAMR is a simpli-
fied representation of more complex adaptive mesh refinement (AMR) applica-
tions commonly used in computational fluid dynamics (CFD) and other scientific 
domains. The communication-intensive nature of miniAMR arises from the need 
to exchange boundary data between neighboring subdomains utilizing several 
communication patterns. Our test is performed using 4K 3D blocks as input.

In Fig. 12, the network latency distributions for HACC and miniAMR are presented 
using histograms and density distributions. The HACC distribution, depicted in 
Fig.  12a, exhibits two distinct distributions. The orange distribution corresponds 
to a background network utilization (b) of 34, with an average execution time of 
1.37s and a peak of 8.9. On the other hand, the blue distribution represents b = 58 , 
resulting in an average execution time of 1.43s and a peak latency of 5.2. This indi-
cates that with a 24% increase in b, the average execution time experiences a 4.4% 
increase. Additionally, both distributions in Fig. 12a have a single bell-shaped curve. 
Nevertheless, the blue distribution is more dilated, with its tail reaching a latency 
of 2.5, while the tail of the orange distribution only grows to 2.1. This implies that 
higher background network utilization leads to a broader range of latencies and 
potentially longer tails in the distribution.

Nonetheless, for miniAMR, as shown in Fig. 12b, when the background network 
utilization (b) slightly increases from 51 to 64 with a 13% change, the average exe-
cution time rises from 7.71 to 7.86, indicating a 2% increase, and it does not impact 
so much the distribution shape and just shifts the plot to the right a bit. In contrast to 

Fig. 12  The frequency and density distributions of 1000 iterations of running HACC and miniAMR 
applications, considering two different background network utilization on 16 nodes (1 process per node)

1 Hardware/Hybrid Accelerated Cosmology Code.
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the previous observations, both plots in this figure exhibit multiple peaks and dem-
onstrate different behaviors, suggesting that the impact of background network uti-
lization on miniAMR differs from HACC. Analyzing the previous study on the two 
applications [57], it was found that approximately 67% of the overall execution time 
of HACC is attributed to MPI operations (mostly Allreduce, Scatter, and Gather), 
while only a negligible fraction (0.1%) is related to blocking collective communica-
tions. On the other hand, in the case of miniAMR, Allreduce alone contributed to 
9.2% of the overall execution time, and it is the dominant collective pattern. This 
indicates that miniAMR involves more collective communications with more com-
plex communication patterns.

As shown in this article, the Alltoall and Reduce collectives are more affected by 
network background traffic. In fact, they exhibit a flatter distribution when exposed 
to higher network background traffic, and their usage, together with the routing 
strategy of the cluster, can result in a bimodal distribution in their latency distribu-
tion. In the case of miniAMR, an analysis of its code reveals the presence of over 
10,000 MPI_Allreduce operations that possess a high communication intensity. 
According to our experience, the latency distribution’s shape is mainly dominated 
by the dominant collective. In Fig. 12b, the distribution of communication latencies 
becomes flat-topped, primarily attributed to the dominant communication patterns 
and complexities of the applications compared to microbenchmarks since they also 
contain computation and their communication part consists of different collective 
and point-to-point communications with different message sizes. Furthermore, the 
routing algorithm employed in the cluster plays a role due to the high communi-
cation intensity, and a multi-modal distribution is expected as it combines various 
distributions related to complex communication patterns of the MPI_Allreduce 
operation with the computation times.

8  Discussion and conclusion

In this article, we have analyzed the network latency distribution on a large-scale 
compute cluster with Dragonfly+ topology and have provided several insights. One 
notable finding is the significant difference between the performance of the different 
node allocation strategies; notably, the "same group" allocation policy delivers con-
siderably better performance than the two other policies. When all nodes are allo-
cated to a single group, there is only one hop between any two nodes. Therefore, 
the minimal and non-minimal paths are the same for Adaptive routing, resulting in 
a very low impact from the global workload of the cluster. Hence, the latency dis-
tribution exhibits a shorter tail and a higher peak and minimizes the effects of back-
ground traffic for this allocation strategy. Thus, allocating all required nodes to the 
same group is advisable if there are enough available idle nodes in that group.

Analyzing the latency distribution based on communication patterns, we have 
observed that the Broadcast pattern benefits significantly from the locality of job 
allocation. It exhibits the shortest tail and the higher peak compared to the Reduce 
and Alltoall, particularly in the same group and same island allocations. However, 
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when nodes are allocated across different islands, Broadcast is highly affected by 
the background traffic, resulting in a very long tail compared to cases with lower 
background traffic. It demonstrates that the communication performance of Broad-
cast becomes more variable only if the cluster is highly utilized. Nonetheless, the 
possibility of encountering this situation is rare, as the measured background net-
work utilization has mostly been between 0.40 and 0.70. On the other hand, Alltoall 
exhibits the most extended tail when there is less locality in job placement. While 
its distribution is similar to Reduce on the same group, performing Alltoall across 
different islands leads to a significantly longer tail due to this collective’s higher vol-
ume of communication.

While allocating the nodes on different islands, our experimental analysis has 
revealed a two-peak (bimodal) distribution in communication latency, which is 
attributed to the routing algorithm. This behavior arises from offloading the packets 
to longer paths while the minimal paths become congested. On top of that, the cho-
sen collective algorithm itself can be another source of performance variability, and 
its combination with other factors, such as routing, can impact the performance and 
make it bimodal. Examining the latency distribution of real-world communication-
intensive applications, we have observed that the distribution is primarily influenced 
by its dominant communication pattern. Consequently, as the network background 
traffic increases, the overall average execution time of the application also tends to 
increase, and the distribution becomes more skewed.

Above all, when describing the performance of communication-intensive applica-
tions on large-scale supercomputers, we showed that neither arithmetic mean nor 
median can describe the overall performance. They do not retain enough information 
about the tail of the distribution or the number of peaks. Moreover, when running a 
distributed application on such systems, if the experiment is not executed enough 
iterations, the presented execution times may be too discrete and not describe the 
actual performance.

Regarding the performance variability sources, although there are several factors 
affecting the performance, such as system activities, MPI, background daemons, file 
system, and garbage collection, the network-related elements have been proven to be 
the main sources since they are prone to congestion [22, 88]. Network congestion 
is not, however, easy to measure and is very challenging in the real world. Network 
counters available in some clusters can be monitored to estimate network utiliza-
tion more accurately. Still, these counters are not available in all the clusters, and 
they are vendor-specific. Moreover, to access such information, admin access to the 
cluster might be needed. So, in this article, we rely on the data provided by SLURM 
in user space as the external information alongside the application-related informa-
tion, which makes our method portable to any cluster that uses SLURM as its job 
scheduler. However, it should be noted that our estimation of the background net-
work utilization is based on available information from other users and their node 
allocations, which introduces the possibility of errors since we have no information 
about their communication patterns, etc. That is why the correlations between our 
introduced metric and the latency of collectives are not +1 in Figs. 6, 7, and 8.

The b metric introduced in this article can be a good indicator for HPC users to 
find the right moment to submit their communication-intensive jobs to experience 
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minimum performance variability and estimate how long their job may take con-
sidering the current background traffic on the cluster. According to our findings, 
the job scheduler needs to consider balancing the node allocation between the jobs 
allocating single nodes and the jobs that require multiple nodes to avoid congest-
ing links. Moreover, the job scheduler can use the metric introduced in this study 
to decide when to submit the communication-performing tasks (the ones requiring 
many nodes) to experience the minimum variability. It also can use this metric to 
predict the runtime of each of the MPI tasks and further improve its scheduling deci-
sions for other tasks.

Overall, in this article, we tried to analyze and show how the high utilization of 
the cluster contributes to more competition for shared resources such as the network, 
causing resource contention and, therefore, making the performance of our job vary 
from the normal conditions. For future work, we plan to improve the accuracy of our 
method first by collecting more static and runtime data from the applications and 
network and then combining our heuristic with regression, statistical, and machine 
learning techniques. The second future direction is to embed this model into the job 
scheduler so that it takes care of the utilization of the cluster when making schedul-
ing decisions and, at the right moment, allocates the nodes where performance vari-
ability is minimized. The third future work is to design an MPI collective algorithm 
selection logic that also takes into account the utilization of the cluster and chooses 
the algorithms that cause less performance variability.
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