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ARTICLE INFO ABSTRACT
Keywords: We investigate the generation of free-stream perturbations at a relatively low characteristic Reynolds number of
Turbulence

1000 by means of direct numerical simulations using a synthetic turbulence generation method. This approach
consists of generating turbulent fluctuations by means of digital filtering and a source term formulation in the
Navier-Stokes equations. To assess its validity in the framework of decaying turbulence, we compare the results
with those obtained with a physically-based, grid-induced turbulent flow in terms of spatial decay, evolution
of characteristic length-scales and energy spectra. Also, we highlight relevant differences such as those in the
streamwise development length and the anisotropy of the largest scales. Then, we characterize the generated
perturbations when systematically varying the input parameters, namely the initial integral length-scale and
turbulence intensity. Here, we notice differences in the streamwise decay of the turbulence intensity and the
development length as we vary these parameters. By inspecting the evolution of the characteristic length-scales
and the micro-scale Reynolds number, we also identify that the effective scale separation is highly sensitive
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Immersed boundary method
Low-Reynolds aerodynamics

to these variations.

1. Introduction

Atmospheric turbulence and, more in general, external flow pertur-
bations are a well-known concern for many problems in aerodynamics
and fluid-structure interaction. Indeed, with respect to the case of a
uniform and unperturbed free stream, disturbances in the incoming
flow can trigger particular phenomena or substantially alter the system
dynamics. Examples include the effect that flow disturbances can exert
on the shear layer transition and aerodynamic force generation for
flows over bluff bodies [1-3] as well as wings or other streamlined
shapes [4,5]. In this regard, some of these mechanisms have also
been addressed from a more fundamental viewpoint, assessing the
influence of free-stream turbulence on the development and transition
of boundary layers [6-9].

As opposed to some classical applications, in which the typical
size of the energy-containing turbulent eddies present in the flow is
orders of magnitude below the characteristic length of the problem
(high Reynolds number), a quite recent interest is devoted to problems
involving flows at relatively low Reynolds number, where these two
scales become comparable. This is motivated by the appearance of
increasingly relevant applications such as micro-aerial vehicles (MAVs)
or small-size drones [10,11], small-scale energy harvesting [12] and
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ocean engineering and marine science applications [13], thus repre-
senting a condition intrinsically different from those experienced by
more conventional applications. Focusing on the aerial applications,
such devices typically have centimetric sizes and are designed to op-
erate at low speeds and low altitudes well within the atmospheric
boundary layer (ABL). When comparing their low operational speed
to the turbulent fluctuations typically present in the ABL, they can
experience remarkably high turbulence intensity conditions that can
have a dramatic influence on the aerodynamic performance [14,15].
As a result, a thorough understanding on how atmospheric turbulence
affects the aerodynamic response of small-scale low-Reynolds devices
has still not been achieved [16,17].

To tackle such an open topic, the essential prerequisite is the ability
to generate free-stream turbulent perturbations with well-defined and
controllable properties (e.g., turbulence intensity, statistical homogene-
ity and isotropy, scale-by-scale energy distribution). Indeed, the topic
has a longstanding relevance in fluid mechanics, dating back to the
early work by Batchelor and Townsend [18]. In the experimental prac-
tice, the generation of turbulence in a wind tunnel is typically achieved
by means of passive or active systems. A classical example of the former
is the use of solid grids at the inlet of the test chamber [19,20]. For the
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latter, both active grids and jet arrays have been proposed, with the
goal of effectively increasing the achieved turbulence level [21-23].

In the context of computational fluid dynamics (CFD), different
techniques have been proposed in order to impose free-stream pertur-
bations with desirable and physically sound properties, often fulfilling
those of fully developed turbulence. From a historical perspective, two
main approaches, namely recycling and synthetic, have been proposed
and widely employed over the last decades, as extensively reviewed
by Wu [24]. In a recycling approach, a turbulent flow is usually
generated in an auxiliary simulation and later used as an input for
the main simulation. A relevant example of recycling methods is the
work of Lund et al. [25], which proposed to generate time-dependent
turbulent inflow data for simulations of spatially developing boundary
layers by using auxiliary simulations. In this work, the authors recycle
the turbulent velocity field from a station near the domain exit of the
auxiliary simulation and re-introduce it as the inflow boundary condi-
tion. This approach was later refined by Pierce [26], who introduced a
corrective body-force technique that allows the turbulence statistics of
a simulation of spatially periodic channel to be matched to arbitrarily
prescribed statistics. Such a method was employed for example in
computations of boundary layer flows over smooth obstacles [27].

In a synthetic approach, on the other hand, turbulence is generated
artificially on the fly as the simulation is running, thus avoiding the
need for an auxiliary simulation. In this field, a seminal contribution
was provided by Juneja et al. [28], who originally showed how to
artificially prescribe velocity fluctuations with statistical properties
closely resembling those of real turbulence. Based on the same concept
but with different features, several approaches to generate inflow per-
turbations have later been proposed, e.g., prescribing a given energy
spectrum [29] or a superposition of coherent structures [30-32].

Among the synthetic approaches, Klein et al. [33] introduced a tech-
nique that relies on digital filtering for creating turbulent inflow con-
ditions for spatially developing simulations. Several subsequent works
adopted this method [34-37]. In a further development, Kempf et al.
[38] modified Klein et al. [33]’s method to enhance its computational
efficiency.

Incorporating concepts from both Klein et al. [33]’s method
and Kempf et al. [38]’s modification, Schmidt and Breuer [39] intro-
duced a variation of the technique in which flow perturbations are not
imposed at the inlet boundary, but are instead generated through a
source term integrated into the Navier-Stokes equations. The notable
advantage of this approach is that it allows for the utilization of
coarser grid resolutions in the upstream region, since the fluctuations
are introduced directly in the vicinity of the area of interest, where
the body to be tested is placed. This method avoids the dissipation of
the fluctuations that can potentially take place if the distance between
the inlet and the body is too large. Breuer [40] demonstrated the
advantages of this approach, showcasing its suitability in studying the
impact of free-stream turbulence on the flow characteristics over an
airfoil featuring a laminar separation bubble.

As another possibility that differs from the approaches discussed so
far, a few studies have explored the concept of fully-resolved simula-
tions where the presence of a solid grid is explicitly reproduced, thus
directly mimicking the setting that is typically used in wind tunnels
for the generation of free-stream turbulence. The first attempt in this
regard was presented by Djenidi [41] in a rather idealized configuration
(i.e., considering an array of floating plates normal to the incoming
flow). Later, a limited number of studies have considered more realistic
geometries, including classical (e.g., monoplane square grids) as well as
fractal grids [42-45]. Given the direct analogy with the experimental
counterpart, it can be highlighted the physically-based nature of this
approach.

In this work, we aim at characterizing the free-stream perturbations
that can be generated using a synthetic turbulence (ST) approach. To
this end, we employ direct numerical simulations (DNS) to quantify
relevant flow features in terms of the decay of turbulence intensity,
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spectral energy distribution and spatial evolution of the characteristic
length-scales of the flow. Firstly, we present a comparative assessment
with respect to the flow generated by means of a physically-based,
grid-induced turbulence (GT) approach. Then, we characterize the most
relevant properties of the perturbations generated with the present ST
approach by means of a parametric study over its input parameters.

The rest of the paper is structured as follows: Section 2 describes
the employed methodology, Section 3 contains the main results of the
study, and finally Section 4 draws some conclusions.

2. Methodology

We consider a Newtonian fluid governed by the Navier-Stokes
equations for an incompressible flow,

V.ou=0, 1)
Jdu 1 2
E+(u-V)u=—;Vp+vV u+ £ + . (2)

Here, u = (u,v,w) = (uy,uy,u3) is the velocity, p the pressure, p the
density and v the kinematic viscosity. Two external forcing terms are
included in the above equations, f is the forcing term to introduce
synthetic turbulence (Section 2.1) and f;,, is the forcing term that
models the presence of the passive grid, using an immersed boundary
method (Section 2.2). We define a Reynolds number based on the
free-stream velocity U, and a reference length-scale L, Re = U L/v.

2.1. Synthetic turbulence

The approach under consideration in this work is a synthetic
turbulence inflow generator (STIG). Specifically, we consider the imple-
mentation based on digital filters where the flow is forced by means of
a source term f; active in a relatively narrow region of influence [33,
38,39]. Here, the region of influence is located shortly after the inlet
of the computational domain and centered around x = x, so that the
generated fluctuations are advected downstream by the mean flow and
fill almost completely the domain (Fig. 1 top). The source term takes
the following form:

v (x - Xst)z

v(t.y.2) _r
£ y.zn =1 T e""( P

0, otherwise,

), if =24, <(x—xg) <24,

3

where v’ is a fluctuation velocity and A, and Tj, are the integral length
and time scale of the flow fluctuations, respectively. Additionally, the
extent of the influence region in the streamwise direction is delimited
by x € [xg — 2A¢,xg + 2A,] to smoothen the transition with the
laminar flow, whereas its extent in the lateral directions spans the full
domain (see Fig. 1 top). In order to generate the perturbation velocity
v = (0, w'), the digital filtering approach of Kempf et al. [38] is
used. Further details on the generation of the perturbation velocity field
u’ can be found in Appendix A. See also [46] for an application of the
methodology to the flow over a settling sphere. Taylor’s hypothesis [47]
relates the integral time scale T;, with the integral length-scale A, and
the incoming flow velocity U, such that T, = A,/U,.

Remarkably, the fluctuations generated by the STIG are character-
ized by their (input) turbulence intensity 71, and the (input) integral
length-scale A\, two parameters that are explicitly set in the algorithm
and can be easily varied, thus representing a convenient feature of this
approach.
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Fig. 1. Three-dimensional sketches of the computational domain and the boundary conditions, for the two different approaches presented: synthetic turbulence (top), grid-induced

turbulence (bottom).

2.2. Grid-induced turbulence

To compare the results of the ST approach with an experimental-
like flow configuration, we also consider the simulation of grid-induced
turbulence. In this case, we model the presence of a solid passive grid
located shortly after the inlet of the domain, essentially mimicking
the typical setup adopted in wind tunnels (Fig. 1 bottom). Here, the
geometry of the grid has a crucial influence on the properties of the
generated turbulence in a way that is not explicitly known a priori [48],
therefore representing a relevant difference with respect to the ST
approach. On the other hand, such configuration ensures a physically
based generation of the free-stream perturbations that can prove as a
meaningful benchmark when directly compared to the ST results.

In order to achieve satisfactory flow properties (i.e., turbulence
intensity, homogeneity and isotropy), we choose the SSQ43 geometrical
configuration of Djenidi et al. [49]. It corresponds to a mono-plane grid
made of rods with square cross-section of side d, which are evenly
spaced by a distance M = 4d (see Fig. 1 bottom). As a result, the
grid solidity ¢ = d/M (2 — d/M) ~ 44%. Note that we fix M = L,
i.e., the spacing between the rods is assumed as the reference length of
the problem.

From the computational viewpoint the presence of the grid, and
in particular the no-slip boundary condition between the fluid and
the solid, is enforced by using the direct-forcing immersed boundary
method (IBM) proposed by Uhlmann [50]. A nonconformal unstruc-
tured Lagrangian mesh is introduced for describing the geometry of
the solid surface, at which the no-slip condition is indirectly applied
by means of a forcing term (computed at the Lagrangian points). This
forcing is then spread to the surrounding Eulerian grid points using

the regularized delta function proposed by Roma et al. [51], eventually
yielding the source term f;;,, appearing in Eq. (2).

2.3. Computational setup

The problem is tackled numerically using TUCAN, an extensively
validated, massively parallel in-house code [52-54]. The code solves
the Navier-Stokes equations of the incompressible flow, Egs. (1) and
(2) using a fractional-step method on a staggered Cartesian mesh. The
spatial derivatives are discretized with centered, second-order accurate
finite differences, whereas the time integration is performed by means
of a semi-implicit low-storage three-stage Runge-Kutta method.

We choose a domain box ranging from x/L = -1 to 19 in the
streamwise direction and from y/L = z/L = -25 to 2.5 in the
transverse (homogeneous) directions, therefore having a size 20L x5L %
5L (see Fig. 1). A uniform inflow U, is imposed at the inlet (x/L =
—1) whereas an advective boundary condition is imposed at the outlet
(x/L = 19). Periodic boundary conditions are applied at the lateral
boundaries normal to the transverse directions. For the comparison
between the two approaches, both the influence region of the ST cases
and the passive grid in the GT case are centered at x/L = 0 (i.e., for
the ST cases we set xg_g).

With the interest in relatively low-Reynolds-number flows, through-
out this work we consider Re = 1000. We discretize the domain with
a uniform spatial resolution A in all three directions. We assess the
convergence of the results while doubling the resolution, as detailed
in Appendix B. Consequently, for the comparative study presented
in Section 3.1 we use the higher resolution 4 ~ 0.02L (according to the
requirement posed by the GT case). For the parametric characterization
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with the ST approach presented in Section 3.2, on the other hand, we
can safely use the lower resolution 4 ~ 0.04L (as shown in Appendix B).
Finally, the simulation time step is selected such that the maximum CFL
number is always approximately 0.3.

2.4. Notation

To provide a statistical characterization of the flow we are going to
use several quantities that are defined in this section. Firstly, we denote
the fluctuating part of the velocity as u,’.(x, 1 = u(x,t) — (u;) (for the
generic ith component), where (-) indicates both temporal average and
spatial average over the (y, z) cross-plane. Hence, we compute the root-
mean-square of the velocity fluctuations for the streamwise, vertical
and spanwise component as u,,,, = (ugz)l/ 2 Uims = (u’22)1/2 and w,, =
<u;2>1/ 2, respectively. Then, we define the turbulent kinetic energy as
TKE = 1/2@2  + 02, +w?, ) and the turbulence intensity as TT =
v/2/3TKE/U,. Another quantity of interest, often used to measure the
(large-scale) anisotropy of the flow [20], is the ratio between the trans-
verse and longitudinal velocity fluctuations R = (U;ps + Wims)/Qlms)s
where the two transverse (i.e., vertical and spanwise) components, v,
and w,,, are here averaged since the configuration is invariant under
a 90° rotation.

The integral length-scale A and the Taylor micro-scale A are both
obtained from the velocity autocorrelation functions using the standard
definitions (see for example [55]). We either use the longitudinal auto-
correlation function, f(r) = (u](x) u)(x+re;))/ (ulfz), or the transverse one,
g(r) = (W uj(x + re;))/ (ulfz), where we consider only the transverse
velocity components, i.e., i = {2,3} and j = {2,3} with j # i, and the
spatial separation r lies in the cross plane (y, z). Thus, in our notation,
A, and 4, represent the longitudinal integral and Taylor length-scales
while A, and 4, represent the transverse ones, respectively. The Taylor
micro-scale Reynolds number is defined as Re; = u,, 4,/v. The Kol-
mogorov length-scale is defined as n = (v3/e)!/*. Here, the turbulent
energy dissipation rate is defined as ¢ = 2v(S;;S;;), where S;; =
1/2 (0u,-/dxj + auj/axi) (for (i, j) = {1,2,3}) is the strain rate tensor.

Finally, we look at the spectral properties of the generated fluctu-
ations. For each velocity component ], we apply a two-dimensional
Fourier transform along the periodic directions y and z, from which
we obtain the (component-wise) energy spectrum E;i(x,xy,K7), where
k, and x, denote the wavenumber vector components. We assume
isotropy in the cross plane and average over circles of radius equal to
K = 4 /Kﬁ + k2, yielding E;;(x, ) where the directional information on
the wavenumber is removed [55]. Lastly, we introduce the total energy
spectrum E(x, k) = 21.3=1 E;;(x,x).

3. Results

Using the described methodology, we have performed a series of six
cases (five cases using the ST approach varying its input parameters,
and one case using the GT approach), as summarized in Table 1. After
preliminary testing , we have been able to select a combination of ST
input parameters (Ay/L = 0.15, T1, = 35%) such that the resulting
flow has similar characteristics to the one generated in the GTO0O case.
Therefore, in the following, the case with those input parameters,
ST1535, is denoted the baseline case. The analysis of the results is split
into two parts. First, in Section 3.1, we perform a direct comparison
between the GT and ST approaches. This is done by analyzing the
results of the (high-resolution) baseline case, ST1535-A, and the solid
grid case, GT00. Then, in Section 3.2, we focus on the ST approach to
investigate the effect of the input parameters (A, and T'1;)) on the main
flow properties.

All the performed simulations have been integrated for at least 100
convective time units (i.e., L/U), corresponding to more than 5 flow-
through times. The computation of statistics is started after discarding
an initial transient of at least 20L/U_,. Quantities are spatially averaged
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Table 1

Designation of the cases considered in the simulation campaign. For the ST cases, the
input parameters (i.e., A, and TI,) are indicated. For all considered cases, the results
of the fit with respect to the power-law Eq. (4) (i.e., x,, x;, n and A) are reported.

Case A/L Ay/L TI, Xo/L x,/L n A

ST1535-A 0.02 0.15 35% 0.65 4.75 -1.34 0.105
ST1535-B 0.04 0.15 35% 0.1 3.25 -1.41 0.134
ST1035 0.04 0.10 35% -0.1 2.00 -1.37 0.070
ST2035 0.04 0.20 35% 0.3 4.25 -1.42 0.210
ST1520 0.04 0.15 20% -0.6 4.75 -1.47 0.105
ST1550 0.04 0.15 50% 0.2 2.50 -1.35 0.162
GT00 0.02 - - 4.0 7.75 -1.33 0.086

in the homogeneous directions y and z. Additionally, temporal averages
were computed using a minimum of 50 and 80 snapshots for the higher
and lower resolution, respectively, with a 1.25L/U_, time separation
between consecutive snapshots to ensure decorrelation.

3.1. Comparative analysis between ST and GT approach

Fig. 2 shows a visualization of the instantaneous flow obtained in
the ST1535-A case (top panel) along with that of the GT0O0 case (bottom
panel). Specifically, the flow’s vortical structures have been represented
by means of isosurfaces of the Q criterion (i.e., second invariant of
the velocity gradient tensor [56]) at two different levels. At a first
glance, the two flows appear qualitatively similar, especially when
focusing on the region sufficiently downstream where the turbulence
is properly developed. In particular, it can be noticed the similar trend
in decreasing the intensity of the turbulent eddies (along with a less ap-
parent increase of their characteristic size) while moving downstream.
This is consistent with the well-known phenomenology of decaying
turbulence.

However, some key differences can be noticed. The first concerns
the degree of homogeneity of the flow on the development region,
i.e., sufficiently close to the region of influence for the ST1535-A
case or in the vicinity of the solid grid for the GTOO case. While
the development region of the ST1535-A case is quite homogeneous,
the GTOO case shows a coherent wake pattern downstream of the
grid, resulting in a non-homogeneous flow. To better characterize this
feature, we analyze in Fig. 3 the cross-planes of the time-averaged
streamwise velocity component, i, at various streamwise locations. As
expected, for the ST1535-A case (top row of Fig. 3) the flow appears
statistically homogeneous at all the considered locations, because the
ST approach assures the homogeneity by construction. Conversely, for
the GTOO case (bottom row) the signature of the wakes formed behind
the rods composing the grid can be clearly recovered at x/L = 1. Nev-
ertheless, such inhomogeneity progressively decreases while moving
downstream, becoming approximately negligible for x/L > 5.

A second remarkable difference between the ST and GT instanta-
neous fields in Fig. 2 regards the spatial development of the flow.
Eddies of comparable intensity (having the same level of QL2/U§O
in Fig. 2) appear closer to the inlet plane for the ST case than for the GT
case, so that the former appears to decay earlier. As it will be shown in
the following, such difference in the characteristic development length
is a relevant feature that needs to be properly accounted for when
comparing the results of the two approaches.

The modeling of decaying turbulence relies on a well-known
power-law expression for the TK E of the form

TKE X = xp\"
A, ;
vz I Q)

where A is a multiplicative factor, n is a (negative) decay exponent, and
x is a virtual origin [20,57]. Also, Eq. (4) can be recast for the TT as

TI=+/2/34 (x _on )"/2. (5)
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Fig. 2. Snapshots of the resulting turbulent fluctuations in the ST1535-A case (top) and GTOO case (bottom), flowing from left to right along the streamwise direction x. Both
visualizations depict the instantaneous vortical structures by means of isosurfaces at QL?/UZ2 = [1,0.2]. The higher value is colored using the magnitude of the velocity, while the
lower one is colored in white and with a lower opacity. For the ST1535-A case, the transparent blue box indicates the region of influence where the source term f; is active. For
the GTOO case, the solid grid (whose presence is modeled by means of the source term f, ) is colored in red.

We fit the numerical results to the power law, Eq. (4), employing the
procedure proposed by Lavoie et al. [48] to reduce the uncertainty of
the fit, as detailed in Appendix C. The results of the fitting procedure in
terms of A, n and x, together with the approximate coordinate where
the power-law decay begins, x;, are collected in Table 1. Specifically,
both the decay exponent and the virtual origin deserve some comments.
Looking at the obtained values of n ~ —1.33, it can be observed
that they satisfactorily agree with those reported in the literature at
similar Reynolds numbers [49]. For the virtual origin x,, on the other
hand, the results are fully consistent with the qualitative scenario
previously depicted (Fig. 2), showing a shorter development length for
the ST1535-A case (x, ~ 0.65L, x; ~ 4.75L) compared to the GTOO case
(xg ~ 4L, x; # 7.7L).

Fig. 4a shows the decay with streamwise direction of the 7/ when
accounting for the virtual origin, showing a close agreement between
the GT and ST approaches. This is clearly not the case when the virtual
origin is not taken into account, see inset of Fig. 4a. As a consequence,
the virtual origin is taken into account in all figures below, which
show quantities as a function of the streamwise direction. Fig. 4a also
includes lines corresponding to the power-law fits for both GT and
ST, showing that the fit does an excellent job at approximating the
numerical data for (x — x;)/L 2 4, consistent with the extension of

the development region estimated during the fit process, x;, shown in
Table 1.

The anisotropy of the flow, R, is shown in Fig. 4b. Here, a substan-
tial difference between the ST1535-A and GTOO cases can be observed.
The ST1535-A case shows an isotropic configuration (i.e., with R
approaching 1) over the full extension of the domain. In contrast, for
the GTOO case the anisotropy of the flow is remarkably higher, with
a maximum value of R ~ 0.9 at (x — x;) ~ 5L and a profile of R
along the streamwise direction that is less constant if compared to that
of the ST1535-A case. In fact, this is a known feature of grid-induced
turbulence [20,48]. Note that such anisotropy is typically observed to
decrease as the nominal Reynolds number is increased [58,59]. Here,
we consider a relatively low Reynolds number of 1000, for which
anisotropy might be expected. In this respect, note also that suitable
counteracting strategies (e.g., adopting a wind-tunnel contraction) have
been proposed to reduce the flow anisotropy [19,20,48].

We turn now our attention to the relevant length-scales of the
flow (i.e., integral, Taylor and Kolmogorov length-scale) along with
the effective turbulent (i.e., micro-scale) Reynolds number, which are
shown in Fig. 5 as a function of the streamwise coordinate. In par-
ticular, Figs. 5a and 5b present the integral length-scale A and the
Taylor length-scale A, respectively. Note that in each of these panels
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Fig. 3. Time average of the streamwise velocity component over cross planes at different streamwise locations x/L = {1,3,5} (from left to right column) obtained in the ST1535-A

case (top row) and GTOO case (bottom row).
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(x —x0)/L
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Fig. 4. Large-scale properties of the turbulent flow generated in the ST1535-A case (blue circles) and GTOO case (red triangles): (a) turbulence intensity; (b) large-scale anisotropy.
In the main panels, quantities are plotted as a function of the streamwise coordinate corrected using the virtual origin x, (introduced in the text), whilst in the inset of (a) the
turbulence intensity is shown as a function of the uncorrected coordinate. In (a), we also report the corresponding power-law decay, given by fitting the data against Eq. (5), both

for the ST (blue solid line) and GT (red dashed line) approach.

we report both the longitudinal and transverse length-scale (as defined
in Section 2.4). For isotropic turbulence, it holds that A =24, and
Ap = \/Ellg [55]. We can test these predictions against our numerical
results. For the integral length-scale (Fig. 5a) the agreement appears
moderate for both ST1535-A and GT00, with A, > 24, for ST1535-A
and A, < 24, for GT00. The disagreement is probably caused in both
cases by the in-homogeneity of the flow in the streamwise direction,
exacerbated in case GTOO by the lack of isotropy discussed in Fig. 4b.
On the other hand, the agreement is very good for the Taylor length-
scale (Fig. 5b), especially for sufficiently large (x — x;) where the flow
has properly developed.

Next, we look at the characteristic length-scale at which the viscous
diffusion is expected to be dominant, i.e., the Kolmogorov length-scale
n. The spatial evolution of 7 is shown in Fig. 5¢ where the good
agreement between the ST1535-A and GTOO case is confirmed, as it
could also be expected when focusing on the smallest scales where the

universal character of turbulence is well known. Lastly, Fig. 5d shows
the streamwise evolution of the turbulent (or micro-scale) Reynolds
number Re,, which serves to effectively measure the extent of scale
separation in the generated turbulent flows. Consistently with the
relatively low-Reynolds framework of our interest, the observed range
of Re, is indeed O(10), indicating a rather limited scale separation.

Focusing now on the scale-by-scale energy distribution, Fig. 6
shows both the component-wise and total energy spectra computed at
several locations within the region where the turbulent flow is properly
developed. For the streamwise component spectra E,, (Fig. 6a), a good
agreement between the ST and GT case is found for all wavenumbers
and every considered location. In contrast, for the transverse compo-
nent spectra E,, ~ E,,, (Fig. 6b) the two cases are in reasonably good
agreement only at sufficiently high wavenumbers (i.e., small scales)
and some discrepancies can be observed for the lowest wavenumbers
(i.e., at the largest scales). In particular, a higher energy content is
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of the streamwise coordinate (x — x,): (a) integral length-scales A and (b) Taylor length-scales A (filled and empty symbols denote the longitudinal and transverse length-scale,

respectively); (c) Kolmogorov length-scale #; (d) micro-scale Reynolds number Re,.

found for the ST results with respect to the GT ones. These differ-
ences are indeed consistent with the different degree of anisotropy
discussed in Fig. 4b. Furthermore, Fig. 6¢c shows the total energy
spectra normalized with the TKE (evaluated at the corresponding
streamwise location) to better highlight the qualitative evolution of
the energy distribution along the streamwise direction. The figure
also includes the well-known x~>/3 scaling (gray dotted line) that is
expected over the inertial subrange, showing a limited agreement with
the present data. This is expected, given the low values of Re, of
ST1535-A and GTOO (see Fig. 5d). On the other hand, the increasingly
faster exponential decay at high wavenumbers when increasing (x —x)
reflects the decrease of Re, previously shown (Fig. 5d). Furthermore,
in the insets of Fig. 6¢c we can also look at the premultiplied energy
spectrum to highlight the most energetic wavenumbers. Specifically, it
clearly appears that the dominant wavenumbers decrease while moving
downstream, consistently with the increase in the integral length-scale
of both cases (as shown in Fig. 5a).

Lastly, in Fig. 7 we compare the differences between the spectra of
the ST1535-A and GTOO cases in the development region, where the
fluctuations introduced in the flow adjust to the power-law decay. For
the ST1535-A case, the development region (i.e., x < 4.7L) contains
the influence region of the source terms (i.e., x € [-0.3L,0.3L]). Hence,
Fig. 7a shows the spectra in four locations in the development region:
two inside of the influence region, x = 0 and x = 0.15L, and two outside
of the influence region, x = 0.5L and x = L. At x = 0, the energy
spectrum is relatively narrow banded, with a maximum at wavelengths
of the order of A,. The spectrum becomes wider as x increases within
the development region, progressively filling the high-wavenumber-end

of the spectrum, as energy is cascaded down from larger scales to the
dissipative range.

For the GT case, a different phenomenology is observed. First, the
development length is now considerably larger (x < 7.7L), and hence
the streamwise locations shown in Fig. 7b span a larger range. Second,
the energy spectrum at the shortest distance considered (i.e., x = L,
dashed curve in Fig. 7b) is already broad banded, with distinct peaks
at wavelengths compatible with the grid geometry: one peak at x M ~
2z compatible with the spacing between the rods (4 ~ M), and a
second (smaller) peak at kM =~ 6z compatible with the width of
the wakes of the rods (1 ~ 1.35d). Third, as x increases within the
development region, these peaks are flattened (as the flow becomes
more homogeneous, see discussion of Fig. 3), while the energy in the
high-wavenumber-end of the spectrum decreases.

This points out that the process driving the development of the
dissipative range in both cases is different: dissipation for the GT00
case, energy transfer for the ST1535-A case. This difference is signif-
icant, since it implies more stringent resolution requirements for the
GTO00 than for ST1535-A, as well as longer development regions (to
homogenize the flow). Also, the fact that the energy spectrum of the
ST1535-A case is narrow banded just downstream of the influence
region appears as a feature that can be exploited in certain applications,
like testing the effect of perturbations having a specific length-scale.

3.2. Free-stream turbulence control using ST

In this section we present the results of the parametric study using
the ST approach. Departing from the baseline case, we have performed
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Fig. 6. (a) Streamwise and (b) transverse component energy spectrum for ST1535-A case (blue) and GT0O case (red), computed at different streamwise locations (increasing with
brightness, (x —x,)/L = {6,9,12,15}), normalized with the incoming flow velocity U, and ST input length-scale A,. Note that in (b) we average between the v and w component.
(c) Total energy spectrum at the same locations in (a,b), normalized with the turbulent kinetic energy TKE (at the corresponding location) and ST input length-scale A,. The
dotted line indicates the Kolmogorov scaling in the inertial subrange. The inset shows the same total energy spectrum pre-multiplied by the wavenumber magnitude.

107°

Fig. 7. (a) Total energy spectra inside and shortly after the region of influence in the ST1535-A case (blue curves, increasing with brightness x/L = {0,0.15,0.5, 1}, the first two
inside the region of influence indicated by dashed lines). (b) Total energy spectra in the proximity of the passive grid in the GT00 case (red curves, increasing with brightness
x/L ={1,2,3,4}, the closest to the grid indicated by dashed line). Spectra are normalized with TKE and (a) ST input length-scale A, or (b) solid grid spacing M = L. The insets
report the pre-multiplied energy spectra.

additional simulations in which we have varied one of the input param- the power-law coefficients obtained using again the fitting procedure
eters (T'I, or A,) while keeping constant the other one. This allows detailed in Appendix C.

us to assess the eff(?ct that .thes? two pararpeters have on the me}in Fig. 8 shows visualizations of instantaneous vortical structures of
flow features. Such information is collected in Table 1, together with non-dimensional Q-criterion. The difference in the typical size of the
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Fig. 8. Snapshots from the simulations performed with the ST approach, depicting the instantaneous vortical structures by means of isosurfaces at QL%/U2 = [1,0.2]. The higher
value is colored using the magnitude of the velocity, while the lower one is colored in white and with a lower opacity. The transparent blue box indicates the region of influence
where the source term f is active. From top to bottom: case ST1035 (A, = 0.10L,TI, = 35%), case ST2035 (A, = 0.20L,T1, = 35%), case ST1520 (A, = 0.15L,TI, = 20%) and

case ST1550 (A, =0.15L,T1, = 50%).

flow structures generated over the whole injection region is particularly
evident when comparing A,/L = 0.10 and A,/L = 0.20 cases. These
two cases also showcase the effect of A, on the decay of the structures,
showing that flow structures of both thresholds (QL%/U2 = [1,0.2])
reach further downstream as we increase the input length-scale, A.

In qualitative terms, a similar effect is observed when comparing
TI, = 20% and TI, = 50% (at constant A;), since we notice that
the isosurfaces of Q-criterion are still present further downstream as
we increase the input intensity TI,. Zooming in the injection plane,
one can also notice some differences between these last two cases. We



J.M. Cataldn et al.

50 .
40+ 8
X 301 1
= 20t -
10+ 8
0 0 10
(©) x/L
100 [T T T T 1 ]
mgzzﬂmg ]
‘q E,mel% ]
— o (m] DA = ]
= N
71 1 P |
10 10° 10!
~
=
A 2‘ o ADADAD
107~ ]
10° ' - "101

(x —x0)/L

Computers and Fluids 280 (2024) 106345

(u] o 1
- s ADAD o 1
§ A ADADAD
~ 101 F AAAA ]
10 | 10!
(d) (z —20)/L
=
i3
> mmw ]
o o DA =
A A
71 1 P |
107 o 10
10% - ———— _
. ]
(u] o o 4
6 a . ADDDD )l
1 1 1 1 1 1 1 PR |
107 oo 10!

(x —x0)/L
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case ST1535-B (A,/L = 0.15, blue), case ST2035 (A,/L = 0.20, dark-blue).

can discern the presence of smaller eddies in case ST1550 than in case
ST1520, which are probably related to the increased non-linearity of
the flow as TI,, increases.

In order to quantify the results, we focus first on the variation of
the input length-scale A,. Fig. 9a shows the decay of the turbulence
intensity TI as a function of the streamwise coordinate. Although
all three cases start from the same level of turbulence intensity, we
can clearly observe that they quickly show a quantitatively different
evolution moving downstream, with the slowest decay for the case with
Ag/L = 0.20 and the fastest decay for the case with A,/L = 0.10. Differ-
ences in decay rate are limited to a region very close to the injection
plane: the power-law fitting procedure (computed as in the previous
section) yields values for the virtual origin x, and power-law exponent

10

n that are very close to the ST1535-B case, while the pre-multiplicative
factor A grows as A, is increased (see Table 1). This is reflected in
Fig. 9b, in which case ST2015 presents the highest turbulence intensity
values among all the cases. In this figure, we can also see that the
slopes n are practically the same for the three cases herein presented,
meaning that their decay in the fully-developed region is very similar
despite the existing differences in terms of initial length-scale. It can be
identified, moreover, that the initial transient is different between these
cases, apparently losing less energy in the case where larger scales are
present (A, = 0.20L), compared to the other cases. Interestingly, the
case with A, = 0.20L also has a longer development region, adjusting
to the power-law decay rate in Fig. 9b further downstream than the
other two cases. This observation is confirmed by the values of x;
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Fig. 10. Pre-multiplied spectra normalized with the turbulent kinetic energy, TKE, at different streamwise locations, normalizing x with the input length-scale A, (a) or with
the characteristic length of the problem L (b), both at x = 0.5L. Panels (c) and (d) show the same spectra against L, at x = 2.5L (c) and x = 8.5L (d). Legend: case ST1035
(Ay/L =0.10, light-blue), case ST1535-B (A,/L = 0.15, blue), case ST2035 (A,/L = 0.20, dark-blue).

provided in Table 1, and it can be linked to the characteristic time
scale of the largest eddies injected in the flow, t, = Ay/(TI U,,). The
development region can be understood as the region where the large
scale eddies interact to each other to generate the energy cascade, while
they are advected downstream by the free-stream velocity U, . The time
required for these interactions to take place scales with ¢,, the eddy
turn-over time. In that sense, the length of the development region x;
should be proportional to U, = Ay/T 1, which is consistent with the
data provided in Table 1, increased with A, for constant T'I,. Note that
the dependence of the development region’s length with A is partially
taken into account by x, (which also increases with A;), but not by »n
or A, which describe the decay rate in the region in which the flow is
fully developed.

To deepen our analysis we now turn our attention to the streamwise
evolution of the characteristic length-scales of the flow (Fig. 9c-f),
and to the streamwise evolution of the premultiplied energy spectra
(Fig. 10). The length-scales shown in Fig. 9c-f are the longitudinal
integral length-scale A, the longitudinal Taylor scale 4, and the Kol-
mogorov scale #, together with the micro-scale Reynolds number Re,.
If we first consider the evolution of the integral length-scale (Fig. 9c)
and the Taylor scale (Fig. 9d), it is clear that these length-scales are
unambiguously different in the vicinity of the injection region for the
three values of A, considered here. Conversely, these length-scales get
closer to each other as the flow develops downstream, with a perfect
collapse of 1,/L and an approximate collapse of A,/L for all Ay’s in
the fully developed region. The differences in A, and 4, close to the
influence region of the ST can also be observed in Fig. 10a-b, which
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show the energy spectrum at x/L = 0.5. Decreasing A, shifts the energy
spectrum towards smaller scales (i.e., higher wavenumbers), as shown
in Fig. 10b. But when the wavenumber « is normalized with A, as
done in Fig. 10a, the spectral distribution of energy is almost the same
for the three values of Aj, with the energy peak centered close to
KAy~ 1.

The growth of A, and A, with x observed in Fig. 9¢-d, and the
convergence of the A,’s and A,’s as x increases, is also apparent
when comparing the spectrum at different streamwise locations as in
Fig. 10. The figure shows that the spectrum gets shifted towards smaller
wavenumbers (i.e., larger length-scales) as x increases. Moreover, the
differences between the spectral energy distribution for different A,’s
become smaller as x increases (compare Fig. 10b, ¢ and d). This
suggests that once the flow is fully-developed, it becomes memory-
less with respect to the initial transient (governed by A, in these
cases).

Regarding the Kolmogorov length-scale , shown in Fig. 9e, our
results reveal a streamwise development that is almost the opposite to
the one corresponding to the A, and 4,: no effect of A, on 5 close to
the influence region, and lack of collapse of n further downstream for
different A,’s. Moreover, in the decaying region n becomes smaller as
Ay increases. This is likely a consequence of the effect of A, on the T'I at
a given (x—x,)/L. Larger values of T'T (at similar values of A 7 implies
more energy cascading downscale, which requires a smaller value of
the Kolmogorov length-scale to dissipate that downscale energy flux.
This is also reflected in the decay of the micro-scale Reynolds number
Re; = uyye4 /v presented in Fig. 9f, showing higher values for A,
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0.20L compared to the other two cases, indicative of a larger separation
of scales between the energy-containing and dissipative ranges. It is
important to emphasize that the effect of A, in the Kolmogorov length-
scale and the scale separation in the fully developed region is driven
by the turbulence intensity T'I(x), which in turn is controlled by effect
of A, in the dynamics of the development region.

Turning now our attention to the cases where we keep con-
stant the input scale A, = 0.15 and vary the input intensity
(T1,={20%,35%,50%}), it becomes clear that this change has a direct
effect on the evolution of the computed turbulence intensity T1, as
shown in Fig. 11a. The most intense case (T'I, = 50%, dark red) has
larger values of T'I at a given streamwise position than the other two
cases. Conversely, the most intense cases lose more turbulent kinetic
energy in the development region in absolute terms, something that
can be inferred from the figure as well.

In a similar fashion as before, we can represent 7'/ in logarithmic
scale and perform the power-law fit as in Lavoie et al. [48], yielding
A,n and x,. As reported in Table 1, we obtain almost identical virtual
origins x,, for cases ST1535-B and ST1550. On the other hand, we find
that the virtual origin x is considerably decreased for the lowermost
input intensity case (ST1520, T1, = 20%). Besides, Fig. 11b shows
that the end of the development region for these cases (i.e., the point
where TI starts the power-law decay) is coherent with the values
provided by x; and x, in Table 1, featuring a development distance
that is longer for case ST1520 than for case ST1550, with the baseline
case ST1535-B in between them. This implies that the development
length becomes shorter as T I, increases, in agreement with the scaling
based on the eddy turn-over time 1, = A,/(T1yU,,) described in
the previous paragraphs: at constant A,, larger input intensity T
translates into a shorter eddy turn-over time, enhancing the non-linear
interactions taking place in the development region and thus shortening
the length required by the flow to reach a fully-developed state. In
passing, the effect of T'I, also results in a relatively large variation of
the decay exponent n (see Table 1) with a relatively noticeable lack of
parallelism between the different curves shown in Fig. 11b. For the pre-
multiplicative factor A, on the other hand, the differences are limited,
but still present and consistent.

Replicating the analysis performed before for the cases at constant
TI,, we find that the evolution of the longitudinal integral length-
scale is relatively insensitive to the value of T'I,,, with an approximate
collapse of A, in Fig. 11c. A better collapse is observed for the lon-
gitudinal Taylor length-scale, not shown here. The collapse of A, for
all TI,’s can also be observed in the streamwise evolution of the pre-
multiplied spectra, shown in figure Fig. 12. In order to contrast these
results, we present in Fig. 12 the pre-multiplied spectra normalized
with the turbulent kinetic energy, TKE, at different streamwise lo-
cations (x/L = {0.5,2.5,8.5}). As expected, the spectra at x/L = 0.5
shown in Fig. 12a exhibit an energy peak centered around the same
wavenumber for the three values of T1, considered. However, the high-
wavenumber tail of the premultiplied spectra becomes longer as T,
increases (i.e., the smallest scales become smaller), suggesting stronger
non-linear interactions (and smaller Kolmogorov length-scale) for the
highest intensity case (T'I, = 50%, dark red). This is consistent with
the values of Re, reported in Fig. 11d.

When the premultiplied spectra of the three cases with different 71
are compared further downstream (Fig. 12b-c), we observe the same
qualitative behavior discussed for the spectra of the cases with different
Ay: the spectra for different TI, gradually collapse as x increases,
shifting towards smaller wavenumbers (i.e., larger length-scales).

To close this section, we report negligible effect of both A, and T'I
on the anisotropy of the large scales R (defined in Section 2.4). For
the five cases discussed in this section, the anisotropy index remains
bounded between 0.95 < R < 1.05, comparable to the range of variation
of R for ST1535-A in Fig. 4b.
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4. Conclusions

In this work, we have investigated the generation of decaying
turbulence with desirable and controllable properties using synthetic
turbulence (ST) at a relatively low Reynolds number of Re = 1000 by
means of direct numerical simulations. Specifically, we have consid-
ered the synthetic turbulence (ST) approach using the digital filtering
technique originally proposed by Klein et al. [33] and later extended
by Kempf et al. [38] and Schmidt and Breuer [39].

Firstly, we have compared the results of the ST approach with
those of a grid-induced turbulence (GT), reproducing numerically the
typical setup adopted in wind tunnels. A first observation is the dif-
ferent development length along the streamwise direction to achieve a
homogeneous turbulent flow. For a quantitative comparison, we have
accounted for this effect in terms of the virtual origin x, obtained
by fitting the turbulent kinetic energy TKE to the well-known power
law, Eq. (4), and the approximate streamwise coordinate where the
power-law decay begins, x;. Both metrics show that the development
region for the ST case is significantly shorter than that for the GT case.
Another remarkable difference is found for the large-scale anisotropy,
with the ST having an almost isotropic behavior while the GT showing a
considerable degree of anisotropy (at least for the considered Reynolds
number and geometrical configuration). Moreover, we have compared
the streamwise evolution of the characteristic length-scales and the
micro-scale Reynolds number, showing an overall good mutual resem-
blance. Finally, the analysis of the turbulent energy spectrum where
the flow is developed is consistent with the typical phenomenology of
decaying turbulence. However, focusing on the ST approach and in the
vicinity of the region of influence, the spectrum looks relatively narrow
banded and this property can be exploited, e.g., to test the aerodynamic
response to perturbations of a specific length-scale.

In the second part of the work, we have performed a parametric
study over the ST input parameters, i.e., nominal turbulence intensity
and integral length-scale (using the ST1535 case as the baseline). Fo-
cusing first on the streamwise evolution of the turbulence intensity 71,
a relatively strong dependence with the input parameters appears, with
higher intensities as both input parameters are increased. On the other
hand, we have identified some differences in terms of the development
length, found to be shorter for the case with A, = 0.10L than for case
with Ay = 0.20L, i.e., exhibiting in the former a fully-developed flow at
an earlier streamwise location. The contrary is observed when we vary
the input intensity 71, for which the case with the highest intensity
(TI, = 50%) shows a shorter development length than the case with
TI1, = 20%. We suggest that these trends are consistent and possibly
linked to the differences in the eddy turn-over time between these
cases, which suggests a development length proportional to A,/T1.
Finally, we have assessed the relative separation of scales between the
cases by focusing on the characteristic length-scales and the micro-
scale Reynolds number as a function of the streamwise coordinate,
together with the spectral energy distribution at different locations. We
have reported a higher scale separation for cases ST2035 and ST1550
(highest A, and T'I ), respectively), as well as an evolution of the energy
spectrum consistent with the phenomenology of decaying turbulence:
while presenting some initial differences in the development region,
the spectra shift progressively towards the lower wavenumbers as x
is increased, substantially becoming memory-less with respect to the
initial transient.

From a practical point of view, the results of our study suggest
two possible uses for the ST to perturb a uniform free stream. If the
application requires a narrow-banded perturbation (i.e., in terms of
spatial and/or temporal wavenumbers), the injection plane of the ST
must be placed relatively close to where the perturbations are needed,
at distances < 6A,/T1. On the other hand, if the application requires
turbulence-like energy spectrum (i.e., like the one observed in freely-
decaying turbulence), the injection plane of the ST must be placed
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Fig. 11. Decay of turbulence intensity TI for cases at constant input length-scale A, (a,b). Longitudinal integral length-scale (c) and micro-scale Reynolds number (d) at constant
TI,, as a function of (x — x;). Note that all the panels are represented in logarithmic scale, except for panel (a), that is plotted in linear scale. Legend: case ST1520 (T'I, = 20%,

light-red), case ST1535-B (T'I,, = 35%, red), case ST1550 (T'I, = 50%, dark-red).

further away, at distances > 6A4,/TI. Note that in the former case, the
effective intensity and wavelength of the perturbations will be of the
same order of magnitude as A, and T'I,, while in the latter the power-
law decay must be taken into account to estimate the required 71 and
A of the ST.
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Appendix A. Generation of perturbation velocity using digital
filters

We use the digital filtering approach of Kempf et al. [38] to generate
the fluctuation velocity field u’(z, y, z). This is achieved by filtering a set
of random numbers r(i’, j, k), for each velocity component v/, v and w/,
as follows:

NX
MG =Y b)), k),

(6a)
i'=—N,
N.V

hyGoky =Y b,G) G+ k), (6b)
JI=N,
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L. Locations: x =0.5L (a), x =2.5L (b) and x =8.5L (c). Legend: case ST1520 (T'/, = 20%, light-red), case ST1535-B (T'I, = 35%, red), case ST1550 (T1, = 50%, dark-red).

where (j,k) are the indices of the nodes in the ST injection plane,
ranging from 1 to the number of nodes in the y and z directions, M,
and M_, respectively (note that M, x M, denotes the dimensions of the
computational grid in the inflow plane). Additionally, (i’,j’, k) are the
indices over the filter supports N,, N, and N, (i" € [N, N,], j €
[-N,, N,], k' € [-N,, N.]), where the filter supports are intrinsically
related to the length and time scales of the desired fluctuation velocity
field, as shown below. Finally, (b,,b,,b,) are the filter coefficients,
defined below in (7). Some intermediate buffers, 4, and h,, are cre-
ated along the filtering process and contain the information of the
filtered random numbers at intermediate steps. The filter operation is
performed by axis, first along x (6a), then along y (6b) and finally along
z (60).

To fulfill the periodicity in the lateral boundaries (y,z) and thus
produce a fluctuation velocity #'(j, k) that is fully compatible with the
boundary conditions, the set of random numbers r(i’, j, k) is also made
periodic along these directions. These operations are done for each
velocity component.

For each axis a = {x, y, z}, the filter coefficients b, are computed as
detailed in Klein et al. [33]:

1/2

N, 2
by () ~ By () / <% Ei(j)) with Ba(k>=exp(—%>, @
Jj==Ng ¢

with n, being the number of points per length-scale n, = A,/4a,
the filter support N, > 2n, and k € [-N,,N,]. A Gaussian auto-

correlation function is assumed, such that the integral length-scale of
the fluctuation velocity field generated is equal to the input length-scale

14

Ay. For completeness, the number of points per length-scale and thus
the filter supports are calculated in this work as:

n, =Ty/At = Ay/(Uy A1), N, =2n, (8a)
n, = Ay/4y, N, =2n, (8b)
n, = Ay/4z, N, =2n, (80)

where the time scale T, and the length-scale in the streamwise direction
Ay are related through Taylor’s Hypothesis [47], as introduced in sec-
tion Section 2.1. This results in a fluctuation velocity plane that is then
injected in a three-dimensional region of the domain using a Gaussian
bell-shape, as described in Section 2.1, fulfilling a correlation length
that is the same in all directions (isotropic velocity field). Throughout
this process, a sequential update of r(i’, j, k) is performed at each time
step to introduce new randomness in the generated data [33].

Appendix B. Grid convergence analysis

In this section, we assess the influence of the numerical resolution
on the presented results. For this purpose, we have considered the two
cases analyzed in Section 3.1, i.e., the ST1535 case (where A,/L = 0.15
and T'I, = 35%) and the GT0O case. We have run the two simulations on
a finer grid where the spatial resolution is 4/L ~ 0.02 and a coarser grid
where 4/L =~ 0.04. Note that the timestep used for the finer grid is half
of that used for the coarser grid, in order to keep the same maximum
CFL ~ 0.3.
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Fig. 13. Grid convergence study on bulk properties of the turbulent flow in the ST1535 (blue circles) and GTO0O case (red triangles), reported as a function of the streamwise
coordinate: (a) turbulence intensity; (b) Kolmogorov length-scale. Filled and empty symbols refer to the higher (4/L =~ 0.02) and lower resolution (4/L =~ 0.04), respectively.
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Fig. 14. Grid convergence study on the spectral energy distribution of (a) ST1535 case (dark at x/L = 0.15 and light at x/L = 5) and (b) GT00 case (dark at x/L =1 and light
at x/L =5). Dashed and solid lines indicate the results for the higher (4/L ~ 0.02) and lower resolution (4/L ~ 0.04), respectively.

Fig. 13 shows the streamwise evolution of two relevant quantities in
the resulting turbulent flows for both cases and considered resolutions.
For the turbulence intensity (Fig. 13a), a certain difference can be
noticed for the GTOO case in the earlier development region, arguably
because of the large gradients involved in the shedding around the
solid grid that are better resolved in the refined case. When focusing
on the developed region (i.e., x/L 2 3), however, a better resem-
blance between the lower and higher resolution can be observed.
The difference becomes eventually negligible while moving sufficiently
downstream. For the ST1535 case, in comparison, the differences are
essentially negligible. A similar outcome is obtained when looking
at the Kolmogorov length-scale (Fig. 13b), with a relatively higher
sensitivity to the resolution for the GT than for the ST case. Note that,
while the turbulence intensity is a large-scale observable accounting for
the entity of the velocity perturbations, the Kolmogorov length-scale
is representative for the energy dissipation, thus complementing the
characterization of the turbulent flow.

In Fig. 14, we compare the total energy spectra obtained with
the higher (dashed line) and lower (solid line) resolution at two rep-
resentative streamwise locations. For the ST1535 case (Fig. 14a), we
consider the locations x = 0.15L inside the region of influence (dark
blue curves) and x = 5L where the flow is properly developed (light
blue). Overall, only minimal differences can be appreciated between
the coarser and finer grid. For the GTO0O case (Fig. 14b), we focus on
x = L (dark red) and x = 5L (light red) as well. For the former location,
some differences can be observed that are consistent with those already
shown in Fig. 13. On the other hand, the sensitivity to the resolution
is negligible when moving downstream to the latter location.
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Appendix C. Power-law decay fitting procedure

This appendix includes additional information on how we have
determined the coefficients of the power-law Eq. (4): A,n and x,. To
obtain them we have followed, in particular, the method proposed
by Lavoie et al. [48]; note however that other techniques have pro-
posed, e.g., in Krogstad and Davidson [60],Hearst and Lavoie [61]. The
adopted procedure essentially consists in repeatedly fitting the power-
law decay for the turbulent kinetic energy (or, equivalently, for the
turbulence intensity) imposing different values of the virtual origin x
(so that only two coefficients, n and A, are involved in the actual fit)
and different starting locations x; of the range over which the power-
law decay is considered to hold. As a result, each fit corresponds to a
point in the plots shown by Figs. 15 and 16 for the obtained values of
n and A, respectively.

To select the best combination of A, n and x, (along with x;) as
accurately as possible, we proceed as follows. Firstly, we choose the
virtual origin x, by looking for the curve showing the longest plateau
of the decay exponent » in Fig. 15 (note that the fits with same virtual
origin x, have the same color). Once the branch with the longest
plateau has been identified (and thus the virtual origin x,), we select
the minimum point in such branch before it deviates from the plateau
by more than 0.5%, as proposed by Lavoie et al. [48]. This allows
us to directly obtain the value of the power-law exponent n, which is
the vertical coordinate of that point. Lastly, with such point identified
it is also possible, by inspecting Fig. 16, to obtain the value of the
multiplicative factor A.
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