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Abstract

In the recent years the field of application of extracorporeal shock waves (ESW) has

been extended to other areas of the body, including the use for minimally invasive

operations or stimulation of the brain. However, the skull acts as a protective barrier

and influences the focus position and shape of the focal zone and pressure signal due

to its acoustic properties and irregularity. This makes it challenging to predict the

behaviour of the pressure waves when penetrating the skull bone.

In this thesis, using the Matlab-toolbox k-Wave, an attempt is made to compare

the different shock wave technologies and to investigate their behaviour as they

propagate through the skull. For this purpose, models for the electromagnetic (EM),

piezoelectric (PE) and electrohydraulic (EH) shock waves are devised and applied to

a CT of the skull bone using different bone attenuation models, and the simulation

in a plain water bath is used as a reference to investigate the impact of bone as a

barrier based on various bone attenuation models. The pressure distribution and

signals are recorded and used to determine the advantages and disadvantages of the

observed technologies in this application area.
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Kurzfassung

Momentan wird versucht, das Einsatzgebiet der extrakorporalen Stoßwelle (ESW)

auf weitere Körperareale zu übertragen, unter anderem auch die Verwendung für

minimal-invasive Operationen oder Stimulationen am Schädel. In einem solchen

von Knochen dominierten Areal ist eine Vorhersage des Verhaltens pauschal nicht

möglich, denn der Knochen verändert aufgrund seiner unregelmäßigen Struktur und

akustischen Eigenschaften die Position des Fokusses und Form des Drucksignals.

In dieser Arbeit wird mithilfe der Matlab-Toolbox k-Wave versucht, die unter-

schiedliche Stoßwellen-Technologien zu vergleichen und deren Verhalten beim Durch-

dringen des Schädelknochens zu untersuchen. Dazu werden Modelle für die elek-

tromagnetisch (EM), piezoelektrische (PE) und elektrohydraulische (EH) Stoßwelle

erstellt und auf ein CT des Schädelknochens mit unterschiedlichen Absorptions-

Modellen für Knochen angewandt; als Referenzsignal wird eine Simulation im Was-

serbad herangezogen. Unterschiedliche Parameter werden aufgezeichnet und zur

Bestimmung der Vor- und Nachteile der untersuchten Technologien in diesem Ein-

satzgebiet herangezogen.
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Introduction

Ultrasound-based medical devices are widely used in humans, the application areas

range from imaging methods to urinary stone treatments [65, 35, 75], but is also used

as stimulation and therapy of the human musculoskeletal system [32, 33, 54]. There

have also been attempts to apply it on the central nervous system, both as a minim-

ally invasive surgical method (eg. ExAblate), and as a stimulation in Alzheimer’s

patients [74]. However, the brain is surrounded by a thick layer of bone, which

represents an acoustical barrier for ultrasound propagation, not only dampening the

pressure signal, but also affecting its shape and scattering it. Increasing computa-

tional power in recent years has created a way to simulate ultrasound at a reasonable

resolution, and even to predict its propagation through the skull.

For this purpose, the simulation toolbox k-wave is used to compare different techno-

logies for the generation of shock waves - an extremely thin, high pressure waveform

- in the ultrasound range when penetrating the skull bone. The aim is to determine

which of the technologies is most suitable to be applied transcranially and which

limitations the bone imposes as a barrier.

The first chapter is devoted to a brief introduction to the physical principles ne-

cessary for the occurrence of so-called non-linearities: these are essential for the

generation of shock waves and differentiate them from conventional ultra-sound

medical devices. Subsequently, a short overview of the different applications of

shock waves and the different technologies for their generation is given. Then the

experimental setup and the implementation in the Matlab toolbox k-Wave will be

presented. Finally, based on the conducted simulations the investigated technolo-

gies are compared to their applicability to bone-penetrating scenarios and further

potential improvements are discussed.
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1 Acoustic Waves

Acoustic waves travel in a longitudinal way, the pressure is transferred through

small temporary displacements in the same direction as the wave propagation. The

medium is either compressed or rarefied, the particles oscillate around their origin

(see figure 1.1); mechanical energy is transmitted without mass transfer.

tensile phase compressive phase

total pressure resting pressure

Figure 1.1: The total pressure is the sum of the resting pressure and the pressure
changes; this results in a compression or rarefaction of the material particles.

In contrast to electromagnetic waves (e.g. light, radio, x-rays), where particles travel

through space, acoustic waves rely on the presence of a physical medium: A propaga-

tion in an empty space (vacuum) is not possible. This implies a strong relationship

between the medium and the acoustic properties of the acoustic wave.

The main focus in the following research lies on the use of ultrasound, which is

the frequency range higher than the audible range. As the ability to perceive high

frequency sounds is diminished with age, the lower limit ranges from 16 kHz to 20

kHz, though the American National Standards Institute (ANSI) defines it as sound

at frequencies greater than 20 kHz.

2



1.1. MECHANICS OF SHOCK WAVES

1.1 Mechanics of Shock Waves

As the name already reveals, the typical shock wave is a sudden pressure change

comprised of a compressive pressure wave with a steep gradient, followed by a smaller

tensile phase. A part of the particles move faster than the speed of sound of the

medium which creates the typical shape as the accumulate at the leading edge as

can be seen in figure 1.2.

pmin

0

p10%

p50%

p90%

pmax

tpr tpf

tw

t

p

Figure 1.2: A typical measurement of a shock wave.

There are several parameters which are used to describe a shock wave signal [65]:

❼ pmax - maximal pressure reached, depending on the device used between a few

MPa up to over 100 MPa;

❼ pmin - maximal negative pressure in the tensile wave, typically only a fraction

of pmax;

❼ tpr - pulse rise time: time for a pulse to rise from 10 % to 90 % of the maximum

peak pressure (in soft tissue longer than in water [75]); decreases with increas-

ing power [7]. In water a shock wave generated by an applicator typically has

a duration of a few ➭s, the rise time is most of the times less than 5 ➭s;
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1.1. MECHANICS OF SHOCK WAVES

❼ tpf - pulse fall time: time for a pulse to fall again from 90 % to 10 % of the

maximum peak pressure;

❼ tw - pulse width (FWHM - full-width half-maximum), width of the pulse at

half amplitude p50% of the peak pressure;

The appearance of shock waves is not limited to the ultrasound spectrum, two

well known examples are the sonic boom at supersonic aircraft and the shock wave

created by an explosion, but the main focus of this work is the propagation of shock

waves in the human body and the interaction with human tissue. In contrast to a

common sine wave often found in medical ultrasound used for imaging (figure 1.3),

the frequency band in shock waves is much wider: it ranges from 100 kHz up to 20

MHz.

p

distance

time

wavelength, λ

time period, T= 1
f

pressure amplitude, pa

Figure 1.3: A sinusoidal pressure wave and its characteristic parameters; depending on
the type of measurement either the frequency f or the wavelength λ can be determined.

Shock Wave Effects

A comparison of different shock wave studies and their influence on tissue is difficult

due to the use of different devices and the lack of available documentations [17]. A

different sound field may trigger also a different biological reaction. While for some

devices the whole target may be possible to envelop in the pressure field, an applic-

ator with a smaller focal zone leads to a completely different pressure distribution.

Furthermore, in in vitro experiments the target is often placed in a falcon tube for

easier handling. Unfortunately, the pressure waves are refracted, and the cells may

be treated with only a fraction of the pressure. A reduction of 11 % in the pressure

showed a different biological reaction; therefore every possible disturbance factor

should be eliminated. Another aspect to keep in mind is to maintain a distance

between the focal zone and surfaces with an abrupt change in acoustic impedance.
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1.1. MECHANICS OF SHOCK WAVES

Otherwise, this could lead to a reflection and a secondary focus, thereby increasing

the forces and possibly changing the outcome [44].

Several biological effects are correlated with the use of shock waves in the ultrasound

range [16, 44, 33, 66]:

❼ improved blood flow/perfusion;

❼ generation of stem cells;

❼ increased production of TGF-β11;

❼ higher gene expression of bone morphogenetic proteins;

❼ higher angiogenesis2;

❼ cavitations;

❼ micro-lesions in tissue which stimulates regeneration;

❼ mechanical deformation of cells which may improve the activation of ion chan-

nels and improve gene expression.

The exact biological mechanisms behind those effects on the other hand are mostly

still unknown; one mechanism which is studied in more detail is the release of cellular

ATP through the shock wave and the subsequent activation of extracellular signal-

regulated kinase (ERK) for enhanced cell proliferation and wound healing [5].

Cavitation

A cavitation is an indirect effect which can be observed in certain liquids. After the

alternating compression-tension phase caused by the shock wave the static pressure

of the liquid can fall below its vapour pressure during the tensile phase and can

develop a vapour filled cavitation. This bubble grows and collapses, generating a

secondary shock wave. At close interfaces with a high acoustic impedance difference

the bubbles can not collapse uninterrupted - they collapse asymmetrically, applying

a force on the boundary. This can lead to so called micro-jets which have a high en-

ergy and can erode surfaces and damage tissue. Next to dynamic fatigue, squeezing

1Transforming Growth Factor
2Formation of blood vessels.
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1.1. MECHANICS OF SHOCK WAVES

and shear induced failure, the generated micro-jets are one of the main reasons for

kidney stone comminution [44, 75].

Next to an increase in viscosity of the environment, also a higher shock rate is asso-

ciated with a reduction of the effects of cavitations - although for latter it is unclear

if the device is not able to recharge properly (which powered by high voltage capa-

citors in the kV range), the pressure needs time to normalize inside the tissue or the

time in between the pulses are lower than the primary cavitation bubble lifetime (up

to 5 s) [53, 62, 16, 63]. A high repetition rate would therefore decrease the effect

of cavitation bubbles and the damage they cause [75]- which is favourable in tissue

stimulation. After a primary bubble collapses, the remaining secondary bubbles can

serve as nuclei for the next pulse cavitation.

Although the phenomenon is rarer in soft tissue, cavitations can also occur there -

it is believed that a trapped gas bubble may serve as a nucleus [75]. One has to

be careful to apply the shock wave close to regions with a large change in acoustic

impedance like bones or gas-filled areas, e.g. the lungs: the reflected pressure wave

increases the tensile pressure and by that also the occurrence of cavitations which

may damage the nearby tissue. Cavitations are in general associated with cell dam-

age and generating micro-bleedings by rupturing blood vessels - latter could improve

healing of the surrounding tissue [66]. There is a disadvantage, though: haematoma

are possible, and the thereby increased amount of fluid increases the probability

of further cavitation bubbles if the treatment is continued. For a therapeutic use

regions with a high blood perfusion should be avoided. Patients with bleeding dia-

thesis and use of anti-platelet, anti-thrombotic or anticoagulant medications have

therefore to be especially careful, and medication is necessary to discontinue to

reduce risks of the treatment [53, 62, 40, 75].

The effects of cavitations in soft tissue are chaotic in their appearance, hard to

predict and difficult to observe. Therefore for a non-destructive use-case it would

be best to avoid them in vivo [44].

Cumulative Shear Mechanism

Shock waves develop a force at the borders of areas where a change of acoustic

impedance occurs, e.g. kidney stones, but also at less distinctive boundaries some

force effects can be experienced. The effect of a shock wave depends on the applied
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1.2. ULTRASOUND IN MEDICAL DEVICES

pressure: with low pressures the cells get stimulated by reversible deformation, while

at higher pressures the cells and its surrounding structures may rupture [40].

While a single low pressure shock wave is not strong enough to significantly damage

soft tissue, according to Freund et al. [40] the tissue needs to relax until it reaches

its unstrained state to be as resilient as before the loading. This may not be possible

if a high pulse frequency (>6 Hz) is applied, which could lead to an accumulation

of the strain and thereby damage the tissue. As the interstitial tissue is not able

to recover completely in about 1 s, an even lower delivery rate slower than 1 Hz is

suggested.

1.2 Ultrasound in Medical Devices

The usage of Ultrasound in medicine is manifold: Next to its usage in diagnostic

and imaging, it is used in therapeutic devices. Ultrasound is able to heat up the

tissue, and possibly even damage it in this process; at higher pressures it can also

tear it apart and cavitations are possible. An example for the therapeutic use

is the warming of deeper tissue layers and thereby accelerate the healing process

[2]. Another popular application is the diminution of kidney stones which reduces

the need for a surgical intervention. In the following subsections some ultrasound

applications are presented.

Medical Imaging

Currently, one of the main application of ultrasound in medicine is the use for

ultrasonic imaging: A source emits an acoustic signal in the ultrasound frequency,

simplistically thought of as a periodic sine signal in the MHz range, which travels

through the tissue which is being examined. Due to the interaction with the tissue

some of the wave energy is absorbed, but some is reflected or scattered in various

directions. The geometry and the acoustic properties of the material determine the

ratio on how the energy is divided. By measuring the reflected waves it is possible

to reconstruct the composition of the tissue and thereby the anatomy.

High Intensity Focussed Ultrasound (HIFU)

High intensity focussed ultrasound (HIFU) is a mostly destructively used technique;

it is able to increase the temperature in the focal spot to more than 70➦C in less than
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1.2. ULTRASOUND IN MEDICAL DEVICES

3 seconds. This causes a coagulative necrosis in the focal spot and thermally ablates

the targeted tissue. The typical frequency for HIFU is between 1 − 10 MHz, with

2− 4 MHz being the most popular range. There is ongoing research focussing on a

minimal invasive removal of several different tumours, as well as Uterine fibroids and

even transcranial MRI-guided surgery for reducing tremors by a thalamotomy3(e.g.

ExAblate4).

As a side effect the excessive amount of energy entering the body may result in a

skin burn, since skin has a higher absorption than other soft tissue [54]. To prevent

overheating cooling or very large applicators of the tissue are needed [37]. One has

to be especially careful when applying ultrasound techniques to the skull, though:

standing waves may develop from the reflections and cause haemorrhages in the

brain [55].

Low Intensity Pulsed Ultrasound (LIPUS)

Low Intensity Pulsed Ultrasound (LIPUS) is an ultrasound therapy with a short

signal burst of 200 ➭s and a main frequency of around 1.5 MHz, but a lower repeti-

tion rate of about 1 kHz. This therapy consists of short sessions and is applied over

a longer period.

Several micromechanical and biological effects have been observed: an increase in

gene expression, transcription factors and stem cell activation, mainly for bone re-

generation have been observed. Although these effects seem very promising, and

due to the pulsatile application thermal effects are negligible, the healing rates are

not consistent and vary a lot in between different studies [33].

Shock Wave Lithotripsy (SWL)

Shock Wave Lithotripsy (SWL) was the first medical application of shock waves,

while the original use was to research the impact of rain drops and micro-meteorite

on the wings of aircraft [35]. SWL is a non invasive method for the destruction of

hardened masses like stones in kidney and gallbladder. A stationary device is used to

generate a high energy and high pressure shock wave with a rather low repetition rate

and is focussed through the body; the therapy consists of a few hundred to several

thousand shock waves. It is assumed that a synergy of circumferential squeezing,

spallation, cumulative shear and cavitations at the surface are the main reason for

3Opening of the thalamus and selective destruction of a part of it.
4For certain surgeries FDA approved minimal invasive HIFU.
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1.2. ULTRASOUND IN MEDICAL DEVICES

stone diminution, the remaining debris can then be additionally dissolved chemically

and are excreted through the urinary tract.

Extracorporeal Shock Wave Therapy (ESWT)

There are also several non-destructive uses for low pressure shock waves: an ac-

celeration in the healing of living tissue has been reported. It shows effectiveness

in erectile dysfunction [67], plantar fasciitis [92] and tendinopathies [88], dissolves

calcifications in joints and tendon insertions [66], and also promotes the unification

of pseudoarthrosis5 [33, 60]. A typical application for therapeutic use consists of up

to 4000 impulses with a repetition rate of up to 8 Hz, while the energy flux intensity

may vary between the different shock wave devices from 0.05 to 0.8 mJ
mm2 [33, 44]. In

a recent study [74] also the effect of shock waves as stimulation of the brain has been

researched and an improvement of neuropsychological scores have been reported.

Boiling Histotripsy

Boiling histotripsy could be described as a mix between HIFU, LIPUS and shock

waves: A short ’train’ of several high pressure shock waves (60 − 120 MPa) is

generated, followed by a longer pause. The goal is to mechanically fractionate tissue

by creating boiling bubbles when the tissue reaches 100➦C. The gas bubbles grow

and violently collapse destroying the tissue thereby. The additional high pressure

shock wave fractionate the tissue even further [3]. This technique allows the body

to remove the destroyed tissue debris more easily than damage caused by a thermal

necrosis alone [70], but also promotes an immunogenic cell death which can be

helpful in a cancer treatment [18]. If thermal effects are desired, though, shock

waves should be handled carefully because inducing non-linearities reduces their

predictability [50].

5Fractured bones which do not grow together after 6 months and have a resemblance to a fibrous
joint.
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1.3. PRESSURE EQUATIONS

1.3 Pressure Equations

In the following section a brief introduction to the physical equations governing the

wave propagation is given in order to describe why shock waves appear [31, 13].

The achievable speed of sound c - the ’velocity’ at which an acoustic wave propag-

ates - depends on the material. As discussed in this and the following section, the

speed of sound also depends on the temperature of the material and the pressure

of the signal. If the speed of sound is given as a material constant, it usually refers

to the speed of sound c0 for small amplitudes in a resting medium at 20➦C. Solid

materials have in general a higher speed of sound than fluids and gases (e.g. steel:

c0 ≈ 5600m
s
, water: c0 ≈ 1500m

s
, air: c0 ≈ 343m

s
).

Apart from the frequency f the wavelength

λ =
c

f
(1.1)

in a material also depends on its speed of sound. Another medium property is the

characteristic impedance

Z = ρ c, (1.2)

which can be calculated with the speed of sound and the density ρ. It is a measure

on how much a medium is opposing the longitudinal wave propagation.

In every liquid and fluid medium the total pressure pt depends on the total density

ρt and the temperature T :

pt = pt(ρt, T ), (1.3)

but because of the nature of ultrasound the changes are so quick that the temper-

ature exchange is often negligible:

pt = pt(ρt), (1.4)

The sound pressure p is then defined as the deviation of the total pressure pt from

its resting value (in most cases the ambient pressure) p0; the same is true for the
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1.3. PRESSURE EQUATIONS

density ρ:

p = pt − p0,

ρ = ρt − ρ0.
(1.5)

The pressure p can be approximated with a Taylor series (Appendix A.1) to

p(ρ) =
A

1!

)
ρ

ρ0

)
+

B

2!

)
ρ

ρ0

)2

+
C

3!

)
ρ

ρ0

)3

+ ... (1.6)

with

A = ρ0

)
d p

d ρ

)
0

, B = ρ20

)
d2 p

d ρ2

)
0

, C = ρ30

)
d3 p

d ρ3

)
0

. (1.7)

Next the equations for impulse and mass conservation are introduced, which con-

nect the pressure and the density and are derived from the fundamental physical

principles while neglecting the viscosity:

∇(p) + ρt
d v⃗

d t
= 0,

∇ · (ρt v⃗) + ∂ ρ

∂ t
= 0.

(1.8)

The vector v⃗ represents the particle velocity, the speed of a parcel of fluid as it

oscillates in the direction of the acoustic wave, caused by the exposure to pressure.

Normally the density changes ρ are small in comparison to the resting value ρ0 and

therefore higher orders of a Taylor series (1.6) can be neglected. The changes to the

base values ρ0 to p0 in (1.7) are normally very small, which results in

p =

)
d p

d ρ

)
0

ρ = c2 ρ (1.9)

with

c2 =
d p

d ρ
≈

)
d p

d ρ

)
0

. (1.10)

Also for small changes ρt can be replaced with ρ0. If equation (1.9) is applied to a

diagnostic ultrasound with around 2 MPa, a density change in water of below 0.1

% is observed, even with an already high shock wave value of 100 MPa the change

would still be less than 5 %.

Using the same assumptions of only small changes of the velocity in equation (1.8)
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1.4. NON-LINEAR EFFECTS

the total acceleration d v⃗
d t

can be replaced through the local acceleration ∂ v⃗
∂ t

which

results in

∇p+ ρt
∂ v⃗

∂ t
= 0,

ρ0 c
2 (∇ · v⃗) + ∂ p

∂ t
= 0,

(1.11)

and can be transformed into the partial derivative

∆p =
1

c2
∂2 p

∂ t
(1.12)

through elimination of the particle velocity v⃗. For small amplitudes this description

may be suitable, but for higher pressures a more general form has to be applied.

1.4 Non-Linear Effects

As discussed above, in most use-case scenarios the pressure amplitude of an ultra-

sound is relatively small - the generated particle velocities v are smaller than the

speed of sound of the material c the wave propagates in.

Since the pressure depends on the local density due to a non-linearity in (1.4) the

approximation of the speed of sound in (1.10) does not suffice for higher pressures.

It has to be noted that the pressure wave is moved through convection (the particles

show a small net-velocity in the direction of propagation)

v =
p

ρ0 c0
(1.13)

as well. Therefore instead of (1.10)

c = v +

/
d p

d ϱ
(1.14)

has to be used, where ϱ represents the alternating density. Moreover the derivation

of the pressure to the alternating density d p
d ϱ

is developed to the second element of

the Taylor series and not only the first, while ϱ is replaced with ϱ0
v
c0
:

d p

d ϱ
=

A

ϱ0
+B

ϱ

ϱ02
=

A

ϱ0

)
1 +

B

A

v

c0

)
= c0

2

)
1 +

B

A

v

c0

)
(1.15)
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1.4. NON-LINEAR EFFECTS

with

A = ϱ0

)
d p

d ϱ

)
0

= ϱ0 c
2
0. (1.16)

This can then be inserted in (1.14). Since the particle velocity v is assumed to be

small in comparison to the speed of sound c0 only the first term of the power series

(Appendix A.2) is needed to describe the root function and can be expressed as

c = c0 +

)
1 +

B

2A

)
v. (1.17)

The ratio

B

A
=

ϱ0
c02

)
d2p

dϱ2

)
(1.18)

(also found as BonA) is used as the second order non-linearity parameter of the

material, sometimes also β =
(
1 + B

2A

)
is found instead. A high BonA indicates

the ability to form higher harmonics, the parameter is pressure and temperature

dependent6 [9, 13]. As described in (1.17), the speed of sound of the material

depends on the local particle velocity; as a consequence, high pressure waves with a

higher particle velocity can propagate faster than low pressure waves. For example,

a sinusoidal wave steepens up during its propagation on the front while flattening

at the back. At a certain distance - which is called shock formation distance x̄ (also

found as discontinuity distance) - a sinusoidal wave would evolve a discontinuity

with a vertical tangent:

x̄ =
c0

2

v̂ ω (1 + B
2A
)
=

ρ0 c0
3

p̂ 2 π f (1 + B
2A
)
, (1.20)

with v̂/p̂ as the peak particle velocity/pressure and ω the angular frequency. Since a

sound wave cannot roll over, the wave will steepen up until it reaches a sawtooth-like

appearance (see figure (1.4)).

6The pressure, but also the speed of sound is temperature dependent. While the temperature
change through the wave dissipation can often be neglected, observing shock waves other than
at room temperature may significantly influence the behaviour. The more sophisticated formula
with the temperature term included can be noted according to Bjorno [13] with

B

A
= 2ρ0c0

{)
∂c

∂p

)
T

}
ρ=const.

+
2c0Tβ

cp

{)
∂c

∂T

)
p

}
ρ=const.

, (1.19)

where β is the volume coefficient for thermal expansion, T is the absolute temperature, and cp
the specific heat at constant pressure.
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1.4. NON-LINEAR EFFECTS
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Figure 1.4: The start signal (a) which slowly evolves (c) into its final sawtooth-like
shape (e) because the higher pressure parts are moving faster; since it is physically not
possible to have two pressure values at the same spot (dashed line), the overlapping
parts in (e) are cancelled out and a signal with an infinite slope develops. During this
process the energy is moved to the higher harmonic frequencies, and can be made visible
by plotting the signals in the frequency domain ((b), (d), (f)) respectively.

Non-linear effects do not change the acoustic energy, they merely cause a rearrange-

ment of the frequency distribution - the energy is shifted to its higher harmonic

frequency components (see figure 1.5). The amplitude of higher harmonics are in-

versely proportional to its harmonic number [13].
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1.4. NON-LINEAR EFFECTS

x
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Figure 1.5: (Left): A sawtooth function (dashed) and an approximation (solid) with a
combination of six sine functions - a higher number improves the result.
(Right): The single sine components of the approximation, composed of a start-sine
function and 5 of its harmonics.

There are two major effects in a material which influence the signal form: first dis-

sipation, which arises from viscosity, heat conductivity and relaxation processes, and

second non-linearity, which leads to the formation of higher harmonic frequencies.

These transformations are only possible with high pressure waves: the harmonic

frequencies of a low pressure wave would be damped before they are present in a

noticeable amount to trigger this transformation, especially since the absorption in-

creases with higher frequencies. Similar to that, after travelling over a long distance,

the sawtooth-like shape disappears again and due to the higher dissipation of the

higher frequencies only the low frequency components remain [6, 13].

For example, using the equation (1.20) a sinusoidal wave in water with a pressure of

10 MPa and a frequency of 1 MHz at the source would take less than 2 cm to build

a shock front, while a 1 MPa pressure wave with 0.5 MHz would need around 30

cm; long range therapy devices have a natural advantage in producing shock waves

[16]. In comparison, the discontinuity distance in air of 100 Pa (≈ 134 dB) at 10

kHz is more than 5 m - while the attenuation is neglected.
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1.5. ENERGY

1.5 Energy

In general sound in a fluid physically consists out of the oscillatory elastic com-

pression and the oscillatory displacement [31, 59]. Therefore the sound energy is

composed out of a potential and kinetic component, and as consequence also the

energy density ED is composed out of a potential and kinetic part:

ED = EDpot + EDkin =
p̄2

2 ρ0 c2
+

ρ0 v̄
2

2
. (1.21)

For a plane propagating wave the the equation (1.13) can be used to either replace

the time mean particle velocity v̄ or the time mean pressure p̄ which results in a

total energy density of

EDtotal = EDpot + Ekin = ρ0 v̄
2 =

p̄2

ρ0 c2
, (1.22)

the unit is mJ
mm3 . As a single sensors provide a measurement of pressure p(t), the

energy flux density EFD, often denoted as pressure integral intensity (PII), is more

commonly used by the different manufacturers:

EFD =

∫
T

p(t)2

ρ c
dt. (1.23)

The energy flux density is the energy E passing through an area in a time interval

T , the unit is mJ
mm2 . It is also possible to calculate the energy flux density only on

the compressive (EFD+) or the tensile (EFD−) part of the pressure.

The sound energy in an observed volume V can then be obtained by integration of

the energy density ED:

EV =

∫
V

ED dV =

∫
V

ρ0 v̄
2 dV =

∫
V

p̄2

ρ0 c2
dV. (1.24)

If the energy flux density EFD is at hand, the energy which passes through the

area A in the observed time T can be calculated using

E = A · EFD = A

∫
T

p(t)2

ρ0 c
dt. (1.25)

Also here the value can be calculated integrating over the total duration of the

pulse, or only over the compressive or the tensile pressure part. The energy is often

summed up over a whole therapy session to describe the total treatment energy. The

negative aspect about specifying the device using the energy is that as it is obtained
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1.5. ENERGY

by integration all the properties of the pressure signal like gradient or pulse profile

are lost, the same applies to the EFD. Furthermore, it is measured at a single point

and therefore only valid for a very small area.
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2 Shock Wave Applicators

A shock wave applicator is a handheld or fixed device, which transforms electrical

into acoustic energy, which is focussed through the body to reach a high pressure

amplitude signal. The application is either possible with a stationary device (e.g.

Lithotripter) or with a handheld device for therapeutic treatment. If the shock waves

are applied to a deeper tissue, a locating device is helpful (e.g. CT, Ultrasound,

MRI). Due to the heterogeneity of human tissue and the often very narrow focal zone

an imprecise focus is a common problem with ESWTs. A simulation for targeting

would often be favourable, but a real time guidance is still not possible due to the

high computational effort [46]. An alternative would be an approximation using

ray-tracing with an inclusion of Snells Law and a prediction of attenuation [15].

2.1 Source Types

There are three popular ways to generate a shock wave signal: first, by generating

an expanding plasma in liquid, second, by using a coil similar to a loudspeaker and

third, by using piezoelectric crystals .

Electrohydraulic Applicator

The electrohydraulic (EH) impulse is generated by charging a high voltage capacitor

and discharging it across two electrodes in the with liquid filled reflector. A plasma

channel is created, generating a gas bubble which unfolds with supersonic speed and

thereby compressing the neighbouring fluid - a high pressure peak emerges, which

propagates radially. For a higher efficiency and accuracy a reflector is used which

directs the acoustic wave towards the focal centre. There a two popular types of

reflectors, an ellipsoid reflector with a narrow focal spot and a parabolic reflector

with a soft focal area (see figure 2.1 and 2.2 ).

This is the only type of reflector where the pressure signal at the point of origin

is already a shock wave, the other two methods generate a signal in the form of a

smooth oscillation, which steepens up on the way to the focus: with those techno-

logies the rise time is strongly pressure dependent [7].

18



2.1. SOURCE TYPES

O F

Figure 2.1: An EH applicator with an ellipsoidal reflector and its pathway of the emer-
ging shock waves.

O F

Figure 2.2: An EH applicator with a parabolic reflector and its pathway of the emerging
shock waves. The focal area is bigger with the same source than the ellipsoidal reflector
and therefore provides a ’softer’ focal zone.
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2.1. SOURCE TYPES

There are quite a few disadvantages, though:

❼ the shock wave losses are higher due to the higher initial frequencies;

❼ there is a primary (i.e. direct, caused by explosion) and a secondary (reflected

by reflector) shock wave - which could influence cavitation [75];

❼ the origin may vary due to stochastic fluctuations and therefore the focus varies

as well - not suitable for experiments where reproducibility is a requirement;

❼ high maintenance - the electrodes need to be replaced regularly;

❼ its use is unpleasant due to the very loud sound.

Electromagnetic Applicator

The electromagnetic (EM) applicator is based on the principle of induction and

works similarly to a loudspeaker. There are two configurations: one uses a flat coil

whose shock waves are focussed through an acoustic lens; the other configuration is

based on a cylindrical coil with a paraboloid metal reflector. Both work in a similar

way: A coil is isolated with a non conductive membrane from a conductive metallic

membrane. When a current flows through the coil, a magnetic field is induced, which

induces a current in the metallic membrane and generates an opposing magnetic field

- the membranes repel each other and create a pressure wave. This technology can

also reach the highest pressures amplitudes (≈100 MPa), while being very stable in

the outcome, having a long lifespan and low maintenance costs. Depending on the

type of reflector the focussing is either achieved through the acoustic lens or with

the metallic reflector.
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2.1. SOURCE TYPES

F

Figure 2.3: An EM applicator with a cylindrical coil (red) and its pathway of the
emerging shock waves. The reflector has a typical paraboloid shape; even if the focus
area is still small, focussing on a single spot is not possible.

Piezoelectric Applicator

The piezoelectric (PE) applicator has a close relationship to the medical imaging

ultrasound device, but there are still some basic differences. Both rely on the same

technology, a piezoelectric crystal which rapidly expands if an electrical field is ap-

plied. In contrast to the periodic signal in an ultrasound device, the shock wave

applicator relies on a short, but high voltage excitation signal as well as on a dif-

ferent crystal alignment in the shape of a sphere section with a geometrical focal

point. The signal generated in the ultrasound device is composed out of periodical

sine oscillations in a lower frequency spectrum. Due to the low pressure, non-linear

effects arise to a lesser degree. The shock wave devices try to achieve the opposite:

high output pressure in a single pressure peak, preferably with a high frequency

spectrum. Non-linearities are desired but do not evolve unless the waves travel a

certain distance or are bundled in the focal centre, the frequency range at the crys-

tal is between several kilohertz up to 10 MHz. In some devices it is possible to

steer the focus to a certain degree without moving the applicator by controlling the

piezoelectric-elements individually [69].
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The size of the single piezoelectric element, the manifold possibilities in their ar-

rangement and the ability to control each element individually makes it the most

adaptable applicator. To achieve a small focal zone a large aperture is needed and

the piezoelectric transducer, having no limiting factor in this regard, is therefore per-

fect for this purpose [75]. On the other hand, the output energy per area is limited

and therefore for a high pressure signal a large applicator is needed [71]. At higher

pressures the piezoelectric crystals ’ring’ after excitation and create a pressure trail

[75].

F

Figure 2.4: A Piezoelectric applicator and its pathway of the emerging shock waves.
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2.2. FOCAL ZONE

2.2 Focal Zone

Due to shape of the applicator the focus is not limited to one single spot with high

energy, but also expands to its surroundings - which is called the focal zone. It is

mostly in an ellipsoidal shape, but may vary depending on the reflector and on the

settings used.

-6 dB Zone

The -6 dB zone marks the volume where the pressure exceeds half the maximum

compressive pressure, commonly also the tensile pressure or energy density are used

instead. Some reflectors have a very big focal zone, but only the very centre has a

pressure high enough to be still classified as the -6 dB zone (mostly with a paraboloid

reflector); other reflectors show a very sharp focus where almost the complete focal

zone can be defined as -6 dB zone (with sphere sections found in PE applicators).

The zone is no guarantee for any biological effects to take place [66]. To describe

the focal zone only with the -6 dB zone it is not sufficient to fully characterize, since

a loss of half the pressure is already a lot; neither does it reflect the treatment area

[44, 7].

5 MPa Therapy Zone

Another way to characterize the focal zone is use the volume where the pressure

exceeds 5 MPa. The 5 MPa zone makes it easier to compare the different reflectors

to a certain degree, even though the pressure limit is rather arbitrary since no

physical or biological effect is guaranteed either [66]. If new biological indications

arise, the 5 MPa limit could be adapted to the pressure where a biological effect

observed.
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3 Experimental Setup

To correlate the actual effect with the induced signal the impact of the shock wave

on the observed tissue has to be known. Reliable in vivo measurements are hard to

achieve due the destructive placement of the sensors and the thereby related ethnic

question. Ex vivo measurements are able to avoid the latter, but the uncertainty of

having influenced the measurements with the placing of the sensor and the connected

coupling losses still remain [1].

The typical setup for measuring the focal zone of the applicator in a water bath

(figure 3.1) can not be compared to the actual application on tissue due to its

heterogeneity, neither is it possible to apply as many measuring points as needed

for this task.

sensor

reflector

Figure 3.1: A typical setup to measure a shock wave reflector in a water bath.

If the influence of a material is to be observed, in this case the skull bone, it is

normally placed in the water bath (figure 3.2) between the applicator and the sensor.

To simulate a real application the water could be replaced with olive oil, which has

a similar attenuation coefficient and non-linearity parameters as the human tissue

[47].

24



skull

reflector

sensor

Figure 3.2: A typical setup to measure the influence of an introduced obstacle, in this
case the skull.

While experimental measurements in combination with high precision sensors are

nonetheless the standard, it was not possible to obtain all the different applicator

technologies for a direct comparison.

For this reason a simulation was used: With the increase of the computational power

in the last years, it is now even possible to calculate approximations for a realistic

use-case with a common workstation. To increase the accuracy a more powerful

device is needed, though. While the preparation of the simulation can be laborious,

there are almost no restrictions on the placement of sensors and the material to

observe.

In this case it is possible to obtain a complete pressure distribution for an application

of a shock wave using a full head CT.
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skull

skin brain

reflector

Figure 3.3: A simulation setup to measure the pressure distribution in the brain, with
the blue dots representing the multiple possible recording positions.

To determine which shock wave technology is the most appropriate for this type

of application, the three shock wave technologies are reconstructed with a total

of five different applicators. These are then located in direct contact with a 3D

volume prepared from a human CT. Sensors, which record the arriving signal, are

then placed at different spots on the skull, while also a map with the minimal

and maximal pressure for the whole medium is obtained. These data are then

compared to determine which of the applicators are able to preserve its pressure

signal properties through the natural acoustic barrier of the skull.
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4 Target Tissue

The shock waves have to pass multiple layers before they reach their target, the

brain. The first layer is the scalp, which can be divided again into five separate

sub-layers; the total thickness is approximately 5 mm:

❼ skin - contains hair follicles;

❼ connective tissue - connects the skin to the layer below and is strongly

vascularized;

❼ aponeurosis - tendon like structure associated with muscles of the forehead

and neck;

❼ loose connective tissue - contains blood vessels;

❼ pericranium - outer layer of the skull bones.

The soft tissue is then followed by the approximately 6 mm thick skull bone, which

has the typical sandwich form of a cancellous bone (Diploe) enclosed by an outer

and inner cortical layer (lamina externa, lamina interna).

On the inside of the skull the three meninges can be found: The Dura mater, which

is the stiffest one, followed by two softer membranes, the Arachnoidea mater and

the Pia mater. The Pia mater forms the last layer before the brain and is firmly

adhered to its surface while only being attached loosely to the Arachnoidea mater

with a spiderweb-like structure. The space between the latter two membranes is

called subarachnoid space and is filled with cerebrospinal fluid [28, 24].

4.1 Skull Tissue and Acoustic Wave Propagation

The main reason for the sparse use of ultrasound in the region of the skull is that

the acoustic signal is not able to penetrate the skull properly without heating up

the surrounding tissue. While in other regions the ultrasound applicator has to be

moved around regularly to avoid damaging the tissue, the skull makes it even more

difficult. The secondary heat dissipation originated from the skull can cause burns

in the scalp and even damage the brain surface [29].
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4.1. SKULL TISSUE AND ACOUSTIC WAVE PROPAGATION

The poor propagation through bone is caused by several mechanisms:

❼ absorption

The bone shows a much higher absorption than the surrounding tissue. The

acoustic energy is translated into thermal energy and heats up the surrounding

tissue [12]. The porous structure of the bone leads to multiple reflections inside

the bone and even more absorption.

❼ reflection

The acoustic impedance difference at the tissue/bone interface causes a high

reflection of the acoustic waves. Further details can be found in section 4.2.

❼ scattering

The curvature of the skull leads to another problem. As long as the incident

pressure waves are perpendicular to the surface, no refraction occurs - which

would only be possible if a piezoelectric applicator with the same curvature

as the skull were used. In every other case the skull bone acts as an acoustic

lens and due to the large gradient of the skull creates a second focus point

through refraction rather close to its inner surface - which strongly limits its

use. Small skulls may interact more due to their sharper geometry [42, 20].

Only the high absorption is a direct cause for the heat development, but the reflec-

tion and scattering mechanisms force the user to apply a higher energy in order to

be able to penetrate the bone. The heating is rather quick: 10 s of ultrasound at

the bone are able to create a temperature increase of around 10➦C [29].

There are some approaches where a large applicator array is used, but the tissue has

still to be constantly cooled. Another option would be to reduce the applied energy

by correcting the phase aberrations electronically induced by the skull using ’phase

correction’ 1.

Soft tissue has a similar behaviour as a fluid with ultrasound, showing only slight

variations, bone on the other hand is more complex. While soft tissue mostly sup-

ports the propagation of compressive waves and little to none shear waves, bone

supports both. Additionally the bone structure and therefore its physical simulation

1A method to synchronize the piezoelectric elements to improve the pressure wave propagation
according to the present obstacle - see section 5.4 for further explanation.
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4.1. SKULL TISSUE AND ACOUSTIC WAVE PROPAGATION

parameters are much more heterogeneous. The density and speed of sound between

cortical and trabecular bone may vary by a factor of 2, and the porosity strongly

depends on the observed position and bone. The trabecular elements (50-150 ➭m,

separation of 0.5 to 2 mm [29]) are also close to the typical ultrasound frequency

of 1 MHz. This structure is smaller than the resolution of the CT provided and

while included in the attenuation coefficient, it is impossible to simulate their exact

influence - a significant part of the attenuation is caused by these microstructures

inside the bone [61], though. The exact composition of mineralized collagen and

bone marrow considerably depends on the persons’s sex and age; with advancing

age a more rod-like structure develops [22]. Finding a universal model therefore may

be a challenge.

There are several studies [45, 37] which deal with the topic of finding the optimal

frequency in order to penetrate the skull - mostly with ultrasound and not with

shock waves. These studies showed that frequencies above 1.11 MHz (acc. to [45])

or 1 MHz (acc. to [37]) are heavily distorted and absorbed (estimated loss at 1 MHz:

12 dB; at 1.3 MHz: 20 dB2 [71]). This is a reason for heat generation and should

be avoided - achieving a sharp focus is almost impossible.

While the rise in temperature is negligible for shock waves due to the low repetition

rate, the high absorption losses remain.

Subsequently, the ratio of absorption and scattering to the total loss was invest-

igated. According to Fry [27] the absorption loss is almost linearly proportional

to the frequency (in the range of 0.4-1.2 MHz), while scattering is more frequency

dependent [37, 22, 75]. It was also found that a low bone volume fraction (BV/TV

- bone volume to total volume) increases the influence of scattering to the total

attenuation, but a high BV/TV increases the absorption [22].

As a result it was suggested, that a frequency of 0.5 MHz for applicators with a

spherical curved reflector (e.g. electrohydraulic, electromagnetic) or up to 1 MHz

for reflectors with a phased array (piezoelectric) should be used. For every frequency

above the focus is heavily influenced and should only be used with a phase correction

- an uncorrected signal above 1.5 MHz has proved to be unsuitable [37].

The frequency also influences the focussability - a smaller focus can only be achieved

2The skull could be described as a low-pass filter which depends on the thickness of the skull [52].
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by using a higher frequency [81, 30]. This fact already restricts the choice in the

applicator technologies.

This strong frequency dependency could turn out to be a disadvantage for the elec-

trohydraulic shock wave in the transcranial use-case: the piezoelectric and the elec-

tromagnetic signals start with a relatively low frequency signal and steepen on the

way to its focus to finally generate a shock wave at the focal point. The electro-

hydraulic on the other hand generates a very high frequency shock wave signal right

at the source - and could be far more distorted and absorbed while passing through

the bone.

As mentioned before, the skull acts as a secondary focus lens - this restricts the

accessible volume in the skull. In Sun et al.[38] it is suggested that only a volume

of 8 cm× 8 cm× 4 cm (6 cm× 6 cm× 3 cm in Clement et al. [30]) can be accessed

without significantly reducing the pressure amplitude. Very superficial locations can

not be focussed in a controlled manner due to the high scattering.

Despite all of these obstacles it has been shown that it is possible to focus enough

energy through the skull to even create lesions in tissue while leaving the skin across

the scalp intact using a piezoelectric ultrasound applicator [30]. If a more repeated

therapy is suggested or surgery is still advised, a replacement of the cranial bone

with a more acoustic transparent material could be suggested to improve the signal

transmission [56].

4.2 Attenuation Model

Attenuation is the general process of dampening a signal while it is passing through

a material. There are several mechanisms which contribute to it: Absorption is the

loss of energy through friction, which can be observed through a change in temper-

ature [14]. At material interfaces or while passing through heterogeneous media,

also reflection can be observed, which are caused by sudden changes in the acoustic

properties of the material. If the incident angle is not perpendicular to this material

change, also diffraction and scattering take place; the incident angle differs from the

exiting angle, in a heterogeneous medium the wave is often scattered in different

directions.
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Absorption

Absorption is caused when the density fluctuations get out of phase with the pressure

wave fluctuations. If the wave frequency is low enough, most of the energy can be

returned from the material with only being slightly out of phase and the absorption

is low as well. At a higher frequency this energy exchange can not keep up and the

thermal losses increase [14].

The absorption in this simulation is calculated by using the the power law absorption

in the form

α = α0 ω
y, (4.1)

where α [dB/cm] is the absorption coefficient, α0 [dB/(MHzycm)]3 the power law

prefactor, ω the angular frequency and y the power law exponent. For biological

tissue the power law exponent is normally between 1 and 2 [52], the absorption

coefficient ranges between 0.1 and 60 dB/cm.

This absorption coefficient describes how easily a pressure wave can penetrate a

material - with a high coefficient, the wave weakens quickly; for a low value, the

wave can penetrate the material easily.

For materials with a negligible shear modulus4 this model should provide a good

accuracy for most soft organic tissues. This is not the case for bone, the simulation

is therefore limited to incident angles below a critical angle as will be further dis-

cussed in section 6.1

Reflection

Reflections are created at the interface of two materials with different acoustic im-

pedances; to reduce coupling losses the shock wave has to be applied in a medium

with similar physical properties like the human tissue - since the body consists to

3for more details see A.3.
4The shear modulus describes the ability of a material to support shear stress - i.e. a force parallel
to a surface while its opposing surface experiences an opposing force - and therefore to resist
transverse deformations. A large shear modulus value indicates a rigid materials, while a small
shear modulus value indicates a soft or flexible substance; fluids have a shear modulus of zero.
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about 60 % of water, a water-bath or a water-based contact gel similar to the one

used in ultrasound coupling is ideal. But there are reflections which cannot be

avoided. The skull forms a natural barrier to acoustic waves, shock waves and ul-

trasound alike. Due to the high differences in the acoustic impedance of human

tissue and the dense skull bone a large portion of energy is reflected at the different

interfaces as the acoustic waves pass through. As mentioned in [29], most of the

attenuation through bone is attributed to reflection and not absorption.

Applying Snell’s law in an idealized setup where the shock wave passes normal to

the surfaces through the different tissues is used as an approximation to the losses

which are to be expected due to reflection. Absorption, refraction, scattering and

diffraction depend on the geometry and are not included in this approach.

The transmitted pressure pt can be calculated by using the incident pressure pi and

the transmission factor Tp

pt = Tp ∗ pi (4.2)

with

Tp =
2 ∗ Z2

Z1 + Z2

, (4.3)

where Z is the acoustic impedance of the material in front (1) and behind the

interface (2). This has to be calculated for each transmission. If a pressure wave

has to pass a skull bone in a water bath, the water/skull Tp,WS is followed by a

skull/water Tp,SW interface, which results in

pt = pi ∗ Tp,WS ∗ Tp,SW . (4.4)

The part which is reflected can be calculated by using the formula

Rp =
Z2 − Z1

Z2 + Z1

= Tp − 1; (4.5)

for the energy and intensity the transmission coefficient is calculated differently:

Ri =
(Z2 − Z1)

2

(Z2 + Z1)2
= Rp

2 (4.6)

Ti =
4Z1 Z2

(Z2 + Z1)2
= 1−Ri (4.7)
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The reflected part may reflect multiple times in between the different surfaces, but

are neglected for this approximation.

In this approximation four layers are included with a total of three interfaces. This

extends equation (4.4) to

pt = pi ∗ TWater−Skin ∗ TSkin−Skull ∗ TSkull−Brain. (4.8)

With the transmission coefficients given in table 4.1

Table 4.1: Used materials and their corresponding acoustic impedance Z (see equation
1.2); further material properties can be found in table 4.4.

Material c0 ρ Z
[m/s] [kg/m3] [Ns/m3]

Water 1482 998 1479 ∗ 103
Skin 1590 1065 1693 ∗ 103
Skull 2160 1500 3240 ∗ 103
Brain 1550 1030 1597 ∗ 103
Fat 1450 950 1378 ∗ 103

Muscle 1547 1050 1624 ∗ 103
Air 343 1.2 412

the maximal transmitted pressure through the layers of the skull can be estimated

to be 92.6 %, the transmitted power is about 79.7 % - a loss of at least 20 % in

energy is therefore expected. In table 4.2 the influence of each interface is listed.

Through measurements of the human skull the anticipated loss should be way higher:

a drop of in pressure of 80 − 90 % and also a widening and shifting of the focus

should be expected [74]. One attempt to explain the low value of the approximation

is next to to neglected scattering, the low speed of sound assigned to the observed

bone and the assumed homogeneity. Latter is particularly significant since - due to

the complex bone structure - a lot more interfaces may be introduced.
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Table 4.2: Reflection and transmission on selected interfaces, in accordance with [91].

Interface Reflected Transmitted Transmitted
pressure [%] pressure [%] energy [%]

Water - Skin 6.8 106.8 99.5
Skin - Skull 31.4 131.4 90.2
Skull - Brain -34 66 88.5

Water - Air -99.9 0.1 0.1
Air - Water 99.9 199.9 0.1
Air - Skin 99.9 199.9 0.1
Water - Fat -3.5 96.5 99.9
Fat - Muscle 8.2 108.2 99.3
Muscle - Bone 33.2 133.2 89

It may be surprising that the transmitted pressure can be higher than the incident

pressure, but the energy conservation is not violated since the energy is determined

by both the pressure amplitude and the wave velocity.

The negative sign of the reflected pressure is caused by the lower impedance of me-

dium 2, which reflects the incident pressure. In case of a total reflection, like most

interfaces between tissue and air, the incident and reflected pressure sum up and

the pressure gradient can be twice as high as in a homogeneous medium - which can

lead to its destruction [91]. Such interfaces should therefore be avoided.

In figure 4.1 the intensity transmission coefficient for an interface between water to

a second medium can be seen; it can be interpreted as a percentage of the energy

which is not reflected and passes to the other material. The transmission coefficients

are also inversely proportional to the pressure reflection coefficients, and as pointed

out before, low coefficients should be avoided for the sake of the integrity of the

tissue. At a water/air interface almost 100 % of the sound pressure is reflected and

an application to the lung tissue can be quite dangerous, but also a build up of air

bubbles in the coupling material can obstruct further transmission [44, 75, 1].
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Figure 4.1: Intensity transmission coefficient for an interface between water and a second
medium with the shock waves impacting normal to the interface; the marked zones in red
show the transmission coefficients for some interfaces often found in real applications.

Attenuation and Absorption Coefficients

In the literature the names ’absorption coefficient’ and ’attenuation coefficient’ are

often used synonymously, but unfortunately they are not equivalent. While it is hard

to find an exact definition for both of them, one could attempt to define them with

their literal meaning. The absorption coefficient should include only the thermal

losses through material particles and the fine microstructure found in organic tis-

sue [29], the representative volume element (RVE) should be chosen in the correct

magnitude of size; the material structure on this level should seem periodic. The

attenuation coefficient on the other hand includes all the effects which leads to en-

ergy reduction at the measured resolution. Additionally to the absorption on the

microscopic level also influences due to the macrostructure of the material are taken

into account, therefore also the scattering is considered to some degree.
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The thermal absorption coefficient is normally harder to determine and seldomly

found in the literature, while the attenuation coefficient is much more common. For

a lot of materials both should be interchangeable due to the macroscopic homogen-

eity of the tissue. For bone on the other hand this is not the case.

The thermal absorption coefficient in skull bone in Pinton et al. [29] was determined

using a ➭CT at a resolution of 10 ➭m to be 2.7 dB
MHzycm

, the attenuation coefficient is

quite a lot higher with values between 10 and 60 dB
MHzycm

, depending on the density

values [61, 78, 29]. Low density values are a sign of a low total bone fraction and

therefore of spongy bone, which result in more scattering and a higher attenuation.

If both coefficients are known, the decision should be made based on the resolution

at hand. For a very fine resolution where the macrostructures of the tissues are well

visible, the absorption coefficient would be the better pick. On the other hand if the

macrostructures can’t be resolved appropriately, the attenuation coefficient may be

a better choice since the fine structures contributing to the scattering can not be

differentiated.

The resolution used in this work is with voxel size of 0.5 mm on the rough side and

far closer to the resolution, which were used to create the attenuation values than

the absorption coefficients. Therefore in the simulation the absorption coefficients

are always replaced by the attenuation coefficients if both are known.

4.3 Target Preparation

As target tissue the Data from the Visible Human Project➤5 has been used. The

CT data provided originates from a 72 year old male patient with a pixel size of

0.489 mm and slice thickness of 0.5 mm.

The DICOM data format was read into a 3D matrix with the resolution of 0.489mm×
0.489 mm × 0.5mm. The CT data was adapted in size to the higher resolution of

the simulation using nearest-neighbour interpolation. The grey values provided by

the image were then translated into the Hounsfield Unit (HU) with the information

provided in the DICOM file.

5With Courtesy of the U.S. National Library of Medicine, https://www.nlm.nih.gov/research
/visible/getting data.html.
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Hounsfield Unit

The most common way to define the Hounsfield Unit (HU) is to apply the formula

HU = 1000
µ− µwater

µwater − µair

(4.9)

where µ is the linear attenuation coefficient for incident photons per thickness of

the material and µwater and µair the constants for the material air and water. It

describes the attenuation of a material in relationship to water and on this basis the

HU value can be used to identify the type of the tissue examined. The typical range

for soft tissue is -150 to 200, bone can be found to be in the range of 200 to 2000.

Tissue Clustering

To assign the different tissue parameters to the CT scan the tissues had to be iden-

tified first.

The approach to distinguish the layers using only the HU values failed due to the

strong heterogeneity and the overlapping HU values of the different soft tissues,

the spatial component has to be integrated for the tissue recognition. Attempts

to cluster with DBSCAN 6 and to apply a k-means algorithm, both with the HU

values included as an input parameter, failed for the same reason. The most reliable

method proved to be identifying the bone using the HU values (HU > 235) and

declaring all voxels on top as skin, while assigning all voxels below the parameters

of the brain (see figure 4.2).

There are also several low HU spots (HU < −150) spread in the medium. If the lower

HU spots were located outside the skull, it was assumed to be the same material

as the rest of the test environment and declared as water. Low HU spots inside

the skull are assumed to be blood vessels or spaces where the cerebrospinal fluid

would be found. For latter no non-linear parameters are available, and therefore

were replaced with the parameters of blood (see figure 4.3).

6Density-based spatial clustering of applications with noise.
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(a) CT, Hounsfield Unit (b) CT, clustered

Figure 4.2: Section of the CT and its clusterization.
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Figure 4.3: A stacked histogram of the CT at hand, clustered in to the defined tissues;
a detailed version without the brain can be found in the appendix A.4.
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The mentioned HU value of 235 as threshold for bone is based on the density to

attenuation calculation - no attenuation values for a density with a lower value has

been found. Therefore using this threshold also cavities inside the bone itself were

observed. These were assumed to be bone with a very low BV/TV or as bone

marrow. Unfortunately, also here no non-linearity parameters are available for this

tissue type, but due to the high fat content of bone marrow a mix between bone

and fat is assumed.

Those cavities are mostly found on locations outside the acoustic path of the ap-

plicator and are not expected to have a big impact on the simulation.

Tissue Parameters

In order to use the data for simulating the values in the Hounsfield Unit (HU) of the

DICOMwere translated into density values using the function hounsfield2density,

which is based on experimental data given by Schneider et al. [86].

This function is based on a different Hounsfield Unit definition

HUkWave = 1000
µ

µwater

(4.10)

but since µair in 4.9 is negligibly small it can easily converted using

HUkWave = HU + 1000. (4.11)

This resulted in a heterogeneous distribution in density and speed of sound for bone,

brain and scalp tissue (see table 4.3); the low HU spots described in the previous

section were filled homogeneously with the parameters for water, blood and bone

marrow found in table 4.4, which also includes other types of human tissue and

material found in the literature which required for the simulation.

Table 4.3: Density and the longitudinal speed of sound (mean and interval) calculated
using the hounsfield2density function when applied to the Visible Human Project➤.

Material c0 ρ
[m/s] [kg/m3]

Skin 1507 [1361-1702] 997 [866-1171]

Skull bone 1896 [1702-2472] 1344 [1171-1859]

Brain 1544 [1361-1702] 1030 [866-1171]
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When comparing the values in table 4.3 to table 4.4 a good match in the values for

the brain tissue can be observed, and also the values for the scalp seem to be a good

fit assuming to be a combination of skin, connective tissue and fat. Only the values

used for bone are considerably lower than the typical values found in other studies.

It would be normal to assume that the bone density of the skull decreases with age,

but according to Obert et al. and Lillie et al. [57, 25] this is not the case in males;

only a decrease in female patients could be stated. The patient considered in terms

on this study is a male, the low density values were therefore assumed to be caused

by the variance between the different individuals.

Unfortunately, not all of the layers mentioned in chapter 4 were also assignable with

all of the non-linearity parameters. Either the resolution of the CT was not high

enough to be able to distinguish them spatially or the parameters were not available

in the literature. The five layers of the scalp were combined into one, all of the

bone layers values were assigned by density and also the meninges were neglected.

Therefore only three different distinctions for these parameters were made - skin,

skull and brain.

The non-linearity parameter BonA for most soft tissue is between 5-11 [13] while

solids have a negligible ability to generate non-linearities. The power law exponent

y explained in equation (4.1) was chosen to be 1.2 as in [81]. This is due to the

limitation in k-wave that the power law exponent can only be specified for the

whole volume and not independently for specific regions. In bone almost a linearity

of absorption - as discussed in section 4.1 - was assumed for the frequency range

at use, for soft tissue a higher value should be assumed - 1.2 seemed to be a good

compromise. To increase the accuracy the absorption power law prefactor α0 was

calculated again by fitting it with y = 1.2 on the range of 0.4− 3 MHz. If no power

law exponent y was given, a value of 1 is assumed for this fitting process.
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Table 4.4: Materials and their acoustic properties found in literature.

Material c0
1 ρ α0 y α0, (fitted)

2 B/A
[m/s] [kg/m3]

┌
dB

MHzycm

┐ ┌
dB

MHz1.2cm

┐
Soft tissue [52] 1500 1000 0.43 - 0.37 -

Skin [2] 1590 1065 1.79 [80] 0.87 [80] 1.38 7.9 [21]

Connective tissue [21] 1613 1120 1.57 - 1.34 -

Muscle [21] 1547 1050 1.09 - 0.93 7.5 [51]

Fat [2] 1450 950 0.6 1 0.51 10

Skull bone [52] 2900 1800 14.77 0.93 11.91 -

Brain [2], [80] 1550 1030 0.8 1.35 0.9 6.9

Blood [2], [21] 1584 1060 0.15 1.21 0.15 6.1

Bone marrow3 1680 1150 8 1.2 8 6

Water [2], [47] 1482 998 2.17e-3 2 4.24e-3 5.2

Degassed water [9] - - - - - 4.8

Air 343 1.2 1.62 - - -

Steel 5750 8030 - - - -

PVC 2400 1380 - - - -

1 longitudinal speed of sound
2 α0 with their respective y is fitted to α = α0 f

1.2

3 no data available, but assumed as a mix of fat and bone

Bone Density and Attenuation Models

As the table 4.3 shows the range of density and speed of sound for bone is con-

siderably wider than for the present soft tissues but the attenuation would be still

assumed homogenous as a single value over the whole interval. This is especially

important since bone should have the most influence on the total attenuation due

to its high acoustic impedance.

The differences between using the heterogeneous values and assuming a homogen-

eous skull can be quite high, differences of up to 50 % in pressure have been observed

[42]. If this approximation has to be made, it is best to use the values of cortical

bone and not cancellous bone or the average of the skull for the best result [15].

To test the influence of the bone three different attenuation models were imple-

mented. The following paragraphs discusses the difference between them in more

detail.
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Homogeneous Attenuation

This represents the simplest approach. The density and speed of sound were gener-

ated by hounsfield2density, the absorption power law prefactor value α0 = 11.91
dB

MHz1.2cm
according to [52] was assumed as homogenous over the whole density inter-

val.

Heterogeneous Attenuation according to McDannold et al. [61]

The approaches by McDannold et al. [61] and Pichardo et al. [78] try to map a

different attenuation and speed of sound values to each density value on the interval

according to an interpolation of experimental data.

For the conversion curve the density values had to be calculated differently. A

linear relationship between the Hounsfield units and density was assumed, with

HU = -1000 and HU = 57 representing air and soft tissue. Assuming a density of

1.2 kg/m3 and 1030 kg/m3 this resulted in a linear equation of

ρ = 0.97HU + 975.2. (4.12)

The calculated bone density was with a mean of 1460 [1203-2216] kg/m3 higher

than the with hounsfield2density calculated values in table 4.3. Afterwards the

polynomials provided were used to apply the conversions: the sound speed was

applied without any further steps, but the attenuation mapping had to be adapted.

The curve was determined by using a 660 kHz applicator and was converted to a 1

MHz curve by using the the power law component of 0.93 specified in Mohammadi

et al. [52] in accordance to A.3. Afterwards the curve was fitted to a power law

exponent of 1.2 on the range of 0.4 − 3 MHz as well as all the other attenuation

parameters. The conversion curves are shown in figure 4.4.

Heterogeneous Attenuation according to Pichardo et al. [78]

In Pichardo et al. [78] the density values are calculated with a linear correlation of

ρ = HU + 1000, (4.13)

with the assumptions of an air density of 0 kg/m3 (HU = -1000) and a water density

of 1000 kg/m3 (HU = 0). With an average density value of 1502 kg/m3 [1235-2279

kg/m3], the density values also differed here from the ones calculated in table 4.3.
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4.3. TARGET PREPARATION

The attenuation coefficient and speed of sound mapping was carried out for several

different frequencies, but only the attenuation values at 1 MHz can be used by k-

wave as an input. To generate the conversion curve for the speed of sound as before,

a 2D interpolation was applied. The attenuation values were interpolated by using a

spline interpolation in the dimension of the density, and the α0 f
1.2 in the frequency

dimension. The resulting values are depicted in figure 4.4.
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Figure 4.4: Comparison of the speed of sound (a) and attenuation power law prefactor
α0 (b) at 1 MHz suggested in [52], [78] and [61].

Limitations

The density values used in this simulation are in the lower half of the spectrum

and atypical. It was decided not to correct the values, and therefore due to the big

differences in the attenuation values also different results between the models are

expected. Testing the used models on more specimens would be suggested.

From the observations above the power law exponent y presented in (4.1) should

be dependent on the density when a heterogeneous material like bone is used and

therefore be changed to

α = α0(ρ)ω
y(ρ), (4.14)

but since the the simulation uses a single power law coefficient for the whole domain,

the heterogeneity is calculated with

α = α0(ρ)ω
1.2. (4.15)
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One has to keep in mind that there could be a difference between ’absorption’

and ’attenuation’ values. As discussed in 4.2, the use depends on the resolution

at hand, and if the exact one is not used, deviations may be possible. The CT

of the observed individual is with a voxel size of 0.5 mm on the rough side, a

differentiation between the trabecular bone and cortical bone is only recognizable

through the low density, the finer structure is not identifiable. The attenuation and

not the absorption coefficient has therefore been chosen.

The downside of using the attenuation coefficient is that the resolution at which the

coefficient is measured should match the one of the CT. Is this not the case, the

additional or removed structures may induce scattering and alter the result.
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5 Applicators Design

In this chapter the model applicators are presented and afterwards their implement-

ation in Matlab is discussed.

5.1 Model Applicators

The following section tries to gather the information of the different applicators

available regarding their focal zone parameters. The dimensions obtained then serve

as a template for the applicators used in the simulation.

EH Applicator

The electrohydraulic applicators are based on the orthogold100 by MTS medical,

more precisely on the OP155 (parabolic) and the OE50 (ellipsoid) handpiece. In

the data-sheet only the focal position and not the size of the focal zone can be

determined [87]; in Porst et al. [32] the focal zone is described as an ellipsoid with

a width of 6.9− 7.9 mm and a length of 64.6− 82.3 mm for the OP155, the OE50

should have a width of 4.7− 6.7 mm and a length of 14.3− 31.3 mm, depending on

the energy settings used. In this setup it is not specified on what measurement the

size of the focal zone is based on; the manufacturer describes the focus parabolic

reflector as especially ’soft and wide’, while the ellipsoidal reflector is applied for a

more focussed therapy. The focus length can be estimated to 45 mm and 30 mm

respectively.

EM Applicator

The model for the electromagnetic applicator is the Storz Medical DUOLITH SD1

with the ’Sepia’ handpiece. Two different values for the focal zone can be found,

a size of 5 × 5 × 30 mm in the data-sheet and a size of 2.8 × 2.8 × 34 mm at 0.55

mJ/mm2 in [32]. It is not specified to which criterion the focal zone was determined,

therefore those measurements are assumed to be the -6 dB zone; the focal length is

specified as 50 mm.
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PE Applicator

The piezoelectric applicator is modelled on the Swiss PiezoClast [84], which has a

focal length of 40 mm. The -6 dB zone is specified as an ellipsoid with a width of

1.2−2.8 mm and a length of 5.0−14.1 mm, depending on the amount of energy used.

In [89, 70] it is hypothesized that in a spherical applicator (therefore only piezoelec-

tric) the pressure level depends on the focussing angle. Therefore the variable

F# =
F

2 a0
(5.1)

was introduced, which represents the focussing strength - with a low number being

very focussed and a high number represents a weak focus with a wider focal zone. F

is the radius of curvature of the applicator and a0 the opening radius. Applicators

with a similar F# have a similar shape of the focal zone.

Non-linearities are created either over a long distance at a lower pressure or at a

shorter distance with higher pressure (see equation (1.20)). This makes applicators

with a long focal zone at the same focus length, or with this description, a higher F#,

favourable for the generation in shock waves at the same input energy. To compare

this effect two piezoelectric applicators with a different F# are created, one with

F# = 0.68 (based on the PiezoClast applicator mentioned above) and F# = 0.87.

According to [69] a piezoelectric applicator with F# = 1 needs to have a radius of

above 19 cm to be able to form a fully developed shock wave through the skull with a

frequency of 1.2 MHz and below while keeping a the maximal possible energy output

of a piezoelectric-element (40W/cm2). Due to the 45 mm focal length restriction

it is not possible to adapt the PE applicator to this suggested size. Generating

a fully developed shock wave through the bone with the presented settings would

therefore probably not be possible, on the other hand the definition of a shock in

the presented paper seems to be rather strict and could probably not be achieved

with the resolution used in this simulation.

Applicator Comparison

In figure 5.1 a comparison of the listed focal zone sizes can be found; if multiple

values are specified, the average is taken. As mentioned before, the focal size is to

be interpreted as qualitative information simply due to the lack of data. A summary
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with the aperture and focal length as reference is listed in table 5.1.
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Figure 5.1: Comparison of the longitudinal sections of the -6 dB pressure focal zones
provided by the manufacturers for the model applicators; fzradial shows the width of
the focal zone in the radial direction, fzaxial shows the length in the axial around the
central focus point.

Table 5.1: Comparison of the model applicators focal zone fz, with their aperture and
focal length as reference.

Material fz Length fz Width Focal Length Aperture
[mm] [mm] [mm] [mm]

MTS OE50 23.3 5.7 ∼ 30 ∼ 45
MTS OP155 73.45 7.4 ∼ 45 ∼ 50
DUOLITH SD1 ’Sepia’ 32 3.9 50 ∼ 45
PiezoClast 9.55 2 45 100

The different applicators can therefore be categorized in the highly focussed piezo-

electric applicators, the moderately focussed applicators like the EM and the ellips-

oidal EH applicator, and the very wide focussing paraboloid EH reflector.
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Limitations

Unfortunately, the values provided by the manufacturers are often not informat-

ive enough. Most of the time only the energy flux density is given, the maximum

pressure is hardly ever specified. The position of the focal lobe depends on the the

energy setting; furthermore, it may be hard to find a closer specification on how the

focal distance and size of the focal zone is defined. The parameters are measured in

a controlled environment, often submerged in a water bath and not in a simulated

application situation - but the zones may vary significantly due to the inhomogen-

eities in the human body [65].

It’s partly due to a number of different factors, but above all it is due to the in-

sufficient description of the individual products that it is hard to reconstruct and

compare the applicators.

5.2 Applicators Design and Implementation

Applicators in studies are often defined as a 2D source [23]. To reproduce the char-

acteristics of each applicator it was decided to remodel the three different applicator

types in 3D.

Five applicators are used in this comparison, which are based on the existing shock

wave applicators presented in section 5.1, but were adapted to a focal length1 of 45

mm. The PE applicators were calculated due to their simple geometry, as well as

the ellipsoidal EH applicator; the other two paraboloid reflectors were optimized at

10 MPa using a voxel resolution of 0.35 mm; at this pressure level the non-linearities

should be rather small, and the geometrical focus close to the actual focus. At higher

pressure levels the focal zone will shift further away, partly to the non-linearities and

partly to the fact that in the reflectors the angle of reflection is larger than the in-

cident angle. This gap increases when pressure and incident angles get higher [8].

To avoid overlapping source points a single pixel thick layer was used as a source,

which prevents smoothing of the sound wave [23]. All of the resulting geometrical

details of each applicator used in this simulation can be found in the Appendix A.5.

1Distance from the applicators surface to the point with the highest pressure in the focal zone
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Ray Tracing

For most of the applicators the data needed to reconstruct them is either incomplete

or it has to be adapted according to the focal length restriction. A linear increase

in size is often not possible due to the complexity in the geometry of the reflector;

the focus zone would shift not as expected, or its shape would distort or increase

disproportionately. To avoid these side effects, two ray tracing programmes were

created.

Analytical Approach

The analytical ray tracing is only used for the electromagnetic applicator where

the initial shock wave can be approximated with a cylindrical and not a spherical

spreading and the reflector is based on a differentiable function. The goal is to find

the most fitting parabola in the form y = xn

p
+ b. The parabola is forced through

two points, one at the aperture of the reflector, and the other one at the base of

the coil. The equation system is still underdetermined, which forces one variable to

be chosen. Since the exponent n is the hardest to calculate the ray tracing is then

completed for a range of n to find its best fit.

As only rays radial to the coil core are considered, with these restrictions an exact

intersection of the shock rays and the reflector can be calculated. Using the first

derivative at these points of the parabola the incident angles can be determined

and also the reflected angles can be calculated. The incident points of the reflected

rays and the main axis are then used to compare to the focal zone provided by the

manufacturer assuming a Gaussian distribution.

Numerical Approach

The numerical approach is more universal than the analytical approach, the position

and the angle of the source-rays can be chosen freely. The intersection of the pressure

rays and the parabola are calculated by subtracting the line equation y = m∗x+c of

the pressure ray from the parabola y = xn

p
+ b and determining the point where the

sign changes. At this point the tangent of the parabola is determined numerically

with the first derivation f ′(x) = f(x+h)−f(x−h)
2h

and the reflected ray can be calculated

assuming that the angle on the incident and the reflected ray are the same. As before

only the variable n is changed to find the best fit of the focal zone.
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Figure 5.2: The analytical (a) and the numerical (b) ray-tracing with a electromagnetic
applicator and a electrohydraulic applicator. The distribution of the intersections of the
rays with the y-axis are used to compare the focal zones with the model applicators,
the number of rays for this process is largely increased.

Limitations

The difference in the incident and reflected angle for higher pressures as pointed

out before was not included in these calculations, neither could non-linearities be

implemented in this ray tracing script. While this tool is not able to calculate a

complete accurate positioning, it was very helpful to adjust the focal centre and the

size of the focal zone.
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EH Applicator

Both of the used EH applicators are based on the shock wave devices produced by

MTS Medical UG [58]. There are two different types of reflectors available for this

type of shock wave generation. The first applicator type features a reflector shaped

by a parabola, the second uses the natural property of a ellipsoid to have two focal

points: if the source is positioned in one of them, the signal is reflected to the second

focal point.

The ellipsoidal reflector was composed out of two ellipsoids which are used to create

a shell and after truncating them at the determined size, the source sphere was

placed in one of the determined foci.

The paraboloid reflector was implemented in Matlab by using the determined

parabola and rotating it around the central axis.

As a source a small sphere with a radius of 0.5 mm is used, which floats at the point

of generation; the steel electrodes were not included in the simulation - the holes

in the reflector that were intended for this purpose were therefore filled with PVC

instead of steel to reduce the reflection at this section to stay closer to the original

applicator.

EM Applicator

The EM applicator is based on the Storz Duolith F-SW handpiece ’SEPIA’ [82], the

reconstruction is based on geometric measurements and the information provided in

the operation manual [83]. The determination of the exact parabola function used

in the reflector turned out to be non-trivial since already small deviations have a

significant impact on the focus position. Using the implemented ray-tracing with

the analytical approach the focal distance was adapted to the targeted 45 mm.

The reflector based on the parabola was generated similarly to the EH applicator

using the rotational symmetry. While the material composition of the coil at the

core could not be determined, it showed to have no significant influence for the

simulation if either PVC or steel was used.

Lamb waves, which are oscillations generated by the membrane being fixed to the

applicator, were neglected in this simulation [23].
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PE Applicator

Due to the flexibility of the piezoelectric elements in size and in positioning, the

easiest and most controlled way to build a reflector is by arranging them on a sphere

[85, 84]. The size and position of the focal zone can be determined by the radius

of the sphere and the angle of the circular segment. The applicators were therefore

created by removing a circular indent from a volume of metal and paving the surface

with source-voxels. The size of the single piezoelectric elements, the arranging and

the spacing due to the restrictions in the production were neglected.

5.3 Input Signal

The input signal is the signal created at the source of the respective applicator. Due

to the difference in the physical generation of it, no universal input signal can be

chosen, it has to be customized manually for each of the technologies. This results

in three different input signals which had to be elaborated. For the EH and the EM

applicator pressure measurements, created at the Laurenz-Böhler Institute (LBI),

recorded at different positions served as a base for the reconstruction, while for the

PE applicator measurements found in several papers and data sheets of manufac-

turers were used.

First of all, the type of input signal had to be chosen: k-wave provides the option

to use a velocity and a pressure source2. Both are calculated at the staggered grid

points and additionally to achieve a symmetry in the reflector the source voxel had

to be adjusted manually. A distance of one or more voxel had to be maintained

from the closest reflector material to prevent that the source is not defined inside

the metal; only due to this implementation any unnecessary transmission interface

can be avoided. After testing only the pressure source showed to be symmetric

enough for further use.

The input signals are non-periodic and show sharp gradients which results in high

frequency components if translated to the frequency space. The grid size limits the

frequency range and as a result, the Fourier series is truncated and a non-sufficient

amount of Fourier coefficients are left to describe the signal. The produced signal can

show oscillations, especially close to steep jumps in its gradient. This phenomenon is

2The use of a pressure source can be interpreted as an injection of mass in free space.
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called Gibbs-Phenomenon, and is especially visible in the case of an electrohydraulic

simulation due to its sharp gradients [49].

To reduce the appearance of these oscillations the input signals were smoothed in the

frequency domain with a Kaiser Window, applying the included filterTimeSeries,

or while in the time domain a cosine function was applied [81].

The best way to avoid these problems is by choosing an input function which re-

sembles the original input while keeping the frequency range as small as possible -

which is unfortunately hard to achieve manually. In the closer selection there was a

truncated and dampened sinus

fin(t) = sin(2 π f t) ed f t (5.2)

and a combination of different Gaussian curves

fin(t) =
∑
i

ai e
− 1

2

(
x−bi
ci

)2

. (5.3)

Eventually the Gaussian combination was picked due to the ease of use and manip-

ulation, and the rare occurrence of oscillations described by the Gibbs phenomenon

due to the naturally smooth transitions of the signal.

The pressure amplitude had to be adapted with the voxel size, though. Changing

the resolution also changes the amount of source points and therefore the pressure

generated. Another factor, which had to be counteracted, too, is the geometrical

decay. While a 1D simulation shows no decay (except the absorption), in 2D and

3D there is a decay due to the cylindrical and spherical spreading. As a result the

initial pressure was not only adapted to the number of source points, but also to the

geometrical spreading with 1
sqrt(radius)

for the cylindrical waveform in 2D and 1
radius

for the spherical wavefront in 3D for an easy switch between a lower and a higher

resolution [49].

As mentioned above in section 5.2, all the applicators were adapted to the same

focal distance, but also the output signal had to be made comparable as well. Since

the characteristic signal shape has to be maintained, either their energy flux density

or the pressure has to be matched.

Matching the signals of the different applicators in one attribute results in a large

deviation in the other. The exact effects of the different parameters on the human
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tissue are mostly unknown, but in stone comminution the average positive pressure

showed to have the biggest correlation, while the energy showed to have less impact3

[63]. Adapting for the average pressure with varying signals was hard to achieve,

therefore it was decided to match all the signals to the same maximal pressure levels

instead.

The target value of the maximal pressure was then chosen to be 20 MPa, which is

5 MPa less than the value suggested in Beisteiner et al. [74] for brain stimulation.

A higher pressure value would show more non-linearities, but would call for an even

higher resolution due to the grid size restrictions explained in section 6.1. Regarding

the safety of the use of shock waves in the brain, in Beisteiner et al. [74] a threshold

of 0.25 mJ/mm2 at 4 Hz with a maximal peak pressure of 25 MPa is suggested, but

below 40 MPa no lesions have been observed.

The exact settings for the following applicators are described in the appendix A.6.

EH Applicator

The EH signal is generated as described in section 2.1 by the rapid expansion of a

plasma, followed by the collapse of the thereby generated bubble. To implement this

steep gradient in the pressure rise a piecewise function was used. The first rise was

generated by a Gaussian function with a very small standard deviation, at the the

maximum it was interrupted and continued with a Gaussian with a bigger standard

deviation. The measurements taken at the LBI, as well as in Coleman et al. [7]

served as a model for the reconstruction.

EM Applicator

Measurements of the EM applicator outside the focal region and close to the mem-

brane describe the signal as a sinusoidal shape [7, 4]. This could be confirmed

with measurements taken at the LBI. With a combination of three Gaussian curves

an input signal similar to a damped sinus was generated. The advantage of using

Gaussian curves is that almost no filtering is needed for a smooth transition.

PE Applicator

The signal of the PE applicator was assumed similarly to the EM source, but the

tensile components were more pronounced. Depending on the physical dampening

3It was hypothesised is that the quasi static tensile failure strength of the stone has to be exceeded.
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the ’trail’ of smaller oscillations can be quite prominent but were not taken into

account in this simulation. The signal is based on the measurements provided in

Sternecker et al. [46] and several other sources [64, 73, 72, 79, 7].

Input Signal Comparison

In figure 5.3 the input signals are depicted schematically. The input signals are

easily distinguishable and show different properties. The implemented piezoelectric

signal shows a prominent tensile peak before and after the main compressive wave.

The EM input signal also shows a tensile peak before and after, but it is not as

distinct as the PE signal and is asymmetric. The EH signal just consists of a steep

rising and slow falling compressive component with no implemented tensile parts.

t

p

(a) PE

t

p

(b) EM

t

p

(c) EH

Figure 5.3: The schematic input signals at the source voxels for the different applicator
technologies, the settings used are found in the appendix A.6.

The implemented signals may not correspond to the reality at the source point, the

energy in the tensile and compressive part should sum up to zero in a case with

no dissipation and no net particle movement; but the used input signals result in a
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good agreement in the vicinity to the focal point. Close up measurements are rarely

available and only generable by partly dismantling the head of the applicator, which

is usually not feasible.

Applying a Fourier analysis on the presented input signals results in the curves

visible in figure 5.4. It is hard to determine a dominant frequency, except for the

PE signal which shows a clear frequency bump at around 600 kHz. In general the

assumption is made that the EM applicator shows the lowest frequency composition,

followed by the PE applicator. The EH signal is the one with the highest frequency

components, the pre-filtering of the signal to prepare it for the grid is tougher on it

than on the other two signals, which show a clear decay before the 4 MHz threshold.
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Figure 5.4: Fourier analysis for the input pressure signals of the simulations with the
cut-off frequency of 4MHz.

The Fourier analysis can be used as a prediction for the behaviour of the simulation.

The high pressures used should shift the spectral weight to the right - which is

possible for the PE and the EM, as the grid supports a higher frequency; the EH
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signal on the other hand is already on its limit, a shift to a higher frequency spectrum

can not properly be displayed.

5.4 Phase Correction

Phase correction is a method which can be used in some piezoelectric applicators to

synchronize the single piezoelectric elements according to the obstacle properties,

in this case the skull, that all of the elements signals arrive at the same time. This

should improve the signal form, energy and pressure at the focal point. As this

technique requires a CT and needs to be recalculated for every change in position,

at the moment it is only feasible in stationary devices (eg. ExAblate [76]).

By creating a simulation with a CT of the patient’s skull - where the source is ap-

plied in the target region of the brain, and the piezoelectric elements act as sensors -

the phase difference introduced by the irregular shape of the skull can be simulated.

Keeping in mind these facts, the signal of each element is adapted accordingly4 [43,

81, 39]. In Sun et al. [38] an increase of pressure by 95 % was possible to achieve

applying this technique, but even in the corrected attempt the signal amplitude was

still only 9 % of the pressure amplitude in an empty water bath.

In this model the source voxels were not divided into single piezoelectric elements,

but the phase correction was implemented for each voxel separately. As a result,

the simulation’s outcome should be better than a real case scenario, since one PE

element would consist of multiple source voxels. The implementation was done by

creating a simulation where all the source voxels and the sensor voxels were swapped

while the CT is present. The recorded signals at the applicator were then compared

to generate a time shift for each voxel by using the maximal pressure peak as a

reference. In other words, for each source voxel a time delay is calculated based on

what medium is between the source and the focal centre.

This process was only calculated for the PE applicator with F# = 0.87, whereas the

source signal and its input amplitude was left unaltered.

4Only works for applicators where each element can be controlled separately.
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6 Shock Wave Simulation

The shock wave simulation was carried out by using the open source k-Wave tool-

box1.

6.1 k-Wave Toolbox for Matlab

k-Wave is a Matlab toolbox developed by Bradley Treeby and Ben Cox (University

College London), while the C++ version of the simulation was contributed by Jiri

Jaros (Brno University of Technology). Its focus lies on the propagation of acoustic

waves in heterogeneous media while taking account cumulative non-linear effects to

the second order. This makes it especially useful for simulations of ultrasound waves

for the biomedical use.

The toolbox is based on the k-space pseudo-spectral method (also called k-space

method), which is based on the Fast Fourier Transformation (FFT). This makes

it possible to use a much coarser grid than a classical finite difference and finite

element simulation where at least six to ten grid points per element have to be used

for a reliable result. In this case, according to the Nyquist theorem, only two grid

points have to be used. This reduces the amount of grid points in a 3D simulation

by at least a factor of 33, which even allows this type of simulation to be calculated

on a moderately strong desktop PC without disregarding its accuracy.

Simulation Grid

The simulation is based on a staggered grid, which means that the velocity and

pressure are spatially stored slightly off place than the remaining variables. While

this is an option to reduce discretization errors, it can be more difficult to handle

simulations which require symmetry.

As mentioned before, the grid size of the simulation depends on the maximal cal-

culable frequency which is to be achieved [10]. This is due to the Nyquist-Shannon

sampling theorem, which states that at least two grid points per wavelength (PPW

= λ/∆x) are required. Since the wavelength λi in a material can be calculated using

1http://www.k-wave.org/
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its speed of sound ci and the frequency of the wave f with

λ =
ci
f
, (6.1)

the simulations frequency is limited by the the grid size dx and the material with

the lowest speed of sound cmin:

fmax =
cmin

2∆x
. (6.2)

To provide a reliable comparison all the simulations have to be calculated with the

same grid size dx to rule out an advantage for smaller reflectors which could be

calculated with a higher resolution as the non-linearities could become more vis-

ible. As described in section 1.4 the non-linearities are created by higher frequency

harmonics. The grid therefore has not only to be fine enough to cover the input

signal, but also the high frequency components which are generated during the wave

propagation.

Another prerequisite for the grid size is the smallest prime factor of the resolution -

the smaller it is, the faster the simulation is running. It was therefore tried to use

only grid sizes with prime factors of 2 and 3. This is especially important with the

use of a computational centre since every simulation has a limited runtime. Using

a a GTX 1070 with grid size of 512 × 256 × 256, with the smallest prime factors

of 2 × 2 × 2, the simulation time accumulates to around 38 minutes, a switch to

the slightly smaller domain of 511 × 255 × 255 with the smallest prime factors of

73× 17× 17 increases the simulation time to 112 minutes.

Limited by the size of the reflectors and the computational power, a domain size of

1024 × 648 × 648 for the final simulation is chosen with a voxel size of 0.17 mm,

which shows a feasible simulation time with its smallest prime factors of 2× 3× 3.

According to Robertson et. al [43] there are several numerical errors which require

certain settings for reliable numerical results:

❼ medium discontinuity

At medium interfaces reflection occur; to depict them properly and achieve

an energy transmission error of less than 10% (corresponding to a 95% recon-

struction of pressure) between soft tissue and bone a PPW of at least 4.3 is

necessary.
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❼ staircaising

Staircasing is an effect which arises if a continuous geometric model is trans-

lated into a Cartesian grid - it will be approximated in a stair-stepped manner.

To obtain an error ≤10% in the intensity amplitude caused by a medium inter-

face in 2D at least 6 PPW would be needed, while no real relationship between

the angle and error should be observed. If the staircasing effect is generated

by a double medium interface (soft tissue - bone - soft tissue) even 20 PPW

would be required.

Surprisingly, in a convergence model in 3D where all numerical errors are included

6 PPW seem to be sufficient for ≤10% intensity error; it is suggested that the stair-

caising is reduced in 3D geometry [43].

The listed effects mainly influence the pressure amplitude and not the location, lat-

ter does not vary more than 50% of the wavelength and is suggested to be solely

due to the misregistration of source points [43]. Therefore, for spatial targeting a

low resolution approach may be sufficient.

With the mentioned resolution in this simulations only frequencies below 4 MHz

fulfil the 2 PPW requirement and are depicted. As visible in figure 5.4, the EH

applicators show the highest input frequency are therefore affected the most by this

restriction. Due to the low-pass properties of the skull bone, the propagation of

higher frequency components is restricted and numerical disturbances are mostly

expected in the water bath without the skull present where the non-linearities can

evolve without constraints. On the other hand, with the skull as obstacle, the 6 PPW

requirement suggested for a medium interface is only fulfilled for a frequency below

1.3 MHz, which is again affecting the EH applicators the most, in this case influen-

cing the signal amplitude instead of causing numerical disturbances. Additionally,

the provided CT has a resolution of only 0.5mm× 0.5mm× 0.5mm which is inter-

polated to the grids resolution. Staircasing errors therefore can not be prevented for

higher frequencies in the simulation at hand, which may influence the intensity error.

Perfectly Matched Layer

Due to the periodic nature of the k-space method of k-wave, waves exiting at one side

of the domain reappear again at its opposite side. To avoid this a perfectly matched

layer (PML) is introduced, which provides sufficient absorption while not reflecting
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it back into the medium. Therefore a PML thickness of 10 voxels in every direction

is chosen, which is a typical value for 3D [49]. An advantage in the simulation at

hand is that the runtime is not long enough to be very susceptible for this type of

error.

Time Step and Stability

A way to control the time step size is by the Courant-Friedrichs-Lewy (CFL) number,

which is defined as the distance ratio a wave can travel in one time step:

CFL =
c∆t

∆x
=

PPW

PPP
, (6.3)

with the speed of sound of the medium c, the grid size ∆x and the time step ∆t.

In other words, it is the ratio of the distance the wave can propagate in one time

step to the distance between the grid points. Another way to express it would be

the relationship of grid points per wavelength (PPW) to temporal points per period

(PPP = 1/(f∆t)) [43]. To provide stability, this ratio should be smaller than one

CFL ≤ 1, since any changes in the grid should be registered by its closest neighbour

and not jump between grid points.

The CFL number in this case was set to 0.3. Choosing a higher value was not pos-

sible due to another stability reason: To provide the highest accuracy, a reference

speed has to be chosen, which should be the speed of sound of the observed medium

[49]. If the reference speed is set higher, a phase error can occur which increases

with the speed of sound difference of the reference value to the observed medium.

The drawback is that the time step has to be decreased, otherwise the phase error

may blow up, and with the other used settings a CFL number of more than 0.3

would decrease its stability. A smaller value would probably be preferable, though,

because of the strong heterogeneity of the medium, but the wall-time of the server

used for the calculation does not allow a longer simulation. Increasing the time-step

increases also the simulation duration linearly. A short comparison for the EH ap-

plicator with a CFL value of 0.2 was made, but no differences could be observed,

though.

One has to keep in mind that the same CFL number in a spectral method will

produce a much coarser time step than finite element simulation due to the difference

in grid size as discussed in section 6.1, but will still provide a similar accuracy [11].
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Record Probe

To make the simulation as comparable as possible with a real life application, the

sensor was adapted to the size of a needle-type hydrophone and the signal was

averaged over a circle of voxels with the radius of 0.25 mm. Several recordings were

made along the applicators central axis around the focal centre to have as many

measurements as possible. Also the minimum and maximum pressure at each point

in the medium was recorded. This ensured a comparison of the size and shape of

the focal zone.

Limitations

In a normal application the reflector would be applied manually with a liquid or gel

filled stand-off to determine the distance, with air as the surrounding material. In

comparison to the organic tissue, air has a low speed of sound of only 343 m/s and

would thereby decrease the stability of the simulation. In an ideal case, air should

not be present in the shock wave pathway, therefore the setup is reduced to the

materials of the reflector and the organic tissue which should be observed, while the

rest of the domain is filled with water. Air bubbles, which could be trapped in a

real therapy in the ultrasound gel or between the hair, were therefore neglected as

well, but can reduce coupling in therapy dramatically.

The k-wave simulation needs to set a reference speed of sound with a heterogeneous

medium to reduce a phase error and satisfy its stability conditions. Normally the

reference speed is set to the highest speed of sound in the domain, but by this the

error in other parts of the domain increases. Unfortunately, this simulation contains

a variety of materials with a wide range of speed of sounds: While organic tissue

has a speed of sound close to water of around 1500 m/s, the skull bone can have

a speed of sound up to 3000 m/s, only to be topped by the reflector made of steel

with around 5600 m/s. To ensure the highest precision in the target region, these

reference values should match the speed of sound of that region. The time steps

dt have to be adapted to comply with the stability criterion. This increases the

calculation time, while preserving a low error in the target region, but reducing the

accuracy in regions with a big difference in speed of sound to the chosen reference

value.

With a high pressure and a medium discontinuity, errors could arise which could
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produce high frequencies; these would result from the reflection at the skull, and

the steep changes in medium properties could introduce Gibbs phenomena in the

pressure field [43].

Another limitation is the power law absorption which was used in the simulation.

While being accurate in soft organic tissue, the shear modulus of bone would have

to be taken into account. In k-wave a solver that accounts for shear waves is im-

plemented; unfortunately, this version is only available in the Matlab and not as

CUDA or C++. Due to the time restriction on the server a smaller domain size

and therefore a lower resolution would be needed, where the non-linearities are no

longer properly depictable due to the loss in high frequency components.

The only way to bypass this is to apply the shock waves normal to the bone sur-

face. As shown in Treeby et al. [12] the shear waves are negligible below a critical

angle of around 34➦ to the normal vector of a surface. In another study [77] it was

determined that the critical angle depends on the density and structure of the bone,

and a critical angle of between 30➦ to 45➦ was observed.

While no obvious occurrence of a critical angle is observed, due to the curvature and

heterogeneity of the skull and the large area where the shock waves penetrate the

bone, it may not be possible to completely avoid the generation of shear waves; run-

ning this setup with shear waves included could improve its accuracy - a deviation of

15% in the pressure amplitude, focal volume size and location has been reported [42].

The signals which were used to reconstruct the applicators are recorded with a vari-

ety of different sensors. In older studies often PVDF needle sensors were used, which

have a slow rise time and moreover underestimate the tensile component. This is

due to the low adhesion to water and potential cavitation at the surface can occur

- which may even erode the hydrophone [75]. Sensors with optic fibre are now ac-

counted for as state of the art, and while they are not able to measure low pressures

precisely [44, 36], they have a smaller area and a better adhesion to water.

6.2 Simulation Settings

The Matlab K-wave tool offers different ways of simulating the domain: One could

turn to 2D and 3D, as well to axisymmetric (rotational symmetry) simulations.

Each of the simulation methods mentioned has its advantages and disadvantages.
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2D Simulation

The 2D simulation is the fastest and easiest way to simulate, but unfortunately

the least realistic of the options mentioned. It assumes that the provided layer is

repeated at infinitum above and below; a point given in 2D would be an infinite

long cylinder in 3D instead of a sphere. The target also receives the signal from the

sources in the layers above and below, even after the signal should have ended. This

approximation is not sufficient and was therefore only used for testing purposes, a

comparison between the different simulation types are demonstrated in figure 6.1.
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Figure 6.1: A comparison of the different simulation options using the Piezo reflector
in a empty water bath with a voxel size of 0.25 mm. The axisymmetric and the 3D
simulation are fairly similar, while the differences of the 2D simulation are clearly visible.

Axisymmetric Simulation

An axisymmetric simulation would be acceptable for the free field simulations; while

slower than 2D, it would be still faster than 3D while providing a similar result.
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To apply it on the skull, the tissue would need to be simplified in a manner to

be axisymmetric, the reflectors used in this simulation could all be adapted easily

because of their rotational symmetric nature. Another limitation would be that only

a medium with a power law coefficient of 2 is supported, therefore it was decided

not to pursue this approach any further.

3D Simulation

The 3D simulation provides the highest accuracy, but also at a great computational

cost. Every increase in size by the factor f increases the computational effort by

f 3. While a grid of about 512× 256× 256 is perfectly feasible on a GTX 1070 with

8 GB of memory, a simulation in the size of 1024× 648× 648 requires a memory of

over 60 GB, which can only be handled by expensive hardware accelerators such as

the NVIDIA A100 with 80 GB (≈ 12500 ✩). Instead of performing the calculation

on a GPU, an Intel Server at the Center for High Performance Computing (CHPC)

in Utah with 64 GB of RAM was chosen.

Figure 6.2: Section of the setup with the CT and the EM applicator.
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CHPC - Center for High Performance Computing

To use k-wave on the server an input file has to be created which is then executed

by the C++ binary provided by the k-wave tool. This workflow can be carried out

in a single file using the SLURM workload manager.

First, the cluster has to be selected, followed by the necessary requirements for a

node. All of the clusters have a fixed wall time of 72 h, which means the job gets

aborted if the computation exceeds this limit. Therefore, a full node is requested,

with at least 64 GB of RAM to be able to process the size of the 3D volume.

To be able to prepare the input file and execute the binary, several modules have

to be loaded (Matlab R2018b, intel, spider fftw, impi, hdf5, and if GPUs

are used also CUDA). After that a .h5 file can be created using Matlab which is

then processed by the mentioned C++ optimized version of k-wave. The average

computation time with 1024× 648× 648 grid and a CFL = 0.3 on a Intel Xeon

E5-2670 v2 (10 CPU cores) is about 30 h.

6.3 Evaluation Methods

In order to compare the ability to create shock waves through the skull bone the

resulting signals were evaluated by using the maximal pressure, the gradient ∆p
∆t

between 20 % and 80 % of the maximal pressure of the signal and the resulting PII,

but also its frequency.

Frequency Analysis

A quick estimation of the frequency of the signal can be performed by using the

’zero crossing frequency’. While for a low pressure ultrasound device using a sine

wave it is matching with the actual frequency, for non-linear waves it is just a very

rudimental approximation. Due to the shift of frequencies into the higher harmonics

as described in section 1.4, a fast Fourier transformation (FFT) has to be applied

to get the actual frequency values.

For the FFT the signals are cropped only to the main shock wave to avoid influences

by the later recorded scattered pressure waves. Due to the nature of the shock wave
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the signal is very short and non periodic - which results in a poor FFT resolution

RFFT =
fs
N
, (6.4)

with N as the number of data points of the input signal and fs =
1
dt

the frequency

of the data points. Increasing the resolution of the frequency spectrum is only

possible if the pressure signal is recorded over a longer period of time (increasing

N), or the time steps dt are reduced even further. The latter was not possible due

to computational restrictions, the former can be even achieved without increasing

the computing time by ’zero padding’ the signal before applying the FFT, as the

observed signal is only a short peak and not periodic. This technique interpolates

the data in the frequency spectrum by adding zeros to the original signal for a better

read-out. Each observed signal was padded with ten times of its length.
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7 Evaluation

The goal of this chapter is to demonstrate the pressure distribution in the brain and

assess the influence of the skull and the attenuation models applied on the different

applicators. Both the resulting focal zone and the pressure signal in the focal centre

are being studied.

7.1 Simulation in the Water Bath

To compare the influence of the skull, reference simulations in the water bath without

any obstacles are created for each applicator. As indicated in section 5.2, the focus

point was set by using a lower resolution and a lower pressure. Afterwards the

pressure was increased to 20 MPa without re-adjusting the focal point again, even

if it is possible for the focal points to be displaced differently depending on the

used applicator. This is due to the inclusion of higher frequency components and

different reflection angles at the metal reflectors. This decision is based on the high

computational cost at the higher resolution and the complexity of the applicators,

which makes the adaptation process a tedious task with many repetitions.

Scalar Parameters

The maximal pressure of all the applicators was optimized to be 20 MPa with a

deviation of less than 10 % at the focal centre, the other parameters strongly vary

between the different technologies. The p+,max and p−,max listed in table 7.1 are

the maximum and minimum occurring pressure in the water. The translation value

dA represents the focal shift from the predefined centre located 45 mm from the

applicator surface, the values dx and dy are the focal shift in the x-y plane. In figure

7.1 (and similarly in all the other pressure signal plots) the recorded curve is the

signal along the applicators axis with the highest pressure; no translations in the

x-y plane were taken into account. The gradient ∆p
∆t

and the PII are calculated using

their respective curve.
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7.1. SIMULATION IN THE WATER BATH

Table 7.1: The maximum and minimum pressure, gradient and energy flux density in
a water bath obtained by numerical simulation for the different technologies. The last
column represents the translation from the geometric focus centre in the direction of
the axis dA and the x-y plane dx, dy.

Applicator p+,max p−,max
∆p
∆t

PII dA/ dx/ dy
[MPa] [MPa] [Pa/s] [mJ/mm2] [mm]

EH, parabolic 21.25 -1.94 1.62e+14 0.0438 2.72/0.17/0.17
EH, elliptical 20.09 -1.48 1.11e+14 0.0418 1.36/0.00/0.00
EM 19.04 -11.92 3.61e+13 0.1990 3.28/0.17/0.17
PE, F# = 0.68 21.82 -12.59 8.01e+13 0.1236 -0.17/0.00/0.00
PE, F# = 0.87 21.47 -10.79 9.86e+13 0.1020 0.34/0.00/0.00

As displayed in table 7.1 and in figure 7.1 the energy transported with the EH ap-

plicators is a fraction of the other technologies. A reason for that may be the high

frequency which needs the pressure to be higher to increase the energy. The EH sig-

nal is also distorted due to numerical disturbances, which are a sign of a resolution

that is too low to be able to support the occurring frequencies. While using the same

input signal shape, a difference between the parabolic and the ellipsoidal applicator

signal could be still observed. This may partly be due to the larger focal zone of the

parabolic applicator which requires a three times larger pressure scaling factor to be

applied on the input signal to reach the target pressure of 20 MPa. Increasing the

input pressure generally also increases the proportion of higher frequencies resulting

in a poorer performance even if the resolution is kept the same.

The EM applicator shows the lowest gradient while having the highest PII; this is

due to its long duration and low base frequency.

Both of the PE signals show very similar properties, some slight variations are found,

though. The applicator with the F# = 0.87 shows a higher gradient, but a lower

tensile pressure and PII. This would coincide with the theory presented in section

5.2 which states that an applicator with a higher F# generates a steeper gradient,

but at the cost of a higher energy loss. Another reason could also be slight variations

in the input signal: the shape is the same, but the amplitude is not.
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Figure 7.1: Pressure signals of the simulations in the water bath along the axis in the
respective focal centre; for a better overview the time axis was adjusted to the same
interval.
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7.1. SIMULATION IN THE WATER BATH

A look at the Fourier analysis of the signal in figure 7.2 substantiates the mentioned

numerical disturbances: the PE and EM signals have a natural decay before they

reach the cut-off frequency of 4 MHz, the resolution is sufficient to depict their prop-

erties. However, the EH signal shows a rapid decay after it reaches this threshold;

due to the computational restrictions no improvements were possible to avert it.

These disturbances show an effect on all the parameters. This casts doubt on the

question whether the simulation of the EH applicator in the water bath is feasible at

this resolution. In figure 7.2 also the to the area of the resulting signals normalized

Fourier spectra of the input signals is depicted1. This makes it possible to visualise

the in section 1.4 described and anticipated frequency shift.
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Figure 7.2: Fourier analysis for the pressure signals of the simulations in the water
bath in the respective focal centre (solid), and the respective normalized input signals
(dashed), with the cut-off frequency of 4 MHz.

1The normalization was necessary due to the difference in magnitude between the signals.
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7.1. SIMULATION IN THE WATER BATH

Focal Zone

In figure 7.4 a longitudinal section of the maximal pressure reached during the sim-

ulation is illustrated. These figures can be used to calculate the dB zones and for

a comparison with -6 dB zone of the model applicators in figure 5.1 an idealization

in the form of an ellipsoid is generated in figure 7.3 (see appendix A.7 for the non

idealized zone shape). Due to the scaling and partly remodelling of most of the

reflectors only a qualitative comparison is possible.
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Figure 7.3: Comparison of the longitudinal sections of the -6 dB pressure focal zones
calculated by the simulation for the different applicators; fzradial shows the width of
the focal zone in the radial direction, fzaxial shows the length in the axial direction
around the central focus point. The translations of the focal zones are neglected.
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7.1. SIMULATION IN THE WATER BATH

The most noticeable difference is the size of the two parabolic applicators, namely

the EM and the EH with the parabolic reflector. It seems that the assumptions made

for the reflector function were too vague to come close to their model applicator.

The second EH applicator with the elliptical reflector and the two PE applicators on

the other hand behaved as expected, providing a small focal zone. The differences

in length discussed in section 5.2 due to the different F# have been confirmed; the

applicator with the smaller F# produces a longer focal zone.

It is worth mentioning that due to a randomly switching position of the plasma

spark in the EH applicators the displayed focal zones are rather idealized, in a real

application the focal zone would jump with every new ignition and be deformed -

the focal zone provided by the manufacturer and the simulated one are therefore

assumed to be the ’average’ focal zone.
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(a) EH, parabolic (b) EH, elliptical

(c) EM (d) PE, F# = 0.68

(e) PE, F# = 0.87

Figure 7.4: Longitudinal section of the maximal pressure reached in an empty water
bath; the dashed line and the solid line represent the 5 MPa and -6 dB zone respectively.
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7.2 Simulation with the CT

In this section the different attenuation models of the bone are compared, as the

attenuation values for the soft tissue are kept the same. As visible in figure 7.5 the

differences in the attenuation models do not only change the amplitude, but also

some deviations in the gradients are visible. As anticipated, the models with a higher

attenuation generate a greater dampening effect. This results in only minor changes

in the frequency spectra between the models (see Appendix A.9). Due to the higher

speed of sound in bone the pressure signals arrive sooner than in the empty water

bath. For a better comparison of the signal shapes, all the signals were aligned

manually, and the time differences between the empty water bath simulation and

the different attenuation models are listed in table 7.2. The discrepancy between the

different technologies are possibly due to the various apertures and the propagation

pathway.

Table 7.2: The time gap of the maximal pressure between the water bath and the
different attenuation models.

Applicator Homogeneous Pichardo McDannold
[➭s] [➭s] [➭s]

EH, parabolic -1.92 -2.78 -2.79
EH, elliptical -4.44 -5.91 -5.36
EM -3.81 -6.56 -6.56
PE, F# = 0.68 -4.03 -5.38 -4.92
PE, F# = 0.87 -4.02 -4.94 -4.96

In table 7.3 the most important parameters for each attenuation model are listed.

In comparison to the simulation in the water bath (see table 7.1), almost all prop-

erties are dampened in one way or another: The maximal and minimal pressure is

lower, but the loss was not as bad as anticipated: Depending on the applicator, the

pressure only reaches 50 % of the values simulated in the empty water bath, instead

of the expected 80− 90 % [74]. The tensile pressure component is generally less af-

fected than its compressive counterpart; in some cases even a gain has been observed.
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Figure 7.5: Pressure signals of the simulations for the different attenuation models
(solid line = Homogenous, dashed line = McDannold [61], dotted line = Pichardo [78])
along the axis closest to the respective shifted focal centre. The latter two are mostly
overlapping and almost undistinguishable. For a more adequate comparison all of the
signals were aligned manually, the measured time delays are listed in table 7.2.
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Table 7.3: The maximum and minimum pressure, gradient and energy flux density of
the simulation with the CT applying the different attenuation models for the different
technologies. The last column represents the translation in the direction of the axis dA
and the x-y plane dx, dy from the geometric focus centre.

(a) Homogenous attenuation coefficient

Applicator p+,max p−,max
∆p
∆t

PII dA/ dx/ dy
[MPa] [MPa] [Pa/s] [mJ/mm2] [mm]

EH, parabolic 18.10 -2.41 3.03e+13 0.0284 -4.08/-0.34/0.85
EH, elliptical 14.32 -1.29 2.89e+13 0.0255 -4.08/-0.34/0.68
EM 16.63 -12.00 2.28e+13 0.1784 -4.37/-0.17/0.85
PE, F# = 0.68 13.36 -10.81 3.99e+13 0.0735 -3.4/0.00/0.00
PE, F# = 0.87 15.35 -10.50 4.54e+13 0.0717 -4.25/-0.34/0.51

(b) McDannold et al. [61]

Applicator p+,max p−,max
∆p
∆t

PII dA/ dx/ dy
[MPa] [MPa] [Pa/s] [mJ/mm2] [mm]

EH, parabolic 15.43 -4.14 1.59e+13 0.0222 -4.08/-0.34/1.19
EH, elliptical 12.18 -1.34 1.69e+13 0.0184 -4.08/-0.34/0.85
EM 14.91 -10.76 1.73e+13 0.1494 -4.37/-0.17/1.02
PE, F# = 0.68 9.76 -8.83 2.46e+13 0.0427 -4.25/-0.17/0.34
PE, F# = 0.87 12.97 -9.55 2.84e+13 0.0469 -4.42/-0.17/0.68

(c) Pichardo et al. [78]

Applicator p+,max p−,max
∆p
∆t

PII dA/ dx/ dy
[MPa] [MPa] [Pa/s] [mJ/mm2] [mm]

EH, parabolic 17.07 -3.71 1.78e+13 0.0234 -4.08/-0.34/1.02
EH, elliptical 13.18 -1.53 2.36e+13 0.0200 -4.08 -0.34 0.85
EM 15.30 -11.13 1.83e+13 0.1572 -4.37/-0.17/1.02
PE, F# = 0.68 10.50 -9.16 2.90e+13 0.0473 -5.27/0.17/0.17
PE, F# = 0.87 13.91 -10.06 3.23e+13 0.0528 -5.27/0.00/0.68

The gradient of the signal has also become smaller, but the EH applicators are af-

fected the most. Even if the numerical disturbances are greatly reduced due to the

skull, which acts as a low-pass filter (see figure 7.2), the result is still surprising:

the gradient is of the same magnitude as the other technologies. Assuming that

the numerical disturbances do not influence the simulation with the CT, it seems
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7.2. SIMULATION WITH THE CT

that the skull balances out the advantage of the EH technology, i.e., the shock wave

being present already at the point of generation.

The PII of almost all applicators is reduced, with the EM applicator being able to

maintain the most energy flux density while propagating through the skull. Apart

from its low main frequency it is assumed that its big focal zone helps maintain the

energy at its core: With a small focal zone each interference on the propagating

path scatters the shock wave and reduces the energy in the focal spot. If the focal

zone is of a considerable size, some of the scattered waves are replaced by others.

While this may reduce the size and shape of the focal zone, the area around the

focal spot is still fairly energetic.

The displacement of the focal zone is similar in all cases, therefore it is assumed

that the skull introduces a systematic translation which barely depends on the at-

tenuation coefficient. As described in section 4.1, the skull acts as an acoustic lens

and moves the focus closer to the skull. It is also fascinating to detect that the

differences in displacement between the different applicators in the water bath are

almost compensated by the skull. In other words, smaller differences in the focal

length show almost no influence in the focus shift, the skull re-focusses them being

an acoustic lens. Changing the position and incident angle of the applicators on the

other hand should influence the positioning of the focus spot.

Examining the maximum pressure map on the same position as before (see figure 7.6)

we may conclude, that additionally to the focus shift, the applicators hardly retain

their focal zone shape (also visible in the dB zones, see appendix A.8). Especially

the applicators with a smaller focal zone show a visible distortion, a uniform pressure

distribution can not be maintained. The position of the skull is clearly visible due to

a pressure build-up in the bone, the biological impact of this is unclear and should

be subject to future research.
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(a) EH, parabolic (b) EH, elliptical

(c) EM (d) PE, F# = 0.68

(e) PE, F# = 0.87

Figure 7.6: Longitudinal section of the maximal pressure in the CT, using the Pichardo
[78] attenuation model; the dashed line and the solid line represent the 5 MPa and -6
dB zone respectively.
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7.3 Propagation Influence of the Skull

While being different, the differences in the attenuation models are not large enough

to compare all of the attenuation models with the empty water bath to show the

influence of the bone. The model suggested by Pichardo et al. described in section

4.3 has been chosen since its seems to be a compromise between the other two models.

In figure 7.7 the signals of the water bath simulations are compared with the CT

by using the attenuation model by Pichardo et al., in table 7.4 the properties are

shown in more detail. Most of the differences are attributed to the skull as its

dampening properties and non-linearity parameters are by a factor greater than the

ones associated with the soft tissue.

Table 7.4: In this chart the results of the simulation between the empty water bath and
the water bath with the CT by using the attenuation coefficient suggested by Pichardo
et al. are being compared.

Applicator p+,max p−,max
∆p
∆t

PII
[%] [%] [%] [%]

EH, parabolic 80.3 191.2 10.9 53.4
EH, elliptical 65.6 103.4 21.3 47.8
EM 80.4 93.4 50.7 79.0
PE, F# = 0.68 48.1 72.8 36.2 38.3
PE, F# = 0.87 64.8 93.2 32.8 51.8

The introduction of the skull as an obstacle can be described as an attenuation

mechanism which reduces the pressure and energy, but also acts as a low-pass filter

reducing the gradients.

Especially the EH applicators show big variations; the chances are that the prop-

erties of the EH applicators are not comparable at the resolution used; while the

simulation with the skull included show less disturbances with less visible oscilla-

tions of the signal, the simulation in the water bath calls for a higher resolution to

be considered faithful.
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Figure 7.7: Pressure signals of the simulations in the empty water bath (solid) compared
to the CT with the attenuation model by Pichardo [78] (dotted) along the axis closest
to the respective focal centre. For a more adequate comparison all of the signals were
aligned manually, the measured time delays are listed in table 7.2.
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Figure 7.8: Fourier analysis for the pressure signals of the simulations in the empty
water bath (solid) compared to the CT with the attenuation model by Pichardo [78]
(dotted) along the axis closest to the respective focal centre, with the cut-off frequency
of 4 MHz.

The differences between the two setups are also very visible in the frequency spec-

trum (see figure figure 7.8): a general dampening of higher frequencies can be ob-

served, and a steep fall-off above the 500−600 kHz region can be identified. The EH

applicators are the most affected by this, since a significant part of their frequencies

are above 1 MHz, while the EM and PE applicator show a distinct main frequency

peak of about 200 kHz and 600 kHz respectively.

As discussed in section 4.1 a maximal frequency of 500 MHz is suggested for the

penetration of a skull bone, and a fall-off in the simulation with the skull above this

frequency can be detected. On the other hand, this fall-off could also be explained

with a lack of resolution: it is possible that the simulation is not precise enough to

feature material changes properly, and that a higher PPW is necessary as discussed

in section 6.1. It also seems that the bigger the focal zone is in the water bath, the

82



7.3. PROPAGATION INFLUENCE OF THE SKULL

better it maintains its parameters. As analysed before in 7.2, it is assumed that with

a bigger focal zone the loss of a few focussed pressure waves does not influence the

result as much since they are replaced by other scattered waves. This would explain

the minor pressure losses and the frequency amplitude gain in the EM applicators

and partly the differences between the two PE applicators as well. The advantage

of longer focal zones, that was analysed in section 5.2 may also have an impact on

the result.

Applying the shock wave in a focussed manner to destroy tissue may be difficult,

only a therapy of a wider area would be possible without any further strategies.
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7.4 Phase Correction Method

One of these strategies would be the phase correction method as explained in sec-

tion 5.4. Phase correcting the PE applicator with F# = 0.87 using the Pichardo

attenuation model leads to a significant improvement (see figure 7.9 and table 7.5).
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Figure 7.9: Comparison of the pressure signals and their frequency spectrum for the
non-corrected and the phase corrected PE applicator.

Table 7.5: Comparison of the PE applicator with F# = 0.87 with and without the phase
correction method; the empty water bath simulation serves as a reference.

Applicator p+,max p−,max
∆p
∆t

PII dA/ dx/ dy
[MPa] [MPa] [Pa/s] [mJ/mm2] [mm]

Water bath 21.47 -10.79 9.86e+13 0.1020 0.34/0.00/0.00

Phase correction 15.54 -10.29 5.98e+13 0.0762 0.17/0.00/0.00
Non-corrected 13.91 -10.06 3.23e+13 0.0528 -5.27/0.00/0.68

Due to the phase correction the maximal pressure amplitude is improved, and more

higher frequencies components present at the focal centre. This results in a signi-

ficant steeper gradient, but also in a higher preserved PII, while the focal centre is

even closer to the actual geometric centre than the PE simulation in the water bath

(see table 7.5).
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The focal zone differences are clearly evident in the pressure zone plot (see figure

7.10). While the phase corrected simulation shows more asymmetry than the base

simulation in the water bath (see figure A.7, (e)), it can definitely be seen as an

improvement compared to the non-corrected PE applicator.

As pointed out before, phase correction requires a CT of the individual and an

applicator with individually controllable piezoelectric elements. On top of that, an

exact positioning of the applicator is needed, which makes an additional positioning

device indispensable if a handheld applicator is used.

(a) not corrected, longitudinal section (b) phase corrected, longitudinal section

(c) not corrected, cross section (d) phase corrected, cross section

Figure 7.10: Comparison of the dB zones for the non-corrected and the phase corrected
simulation with the CT.
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7.5 Summary

In this closing summary the most evident results should be highlighted:

❼ numerical disturbances are visible in the EH signal, caused by the inability of

the grid to support higher frequencies;

❼ the PII of the implemented applicators vary, with the EM applicator having

the highest energy flux density, and the EH applicators the lowest;

❼ the gradient of the EH might be the steepest, but due to numerical disturb-

ances the simulation is probably unreliable;

❼ the gradient of the EH is attenuated the most by the skull due to the high

frequencies - the skull is acting as a low-pass filter, but possibly the grid is

also not able to properly resolve the high frequencies;

❼ a shift to the higher frequency range in the PE applicators becomes apparent

when a higher F# is used; if the same input signal is used, this results in a

lower transported energy due to higher losses with an increased frequency and

a steeper gradient;

❼ the different technologies have a clearly distinguishable Fourier spectrum; the

EM and PE applicator show a main frequency peak with a clear fall-off above

a certain frequency; the EH has a very wide frequency range without a de-

terminable main frequency;

❼ as anticipated, the skull acts as an acoustic lens, the focal point is shifted

closer to the bone - the actual position is only predictable with a simulation,

and without a phase correction not every area of the brain can be reached;

❼ a bigger focal zone may be favourable to maintain a stable signal at the focal

centre - the scattering induced by the skull may have a less effect due to the

refocussing of previously unfocussed pressure waves;

❼ the different attenuation models can affect the pressure and energy properties

of the signal, but less so on its pressure distribution and on its focal shape;

❼ phase correction for the PE applicator comes with an overall increase in pres-

sure, energy and a steeper gradient, while having no focal centre shift. This

results in an improved focal zone shape.
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Conclusion

The aim of this study was to reproduce different shock wave applicator technologies

and observe the influence of the skull on shock wave propagation in the brain using

the Matlab toolbox k-Wave. In order to examine the differences three different

attenuation models were selected and their influence on the focal zone and the pres-

sure signal at its centre was investigated.

It was possible to illustrate differences in the applicators technologies and their be-

haviour while passing through the skull, although the simulation is restricted in its

resolution due to the computational power. Especially the EH applicator is difficult

to simulate due to its reliance on high frequency components that resulted in vis-

ible numerical disturbances - it is advisable to increase the resolution even further.

Moreover, applicators with a bigger focal zone and a low frequency spectrum seem

to have an advantage in maintaining the maximal pressure and energy. This is due

to the fact to that the skull acts as a low-pass filter, and a wide focal zone is more

forgiving with scattered rays. These properties mainly apply to the observed EM

applicator, which would thereby be recommended for a transcranial therapeutic ap-

plication.

In addition to the frequency influence, the skull acts as an acoustic lens, which

shifts the focal centre according to its curvature and introduces a systematic error

which occurs in all technologies observed. Therefore for a destructive use a more

refined control is needed, which is only possible in a PE applicator with individu-

ally addressable piezoelectric elements. Additionally the size of the focal zone of

PE applicators can be easily reduced by changing its F#, on the downside this also

reduces its ability to produce a steep shock wave.

The three different attenuation models observed proved to have a significant impact

on the maximal pressure and on its parameters connected like PII and pressure

gradient, but only a minor effect on displacement and frequency spectrum. To

calculate only the position and shape of the focal zones the attenuation model has a

minor effect, for calculating the actual pressure magnitude, the PII and the gradient

a better understanding of the dependency of the attenuation of bone to the resolution

of the CT is needed.
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A Appendix

A.1 Taylor Series

The Taylor series delivers an approximation of a function f(x) in a certain radius r

at a value a:

f(x) = f(a) +
f ′(a)
1!

(x− a) +
f ′′(a)
2!

(x− a)2 +
f (3)(a)

3!
(x− a)3 + ... . (A.1)

The chosen value x should be in the interval [(a− r) ≤ x ≤ (a+ r)], the accuracy

and the radius depend on the function which is expanded and the number of poly-

nomials used.

As mentioned in section 1.3 the function f = p(ρ) should be expanded around the

value a = 0. This leads to

f = p(ρ) = p(0) +
1

1!

)
d p

d ρ

)
0

(ρ) +
1

2!

)
d2 p

d ρ2

)
0

(ρ)2 +
1

3!

)
d3 p

d ρ3

)
0

(ρ)3 + ... .

Due to its definition in (1.5), p(0) equals to 0:

p(ρ) =
ρ0
1!

)
d p

d ρ

)
0

)
ρ

ρ0

)
+

ρ20
2!

)
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0
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+
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+ ... .

With the definition of

A = ρ0

)
d p

d ρ

)
0

, B = ρ20

)
d2 p

d ρ2

)
0

, C = ρ30

)
d3 p

d ρ3

)
0

, (A.2)

the final equation is

p(ρ) =
A

1!

)
ρ

ρ0

)
+

B

2!

)
ρ

ρ0

)2

+
C

3!

)
ρ

ρ0

)3

+ ... . (A.3)
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A.2. POWER SERIES

A.2 Power Series

Any polynomial function can be developed as power a series around a centre, for

example the exponential function

ex = exp(x) =
∞∑
n=0

xn

n!
. (A.4)

This is also possible for the root function

√
1 + x = 1 +

1

2
x− 1

2 ∗ 4x
2 +

1 ∗ 3
2 ∗ 4 ∗ 6x

3... , (A.5)

with −1 ≤ x ≤ 1.

In the case of equation (1.17):

c = v +

/
c02(1 +

B

A

v

c0
)

= v + c0

/
1 +

B

A

v

c0

= v + c0

)
1 +

1

2

B

A

v

c0

)
= c0 +

)
1 +

B

2A

)
v.

(A.6)

As mentioned before, B
A

v
c0

should be in the interval [−1, 1]. In soft tissue BonA

values are < 11 therefore the particle velocity in water has to be less than 150 m/s

to fulfil this requirement. With equation (1.13) the particle velocity in water for a

wave of 100 MPa can be estimated to be less than 70 m/s.
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A.3. ATTENUATION UNIT CONVERSION

A.3 Attenuation Unit Conversion

The unit for absorption often differs from source to source. The simulation soft-

ware used requires an input in the form of [dB/(MHzy cm)]. The following section

discusses some example conversions.

❼ [dB/(kHzykm)]

While converting units one has to keep in mind that the frequency is expo-

nentiated with the power law exponent, which has to be included:

dB

kHzy km
=

1

105 ∗ 0.001y
dB

MHzy cm
. (A.7)

❼ [Np/(MHzy cm)]

A frequently used absorption unit is Neper [Np]. While decibel uses the log-

arithm with a base of 10, Neper uses the natural logarithm instead:

ln

)
F1

F2

)
Np = 20 lg

)
F1

F2

)
dB. (A.8)

To convert a variable from Np to dB it has to be multiplied with

1Np =
20

ln(10)
dB ≈ 8.686 dB. (A.9)

❼ [Np/((rad/s)y m)]

Neper is often used in combination with rad/s instead of MHz:

Np

(rad/s)y m
=

20

ln(10) (2 π 106)y 102
dB

MHzy cm
. (A.10)
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A.4. TISSUE HISTOGRAM

A.4 Tissue Histogram

A more detailed histogram without the brain, which takes up a large part of the

histogram and makes the other tissues almost indistinguishable. The sharp borders

are due to the introduced HU thresholds to properly differentiate between the tissue

interfaces.
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Figure A.1: A detailed histogram without the brain for a better overview.
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A.5. USED APPLICATORS

A.5 Used Applicators

Ellipsoidal EH Applicator

Ellipsoid
Ellipse c² = a²-b²

c = 45
a = 56.45
b = 33.92

11.3545.00

33
.9

2

Figure A.2: Drawing of an ellipsoidal EH applicator.
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A.5. USED APPLICATORS

Paraboloid EH Applicator

25
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8.00

Paraboloid
Parabola y = xn/p
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p = 108

Spark Generation

Figure A.3: Drawing of a paraboloid EH applicator.
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A.5. USED APPLICATORS

EM Applicator
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Figure A.4: Drawing of a EM applicator.
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A.5. USED APPLICATORS

PE Applicator with F# = 0.68

Source Line

R65.98
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Figure A.5: Drawing of PE applicator with F# = 0.68.
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A.5. USED APPLICATORS

PE Applicator with F# = 0.87

Source Line

63
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2R54.93

Figure A.6: Drawing of a PE applicator with F# = 0.87.
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A.6. INPUT SIGNALS

A.6 Input Signals

In the following subsections the signals used are described in detail. After generation

the signals are scaled pressure-wise to reach the aimed pressure levels, their duration

remains unaffected during this process; since the amplitude is very dependent on

the resolution and number of source points, the input amplitude is not specified.

Input Signal for the EH Applicator

The EH signal is composed out of two Gaussian curves using a piecewise function

combined at their maxima. For the rising part of the shock wave a Gaussian curve

with a small sigma is used, the falling part is a Gaussian curve with a greater sigma.

According to equation (5.3) the first curve uses the parameter a = 1, b = 3e-6 and

c = 2.55e-07, for the second curve the parameters a = 1, b = 3e-6 and c = 3.8e-06

are used.

Input Signal for the EM Applicator

In contrast to the signal of the EH applicator, the EM signal is a sum of multiple

Gaussian curves with the following parameters of the equation 5.3:

Curve number a b c

1 -0.11 1.88e-6 0.87e-6
2 1 2.84e-6 0.65e-6
3 -0.15 5.52e-6 0.95e-6

Input Signal for the PE Applicator

The PE input signal is similar generated as the EM signal, the parameters vary

though:

Curve number a b c

1 1 2.5e-6 0.3666e-6
2 0.5833 -142.8e-6 41.5425e-6
3 0.0934 2.45e-6 0.5855e-6
4 -0.8292 2.45e-6 0.5102e-6
5 -0.0014 0.42e-6 0.7057e-6
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A.7. PRESSURE ZONES IN THE EMPTY WATER BATH

A.7 Pressure Zones in the Empty Water Bath

(a) EH, parabolic (b) EH, elliptical

(c) EM (d) PE, F# = 0.68

(e) PE, F# = 0.87

Figure A.7: Longitudinal section of the pressure zones in an empty water bath.
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A.7. PRESSURE ZONES IN THE EMPTY WATER BATH

(a) EH, parabolic (b) EH, elliptical

(c) EM (d) PE, F# = 0.68

(e) PE, F# = 0.87

Figure A.8: Cross section of the pressure zones in an empty water bath.
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A.8. PRESSURE ZONES WITH THE CT

A.8 Pressure Zones with the CT

(a) EH, parabolic (b) EH, elliptical

(c) EM (d) PE, F# = 0.68

(e) PE, F# = 0.87

Figure A.9: Longitudinal section of the pressure zones with the CT, using the Pichardo
[78] attenuation model.
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A.8. PRESSURE ZONES WITH THE CT

(a) EH, parabolic (b) EH, elliptical

(c) EM (d) PE, F# = 0.68

(e) PE, F# = 0.87

Figure A.10: Cross section of the pressure zones with the CT, using the Pichardo [78]
attenuation model.

101



A.9. ATTENUATION MODELS RESULT

A.9 Attenuation Models Result
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Figure A.11: Frequency spectra of the pressure signals presented in figure 7.5 of the
simulations with the homogenous skull attenuation coefficients on the applicators axis
closest to their respective focal centre, with a cut-off frequency of 4 MHz.
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A.9. ATTENUATION MODELS RESULT
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Figure A.12: Frequency spectra of the pressure signals presented in figure 7.5 of the
simulations with the attenuation model according to Mcdannold et al. [61] on the
applicators axis closest to their respective focal centre, with a cut-off frequency of 4
MHz.
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Figure A.13: Frequency spectra of the pressure signals presented in figure 7.5 of the sim-
ulations with the attenuation model according to Pichardo et al. [78] on the applicators
axis closest to their respective focal centre, with a cut-off frequency of 4 MHz.
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