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Abstract

Hot carrier effects are a severe reliability concern in state-of-the-art transistors. Carriers with
high energies influence the lifetime of MOSFET devices through the generation of defects in
the gate dielectric. Any physically based model for hot-carrier-degradation requires a detailed
description of the high-energy-tail of the energy distribution function (EDF). The EDF in a
semiconductor device is determined by the Boltzmann transport equation which can be solved
by the Monte Carlo (MC) method. Calculation of the high-energy-tail of the EDF using the
traditional forward MC method, however, is very time-consuming. To overcome this problem,
a stable backward MC method has been developed and implemented. If the carrier-energy of
interest is high, a forward trajectory is very unlikely to gain so much energy, whereas in the
backward method only these unlikely trajectories are considered, and no computation time
is wasted with the vast majority of trajectories that do not gain the required energy. This
fact allows the calculation of the drain current of a MOSFET in the entire sub-threshold region
including the leakage current in the off-state. Symmetric current estimators are proposed which
produce less statistical error than the non-symmetric ones. The significant difference compared
to the original version of the backward method is that the transition rates for the backward
trajectories are chosen to adhere to the principle of detailed balance. This property guarantees
the stability of the numerical method and allows for a clear physical interpretation of the
estimators. By assuming a Maxwellian distribution at an elevated temperature for the initial
points of the backward trajectories, the method will generate more sampling points at higher
energies. This method of statistical enhancement reduces the statistical error of quantities that
depend on the high-energy tail of the EDF. The different estimators and their properties have
been evaluated by simulations of an n-channel MOSFET. Strongly varying quantities can be
resolved quickly over many orders of magnitude, such as the sub-threshold current and the
EDF.
It is commonly accepted that electron-electron scattering alters the EDF and thus plays a

vital part in physics-based hot-carrier degradation models. In this work, we assume an equilib-
rium distribution for the partner electrons. This model is suitable to describe the interaction of
channel hot electrons with a reservoir of cold electrons in the drain region of a MOSFET. The
single-particle scattering rate has been formally derived and implemented for both full-band
and analytic band structure models. The scattering rate for the parabolic band approximation
is obtained by analytic integration. The full-band scattering rate needs to be pre-calculated and
stored for the MC simulations. It has been shown that the transition rates obtained from this
model obey the principle of detailed balance. Thus, the presented model predicts a Maxwellian
tail at high energies also in the presence of electron-electron scattering.



Kurzfassung

Heiße Ladungsträger stellen ein schwerwiegendes Zuverlässigkeitsproblem in modernen Transi-
storen dar. Ladungsträger mit hohen Energien beeinflussen die Lebensdauer von MOS Transi-
storen durch die Generation von Defekten im Gate-Dielektrikum. Jedes physikalische Modell
der Degradation durch heiße Ladungsträger (engl. hot-carrier-degradation ) benötigt eine de-
taillierte Beschreibung des Hochenergiebereiches der Ladungsträgerenergieverteilung. Diese
Verteilung wird durch die Boltzmann-Transport-Gleichung bestimmt, welche durch eine Monte
Carlo (MC) Methode gelöst werden kann. Bei der Berechnung des Hochenergiebereiches der
Verteilung mittels der herkömmlichen Vorwärts-MC Methode wird jedoch sehr viel Rechenzeit
benötigt. Um dieses Problem zu lösen, wurde eine stabile Version der Rückwärts-MC Me-
thode entwickelt und implementiert. Wenn die zu untersuchende Ladungsträgerenergie hoch
ist, wird eine herkömmliche Vorwärts-Trajektorie diese Energie nur sehr selten erreichen. In der
Rückwärts-Methode jedoch werden nur diese unwahrscheinlichen Trajektorien berücksichtigt.
Somit wird keine Rechenzeit mit dem Großteil der Trajektorien verschwendet, welche die
benötigte Energie nie erreichen. Diese Eigenschaft der Rückwärts-Methode führt dazu, dass
man für einen MOS Transistor den Drainstrom im gesamten Sub-Threshold Bereich bis hin zum
Leckstrom im ausgeschalteten Zustand berechnen kann. Es werden symmetrische Stromschätzer
vorgestellt, die einen geringeren statistischen Fehler aufweisen als die nicht-symmetrischen.
Der wichtigste Unterschied der verwendeten Rückwärts-Methode gegenüber der ursprünglichen
Methode besteht darin, dass die Rückwärts-Trajektorien so gewählt werden, dass sie das Prinzip
des detaillierten Gleichgewichts einhalten. Diese Eigenschaft garantiert die numerische Sta-
bilität der Methode und erlaubt eine physikalische Interpretation des Strom-Schätzers. Wenn
die Zustände der injizierten Teilchen aus einer Maxwellverteilung mit erhöhter Temperatur
gewählt werden, so besitzen diese Teilchen im Mittel eine höhere Energie. Diese statistische An-
reicherung reduziert den statistischen Fehler von jenen Größen, die vom Hochenergiebereich der
Verteilungsfunktion abhängen. Verschiedene Strom-Schätzer und deren Eigenschaften wurden
anhand von Simulationen eines n-Kanal MOSFET untersucht. Physikalische Größen können
verhältnismäßig schnell über mehrere Größenordnungen aufgelöst werden, wie etwa der Sub-
Threshold-Strom und die Ladungsträgerverteilung.
Es wird allgemein angenommen, dass die Elektron-Elektron-Streuung den Hochenergiebereich

der Ladungsträgerverteilung verändert. Dadurch spielt sie eine wichtige Rolle in physikalischen
Degradationsmodellen. Die vorliegende Arbeit nimmt eine Gleichgewichtsverteilung für die
Partnerelektronen an. Dieses Modell eignet sich um die Interaktion von heißen Ladungsträgern
mit einem Reservoir von kalten Ladungsträgern im Draingebiet eines MOSFET zu beschreiben.
Die Einteilchen-Streurate wurde für analytische sowie numerische Bandstrukturen hergeleitet
und implementiert. Die Streurate für ein parabolisches Band kann mittels analytischer Inte-
gration berechnet werden. Im Fall einer numerischen Bandstruktur muss man im Vorfeld für
jede MC Simulation die Streurate numerisch berechnen und in einer Tabelle ablegen. Es wurde
gezeigt, dass die Einteilchen-Streurate des vorgestellten Modells das Prinzip des detailierten
Geleichgewichts erfüllt. Somit wird er maxwellsche Energieabfall des Hochenergiebereiches
durch die Elektron-Elektron Streuung laut diesem Modell nicht verändert.
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Chapter 1
Introduction

This chapter pictures the motivation for this work and presents a brief outline of
the same.

1.1. Motivation

With the down-scaling of semiconductor devices, a detailed understanding of the
underlying physical processes is required in order to further improve device perfor-
mance. To gain some insights into modern semiconductor devices through numeri-
cal simulations, accurate, theoretical descriptions of carrier transport fundamentals
have to be available. Technology Computer Aided Design (TCAD) has become
a powerful tool for the development of faster, smaller and more power-efficient
devices [87].
Scaling influences the reliability of semiconductor devices due to single point

defects and a small amount of dopants in the channel, leading to fluctuation in the
electrostatic potential [6]. Hot-carrier degradation (HCD) is a severe reliability
concern in state-of-the-art transistors. Thus, for an accurate description of the
HCD effect, a detailed description of the high-energy tail of the carrier distribution
function is needed. Due to small device geometries and low supply voltages the
hot-carriers result mainly from scattering processes in the semiconductor [104].

1.2. Modeling Approaches

Transport models for semiconductor devices are commonly based on the Boltz-
mann Transport Equation (BTE) [65]. One method, derived from the BTE, is
the drift-diffusion (DD) model. Based on the first two moments of the BTE, the
DD model is neglecting non-local effects. This method became very popular for

1



1. Introduction

macroscopic devices in the last century. Till today the DD model is used as a
trade-off between computational efficiency and accuracy [30, 33, 82, 91–93].

With shrinking device geometry and the need to include hot-carrier effects, this
method suffers some severe drawbacks. In particular, the DD model assumes that
the average carrier energy is in equilibrium with the local electric field. This
assumption has been shown to be invalid as the average carrier energy lags behind
the electric field [27, 30]. The DD model is unable to calculate non-local effects
and all kinds of hot carrier effects [28, 87, 97]. Despite these limitations, there are
some attempts to estimate the high-energy-tail within the DD model [92]. The
DD model includes the first two moments of BTE. Including more moments of the
BTE leads to the hydrodynamic and energy-transport models. However, for small
devices, they often do not deliver the expected improved accuracy. For higher
accuracy in smaller devices a six moments model was proposed [29].

In the 1970s a stochastic approach for the solution of the BTE became popular.
The Monte Carlo method is based on the calculation of random carrier trajectories
in a semiconductor. The trajectory calculation takes into account realistic band-
structure models and various kinds of scattering processes in the semiconductor
[21, 34, 43, 51, 59, 61].

In the beginning, an analytic model of the semiconductor band structure was
sufficient for Monte Carlo simulations, but with the growing significance of hot-
carrier effects, a more accurate band structure model was required. This accuracy
was achieved by calculating the full-band structure of a semiconductor numerically
and embedding it into the Monte Carlo simulation [65].

A problem in hot-carrier modeling is that Monte Carlo is a stochastic method
and therefore a huge number of carrier trajectories is needed for obtaining an
adequate ensemble of rare states representing the hot-carriers. A solution to this
problem was suggested in the late 1980s, known as the backward Monte Carlo
method. The theory is based on generating the sates of hot-carriers in a device first
and letting the carriers travel back in time to their origin at an injecting contact.
With this backward Monte Carlo (BMC) algorithm, the probability of each hot-
carrier state can be calculated, and no other carriers than those of interest have to
be simulated. This brings a vast decrease in simulation time. The initial version
of this algorithm was numerically unstable. Therefore, it was never implemented
in a semiconductor device simulator [45, 73].

In 2003, a stable backward Monte Carlo algorithm was proposed [61] and finally
implemented in a semiconductor device simulator in 2015 [P4]. The backward
Monte Carlo method is able to overcome the statistical drawbacks of the conven-
tional Monte Carlo method. In particular, the capability to include particles with
arbitrary energies and the usage of full-bands, is giving this method an advantage

2



1.3. Outline

over simulators using conventional Monte Carlo algorithms or deterministic solvers
[P4, 62].
A deterministic method to solve the BTE is based on spherical harmonics expan-

sion (SHE). This method relies on the spherical symmetry for the band-structure
model. Thus, the dispersion relation for higher energies is not well represented
[22, 24, 25, 39, 40, 50, 84, 87].

1.3. Outline

Chapter 2 focuses on the semi-classical transport theory and shows basic equa-
tions to describe the transport in a semiconductor device. The limitations are also
discussed. The classical propagation as particles and the quantum-mechanical
scattering are described there. Further, the fundamentals of band-structure calcu-
lation are briefly addressed.

Chapter 3 is dealing with different approaches to model the carrier transport
in a semiconductor device. The solution of the BTE can be estimated by us-
ing the method of moments and its well-known representative, the drift-diffusion
(DD) equations, by using spherical harmonics expansion (SHE) and solving the
BTE deterministically, or by a stochastic solution method called Monte Carlo. All
these methods have their advantages and drawbacks, which will be discussed there.

Chapter 4 describes the backward MC method proposed in the 1980s and its
mathematical stability problems. A stable method, proposed in 2003 and its im-
plementation, as well as various current estimators are discussed in this chapter.
Moreover, results of semiconductor device simulations presented.

Chapter 5 is focused on the modeling of electron-electron scattering (EES). With
the BMC method, there is now a possibility to investigate hot-carriers in MC sim-
ulations more efficiently. This chapter introduces an EES model derived from
physical reflections to describe the relaxation of channel hot-carriers in the drain
region of a MOSFET.

3





Chapter 2
Semi-Classical Transport Theory

In quantum mechanics, electrons are treated as waves. For semiconductor de-
vices with a slowly varying potential profile, however, carriers can be described
classically as particles [65]. The interaction with the surroundings is modeled by
scattering processes. The term semi-classical, in turn, stems from the conjoined
classical electron dynamic and the quantum-mechanical treatment of scattering
processes. The classical electron dynamic is derived from the band-structure of
the material.

2.1. Band-Structure

Quantum-mechanics provides the basics to describe the possible states of carriers
in a semiconductor lattice [60, 89]. The lattice is described with a periodic energy
potential. The state of a carrier is described by its wave function, which is the
solution of the Schrödinger Equation of the system [65].

i
∂Ψ

∂t
= −

2

2m0

∇2Ψ+ [EC0(r) + UC(r) + US(r, t)] Ψ(r, t). (2.1)

The probability density of finding a electron in (r, t) is represented by |Ψ(r, t)|2.
The potential energy in the equation above has three different parts [60]. The first
part, EC0(r), is the so-called built-in potential which results from the distribution
of the ionized dopands in the semiconductor. The second part, UC(r), is the pe-
riodic crystal potential which results from the atoms’ electrostatic potential. And
the third part, US(r, t), is the scattering potential, which describes random po-
tential fluctuations causing scattering processes. Further details about scattering
mechanisms will be discussed later in this thesis.

5



2. Semi-Classical Transport Theory

Neglecting both built-in and scattering potential, Schrödinger’s Equation solely
depends on the periodic crystal potential. Thus the time-independent Schrödinger
Equation is given by [60]:

−
2

2m0

∇2 + UC(r) Ψ(k, r) = E(k)Ψ(k, r), (2.2)

The wave-function in a periodic potential has the form of a Bloch wave [55, 77],

Ψ(k, r) =
1√
Ω
uk(r)e

ik·r, (2.3)

where Ω represents the crystal volume, and p = k represents the crystal momen-
tum. The Bloch functions are periodic,

uk(r+ a) = uk(r) (2.4)

where a is a vector of the direct lattice. When inserting the Bloch waves in
the one-electron wave equation (2.2) with the periodicity condition (2.4), discrete
eigenvalues

En(k) n = 1, 2, . . . (2.5)

can be obtained [65]. Every eigenvalue is periodic in k-space.

En(k) = En(k+K), (2.6)

where K is a vector of the reciprocal lattice. Each eigenvalue En(k) represents
one band of the semiconductor. Because of its periodicity, all the information is
included in one period which is called the Brillouin zone [65]. The band-structure
of a one-dimensional lattice is shown in Fig. 2.1.

The electron-wave can propagate in three dimensions. Thus, the Brillouin zone
is a volume [65]. The resulting geometric shape can be determined from the
reciprocal lattice-vectors.

2.1.1. Reciprocal Lattice

The diamond structure of the silicon crystal comes with two atoms in its primitive
cell. This kind of lattice can be represented as two intertwining face-centered-
cubic (FCC) structures, see Fig. 2.2. Every point of the diamond lattice can be
described with the following base-vectors [1, 36, 55, 96, 99, 111]:
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k

E(k)

−3π/a −2π/a 2π/a 3π/aπ/aπ/a

1. BZ

Figure 2.1.: Band-structure of a one-dimensional lattice from the Kronig-Penny
model [55]. The (first) Brillouin zone is indicated in red.

a1 =
a

2
(ey + ez) , (2.7)

a2 =
a

2
(ex + ez) , (2.8)

a3 =
a

2
(ex + ey) , (2.9)

(2.10)

where a is the lattice constant of the crystal. The base-vectors (a1, a2, a3) of the
crystal lattice can be transformed in base-vectors (b1,b2,b3) of the reciprocal
lattice [54], which represent wave vectors [20, 96]:

b1 = 2π
a2 × a3

a1 · (a2 × a3)
, (2.11)

b2 = 2π
a3 × a1

a1 · (a2 × a3)
, (2.12)

b3 = 2π
a1 × a2

a1 · (a2 × a3)
. (2.13)

(2.14)

The reciprocal lattice of the FCC lattice is face-centered cubic [110]. A Brillouin
zone is defined as a Wigner-Seitz primitive cell in the reciprocal lattice [55]. The
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k

E(k)

L

Γ
(000)

X

100111

Figure 2.5.: Valley approximation of a band-structure. The Γ-valley is in the point
k = (0, 0, 0). The X-valley is along the 100 direction but not nec-
essarily on the X-symmetry point. The L-valley is along the 111
direction in the L-symmetry point.

2.1.3. Non-Parabolic Band Approximation

For high applied fields, carriers may reach energies far above the minimum, and
higher order terms in the Taylor series expansion (2.16) cannot be ignored. For
the conduction band, non-parabolicity is often described by a relation of the form
[21, 44, 65, 68]:

E(1 + αE) =
2k2

2m∗ , (2.20)

where m∗ is the effective mass at the minimum and α is non-parabolicity factor.
For a direct semiconductor the non-parabolic factor of the Γ-valley is given by
[102]

α =
1

Eg

1− m∗

m0

, (2.21)

with Eg being the energy gap.
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2. Semi-Classical Transport Theory

kx

ky

kz

Figure 2.6.: Ellipsoidal constant energy surfaces of the X-valleys.

2.1.4. Full-Band Structure

The non-parabolic band approximation can be used for energies up to 2 eV [65].
For carriers with higher kinetic energies, a more detailed description of the E(k)
relation is needed. Models of physical processes such as impact ionization and
carrier-carrier scattering, as well as reliability models are relying on an accurate
description of high-energy carriers [P3]. A commonly used method to handle
carriers with higher energies is the full-band-structure [105], where the complete
E(k) relation in the irreducible wedge of the Brillouin zone is provided [110]. The
band-structure can be found by solving the Schrödinger Equation (2.1).

Empirical Pseudopotential Method

The empirical pseudopotential method is an effective way of calculating band struc-
tures of various materials. The method is derived from the orthogonal plane wave
method [35] and the Phillips-Kleinman cancellation theorem [16, 17, 76, 96]. The
key simplifications of this method is that the valence electrons determine the band-
structure and the effect of the core electrons can be neglected [96]. The resulting
potential, which is used in the Schrödinger equation, is expanded into a Fourier
series over the reciprocal lattice [105, 112]. The coefficients of this series are altered
with form factors to fit the empirical data [56, 96]. One reason for the popularity
of the empirical pseudopotential method is the low number of parameters. Fur-
thermore, the results yielded by this method are in many cases more accurate than
ab-inito calculations [105]. Fig. 2.7 shows the band-structure in silicon, calculated
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2.2. Semiclassical Electron Dynamics

by the empirical pseudopotential method [101].

Figure 2.7.: Silicon full-band-structure (picture taken from [60])

The three different band-structure approximations introduced above are com-
pared for unstrained silicon in Fig 2.8, where the dispersion relation along the [100]
direction is illustrated. Moreover, it shows the need for a detailed description of
the band structure above 2 eV.

2.2. Semiclassical Electron Dynamics

In semiconductor devices, where the built-in potential varies very slowly, quantum-
mechanical effects like tunneling and reflection are absent [65]. For such devices,
electrons can be described as particles with the charge −e [60]. Thus, the electron
obeys Newton’s law of motion [7, 42, 60]:

dk

dt
= −∇r EC0(r) = Fe(r, t), (2.22)

13



2. Semi-Classical Transport Theory
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Figure 2.8.: Comparison of the dispersion relation of unstrained silicon in direction
of the [100] axis with both parabolic and non-parabolic approxima-
tions, as well as EPM.

where k represents the momentum and Fe the force applied to the electron. The
particle’s kinetic energy can be retrieved from the dispersion relation E(k). The
particle’s velocity corresponds to the group velocity [60]:

v(k) =
1 ∇k E(k) (2.23)

2.3. Scattering

Carriers, characterized by Bloch waves, propagate through the ideal lattice ac-
cording to the dispersion relation without any perturbation. Many effects such
as lattice vibrations, impurities, and high energy particles, create a scattering po-
tential US(r, t) and therefore cause a perturbation of the carrier state [65]. These
perturbations induce an instant change of the particle’s wave-vector k into k , as
illustrated in Fig 2.9.
The transition probability from k to k can be calculated using Fermi’s Golden

Rule, which is derived from the time-dependent perturbation theory of the first
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k

US(r, t)

k

Figure 2.9.: Scattering of the wave-vector k into k by the perturbation potential
US(r, t)

order [102]. The heart of the Golden Rule is the so-called matrix element of the
perturbation potential [102]:

k |US|k =
Ω

Ψ∗
k (r)US(r)Ψk(r) d

3r, (2.24)

where Ψ represents the wave function of the carrier and Ω is the volume of the
crystal in which the wave functions are normalized. The transition rate from state
k to state k is expressed by Fermi’s Golden Rule [102]:

S(k,k ) =
2π | k |US|k |2 δ (E(k )− E(k)∓ ω) , (2.25)

where the delta-function expresses conservation of energy.
The following section should illustrate which scattering mechanisms are at play

in carrier transport. A more detailed mathematical description can be found in
[51, 65, 102].

2.3.1. Impurity Scattering

Carriers in a semiconductor device are usually supplied or removed through doping.
In doped regions, the carrier motion is significantly disturbed by scattering due to
ionized impurities, which are distributed randomly.
The electrostatic potential due to a point charge in vacuum is coulombic. How-

ever, the potential due to an impurity charge in a crystal is more or less screened
depending on how many free carriers are present. Scattering due to the screened
coulomb potential has been evaluated mainly with the Brooks-Herring approach
[51, 102].
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2. Semi-Classical Transport Theory

2.3.2. Phonon Scattering

Bloch states are the eigenstates of a perfect crystal. Therefore, electrons are not
scattered by the purely periodic potential associated with the array of ions con-
stituting the crystal. However, electrons are scattered by lattice vibrations prop-
agating in the crystal because the periodicity of the crystal is disturbed. A small
displacement of an ion in the crystal causes a small change in the crystal po-
tential. Hence, the deviation of the crystal potential from pure periodicity may
be expressed, theoretically, by the amplitude of the lattice vibrations. However,
because of the difficulty of knowing the crystal potential itself, this deviation is
expressed in a rather phenomenological way, such as the deformation potential
method. Since the lattice vibrations can be quantized as phonons, the influence of
lattice vibrations on electron motions is referred to the electron-phonon interaction
[102].

This type of interaction is one of the dominant scattering processes in semicon-
ductor devices at room temperature. Carriers in small-sized devices can acquire
high energies from the high electric field applied. Therefore, scatterings based on
the spontaneous emission of phonons take place even though there are only a few
phonons present at low temperature [102].

There exists two types of phonon modes: acoustic and optical. For acoustic
mode phonons, neighboring atoms displace in the same direction, and hence the
changes in lattice spacing are produced by the strain or differential displacement.
For optical phonons, neighboring atoms displace in opposite direction. Hence, the
displacement produces the change in lattice spacing directly. Since the acoustic
and optical phonon scatterings can be expressed by a deformation potential, which
relates lattice vibrations to changes in the band energies, they are referred to as
deformation potential scattering [102].

2.3.3. Carrier-Carrier Scattering

There are two types of carrier-carrier scattering processes. One is a binary scatter-
ing in which two carriers collide, and the other is a scattering due to the excitation
of the collective motion of carriers, also known as plasma scattering. In this work,
the first process will be described in Chapter 5.

The main difficulty in the calculation of binary scattering arises from the lack of
knowledge of the distribution function, which comes into the calculation in three
ways: one is through the screening factor of the interaction potential; the second
is the Boltzmann scattering operator which contains a product of the distribution
function and is thus non-linear. The third is by the fact that the scattering is
restricted by the distribution function via Pauli’s exclusion principle. Because
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of screening, the collisions between carriers will be less frequent with increasing
carrier density [P5, 102].

2.4. The Boltzmann Transport Equation

In classical transport theory, the Boltzmann Transport Equation (BTE) describes
the kinetics of gas. In semi-classical carrier transport, this equation is used to
describe the kinetics of particles with a quantum-mechanical extension [51, 95].
The BTE combines motion in r and k space as well as scattering processes [51].
The distribution function f(r,k, t) represents the probability of finding a carrier
with crystal momentum p, at location r, at time t. The BTE can be interpreted
as a “bookkeeping” equation for the distribution function [65]. Thus it can be seen
as a continuity equation for carriers in the six-dimensional phase-space [60], see
Fig. 2.10. The following equation represents the BTE for multiple bands [49, 51,
65, 66]:

∂

∂t
+ Fn(r, t) · ∇k + vn(k) · ∇r fn(r,k, t) =

n BZ

Sn ,n(k ,k)fn (r,k , t)− Sn,n (k,k )fn(r,k, t) d
3k , (2.26)

where n represents the band index. The left hand side represents the total time
derivative of the distribution function f(r,k, t) [60]. The right hand side of the
BTE describes all scattering processes into the state (n, r,k) and also out of the
same state to any arbitrary state [37, 51].

The solutions to the BTE are the distribution functions for all bands, fn(r,k, t).
With the knowledge of fn, all quantities of interest could be calculated. However,
the numerical solution of the BTE is difficult. Consequently, different approaches
have been developed over the past decades to achieve a satisfying solution. The
following chapter shall introduce the most commonly used approaches.
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Chapter 3
Transport Modeling Approaches

The BTE is commonly used to describe the carrier transport in the semi-classical
regime. Over the last century, different methods have been developed and im-
proved to describe carrier transport based on the BTE [86]. This chapter covers a
short introduction on methods based on the moments of the BTE, a deterministic
approach with spherical harmonics expansion, and a stochastic approach with the
Monte Carlo method. Furthermore, the advantages and the drawbacks of all these
methods are discussed.

3.1. Method of Moments

This method is based on the principle, that every term of the BTE is multiplied
with a weight function and subsequently integrated over the Brillouin zone (BZ).
This integration leads to a saturation of the coordinates in k space and leaves
a set of differential equations in (r, t) space. Thus, some information about the
original distribution function is lost. But in many cases the equations in (r, t)
space are sufficient. The weight functions are often chosen as powers of k with
some scaling factors to achieve physically meaningful quantities. The moments of
the distribution function are defined as [2, 8, 30, 98]

Mj = φj = φj f d3k , (3.1)

where φj represents the weight functions, which are scalars for even orders and
vectors for odd orders of k. This work will only cover the basic principle of the
moments method, and therefore only moments up to the third order will be con-
sidered. A more detailed description of this method can be found in [30]. The
weight functions up to order three read:
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φ0 = 1 (3.2)

φ1 = p = k (3.3)

φ2 = E =
2k2

2m∗ (3.4)

φ3 = vE =
3k2k

2(m∗)2
(3.5)

where p is the momentum, k is the wave-vector, E is the kinetic energy and m∗ is
the effective mass.

The weight function φ2 considers only a band-structure with one isotropic and
parabolic valley, as described in (2.17) [30]. Applying the method of moments to
the BTE for electrons the moment equation can be written as [30]:

∂t φj +∇r · vφj + qE · ∇p φj = φj Q d3k for even j, (3.6)

∂t φj +∇r · v ⊗ φj + qE · ∇p ⊗ φj = φj Q d3k for odd j, (3.7)

where Q represents the scattering integral of the BTE, which is the right hand
side of (2.26).

Equations (3.6) and (3.7) contain gradients of the weight functions, which can
be calculated as [30]:

∇p φ0 = 0 (3.8)

∇p ⊗ φ1 = 1 (3.9)

∇p φ2 = v (3.10)

∇p ⊗ φ3 =
E
m∗1 + v ⊗ v (3.11)

Here, 1 is the unit matrix in three dimensions. The integrate over the scattering in-
tegral, on the other hand, can be modeled with the relaxation time approximation
[30, 72]:

φj Q d3k ≈ − φj − φj 0

τφj

, (3.12)
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where the index 0 represents an average over the equilibrium distribution function.
This approach assumes, that the moment φj decays exponentially towards its
equilibrium value with the time constant τφj

after the field is switched off [65].
Applying these approximations to the equations of moments (3.6) and (3.7), a set
of equations can be obtained [30]:

φ0 : ∂t 1 +∇ · v = 0 (3.13)

φ1 : ∇ · v ⊗ p + qE 1 = − p

τm
(3.14)

φ2 : ∂t E +∇ · vE + qE v = − E − E 0

τE
(3.15)

φ3 : ∇ · v ⊗ vE + qE
E
m∗1 + v ⊗ v = − vE

τS
, (3.16)

where τm, τE and τs are the relaxation times for momentum, energy and energy
flux, respectively. The equations above contain statistical averages of a symmetric
tensor of the form v ⊗ v . These averages can be evaluated with the diffusion
approximation [90] which leads to a diagonal tensors with all dialog elements being
equal [30]:

v ⊗ v =
v2

3
1 , (3.17)

v ⊗ vE =
E v2

3
1 . (3.18)

The statistical averages in the equations (3.13), (3.14), and (3.15), are commonly
expressed by the electron concentration n, the electron temperature Tn and the
electrical current density J, respectively:

φ0 : 1 = n (3.19)

φ1 : v =
J

n q
(3.20)

φ2 : E =
3

2
kB nTn (3.21)

φ3 : v E = Sn, (3.22)

The averages of φ0 and φ2 represent densities, whereas φ1 and φ3 represent fluxes.
With these expressions the equations of moments up to the third order can be
written in the final from [30]:
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φ0 : ∂t n− 1

q
∇·Jn = 0 (3.23)

φ1 : Jn =
q τm
m∗ (∇ (kB nTn) + qEn) (3.24)

φ2 :
3

2
kB∂t (nTn) +∇·Sn − E · Jn =

3

2
kB n

Tn − TL

τE
(3.25)

φ3 : Sn = −τS
1

3
∇ φ4 +

5

2

q kB
m∗ EnTn (3.26)

One characteristic of the method of moments is that the transport equation of
the order i contains the moment of order i + 1. This highest moment has to be
approximated, which is commonly referred to as the closure of the hierarchy of
moment equations [30].

3.1.1. The Drift Diffusion Model

The drift-diffusion equation is obtained from the equations of moments by consid-
ering only the two moments (3.23) and (3.24). The term

q τm
m∗ = µn (3.27)

represents the electron mobility. The assumption that the carriers have the same
temperature as the lattice (Tn = TL), also known as thermal equilibrium approxi-
mation [3, 70], gives the closure relation

φ2 =
3

2
kB nTL, (3.28)

With this relation the drift-diffusion transport model is obtained [30, 33, 82, 91,
93]:

∇ · Jn = q ∂t n (3.29)

Jn = µn kB ∇ (nTL) +
q

kB
En (3.30)

This model considers local quantities only. Therefore, it neglects non-local trans-
port effects which occur, for example, in a sudden variation of the electric field. In
order to deal with non-equilibrium effects, field-dependent mobility models were
introduced [30].
More accurate macroscopic transport models include the average carrier energy.

The energy transport model and the hydrodynamic model are derived from the
first four moments of the BTE [30, 87].
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3.2. Spherical harmonic expansion

Spherical harmonics are mathematical functions defined on the surface of the unit
sphere. The spherical harmonics Y l,m form an orthogonal basis [6, 26, 38–40]:

π

θ=0

2π

ϕ=0

Y l,mY l ,m sin (θ) dϕ dθ = δl,l δm,m , (3.31)

where (δa,b) is the Kronecker delta.
A deterministic approach to solve the BTE relies on the expansion of the dis-

tribution function f(r,k, t) into spherical harmonics [22, 24, 25, 39, 50, 84, 87]:

f(r,k, t) =
∞

l=0

l

m=−l

fl,m(r, E , t)Y l,m(θ, ϕ) (3.32)

where the wave vector k in the distribution function is transformed into spherical
coordinates E , θ and ϕ on equi-energy surfaces.
The elliptical valleys are transformed into spherical ones by the Herring-Vogt

transformation [23, 86]. The spherical coordinates of the wave-vector (k, θ, ϕ) can
be mapped to spherical coordinates of energy (E , θ, ϕ). This direct one-to-one
mapping can be achieved with the non-parabolic band-structure approximation
[50, 58, 86], mentioned in Section 2.1.3. Therefore, the seven-dimensional space
(r,k, t) of the BTE can be reduced to a five-dimensional space (r, E , t). This
reduces the computational expenses for the deterministic solution.
Recently, many improvements have been made in the field of the SHE method

to solve the BTE. Full-band effects have been considered as well as quantum
mechanical effects. Further, the treatment of three-dimensional devices, as well as
carrier-carrier scattering, is possible [6, 40, 48, 106].
A drawback of this method is that it relies on the spherical symmetry of the an-

alytical band-structure and therefore is unable to account for the fully anisotropic
numerical structure. Considering only some full-band effects, this method is not
very accurate in the treatment of high-energy carriers.
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3.3. Monte Carlo Method

The Monte Carlo method is a stochastic approach to integrate functions in general
and to solve integral equations in particular [21, 34, 43, 51, 59, 61].
The Monte Carlo method for carrier transport in semiconductors calculates tra-

jectories of carriers in r- and k-space under the influence of acceleration by the
electric field and of scattering mechanisms. The duration of free-flight, the type of
the scattering mechanism, and the final state after scattering are calculated using
random numbers. With a sufficiently large number of trajectories, the averages of
the attributes can be calculated [18, 60].
One drawback of stochastic simulations is that the statistical error of the esti-

mator is declining with the factor 1/
√
N , where N is the number of random events.

In other words, if one wants to reduce the error by a factor N , the calculation cost
will increase by N2.
An advantage of the Monte Carlo method is that individual trajectories of car-

riers are much simpler to calculate than solving the BTE with a deterministic
approach. Furthermore, the Monte Carlo method allows one to use full-band
structures to estimate the carrier distribution function f(r,k, t). Because of these
advantages the Monte Carlo method is used in many cases as a reference method
for simpler transport models [60].

3.3.1. Monte Carlo Integration

As mentioned above, the Monte Carlo method is in general a stochastic method
to solve integrals. A integral over a function ϕ(x),

I =

b

a

ϕ(x) dx (3.33)

can be expressed as an expectation value of some random variable. For this pur-
pose, the function ϕ(x) is factorized:

ϕ(x) = f(x) p(x) , I =

b

a

f(x) p(x) dx , (3.34)

where p(x) is a density function of the Monte Carlo samples satisfying

p(x) ≥ 0,

b

a

p(x) dx = 1. (3.35)
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The integral in (3.34) represents an expectation value I = E{f}. The Monte Carlo
method estimates the expectation value by a sample mean:

I ≈ 1

N

N

i=1

f(xi), (3.36)

where N is the number of sampling points [61].

3.3.2. Generation of Random Numbers

Monte Carlo methods rely on uniformly distributed random numbers. Since the
generation of random numbers on computers is difficult, pseudo-random numbers
are used [9, 47, 75]. These pseudo-random numbers have one big advantage for
testing: if the same seed is used every time, the sequence is reproducible [P3, 78].

Inversion Method

The uniformly distributed pseudo-random number r, used in this method, has the
property [51]

0 ≤ r < 1. (3.37)

For the generation of a random number with a given probability density p(x), its
cumulative distribution function is needed [9, 46, 51, 52]:

P (x) =

x

−∞

p(x ) dx , (3.38)

with

P (−∞) = 0, 0 ≤ P (x) ≤ 1, P (∞) = 1. (3.39)

A p(x) distributed random number x can be calculated through the inverse of the
cumulative distribution function

x = P−1(r), (3.40)

where r is a pseudo-random number of type (3.37). However, this method is only
applicable if the analytic integral of the function p(x) is possible to evaluate. Oth-
erwise, different approaches to generate p(x) distributed pseudo-random numbers
are needed.
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Rejection Method

For the generation of a random number with a given probability density p(x),
where p(x) is bounded in the finite interval (xmin, xmax), a uniform distributed
random number r with the properties

0 ≤ r < max[p(x)] (3.41)

is chosen for the sample point x. If the random number r lies in the range of

0 ≤ r < p(x) (3.42)

it gets accepted. Else the random number gets rejected [12, 46]. The accepted
random number is p(x) distributed. This method is always applicable, with any
bounded function p(x) in a finite interval. However, if the function p(x) is heavily
peaked, many rejections will occur and the computational expenses will become
high.

Combined Method

To keep the rejection rate small, the function which represents the maximum of the
probability density, max[p(x)], could be replaced by an analytically integrate-able
function g(x). In the interval (xmin, xmax), g(x) must be always greater than p(x).

Here, a random number r can be directly obtained from g(x) with the inversion
method. This random number r can than be applied to the rejection method,
where the number of rejections can be significantly reduced by finding a suitable
function g(x). In the case, that g(x) is chosen as a constant, this method will
result in the rejection method, described above.

3.3.3. Duration of the Free Flight

The solution of the BTE for carrier transport can be estimated with the Monte
Carlo method. One random parameter in this method is the time of the free-
flight of a carrier. This parameter depends on the total scattering rate λ(t). The
probability for the scattering of a carrier in an interval Δt at a time t is λ(t)Δt,
where λ(t) represents the r and k dependent scattering rate at the time t:

λ(t) = λ(k(t), r(t)) (3.43)

With the assumption, that the carrier scatters at t = 0, the cumulative distribution
function P (t) can be calculated. In this case, no other scattering process takes

26
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place until the time t. Thus, the carrier is in free-flight for the duration of t [60]:

P (t) =

1− e
−

t

0

λ(τ) dτ
: t ≥ 0

0 : t < 0
. (3.44)

Using the inversion method, the duration of the free-flight tf can be calculated
from the equation P (tf ) = r as

tf

0

λ(k(t), r(t)) dt = − ln(1− r), (3.45)

where r represents a uniform distributed random number [46]. The integration
takes place along the trajectory of the carrier (k(t), r(t)), which can be acquired
by integrating the equations of motion (2.22) and (2.23).
The full-band simulations use constant total scattering rates Γmax, as shown in

Fig. 3.1 [110]. In case Γ is constant, the duration of the free-flight is [P3]:

tf = − 1

Γ
ln(1− r). (3.46)

Because Γmax must be larger than the sum of the scattering rates of all physical
scattering processes λ(t), the self-scattering is more likely to occur in areas where
λ(t) is significant smaller than Γmax. For this reason λ(t) can be approximated
by local, picewise constant values Γmax(t). Since these local values are smaller
than the global Γmax, self-scattering is reduced. The duration of a collision-less
free-flight is given by [51]

Γmax(tf − tj) = − ln(1− r)−
j

k=1

Γmax(tk − tk−1) for tj < tf < tj+1 ,

(3.47)

where tj is the time at which the particle passes a change in Γmax(t) during the
free-flight tf .

3.3.4. Selection of the Scattering Process

After the free-flight, another uniformly distributed random number,

0 ≤ r < Γmax, (3.48)
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t

λ

λ(t)

Γmax(t)

Γmax

Figure 3.1.: The scattering rate λ(t), the picewise constant scattering rate Γ(t)
and the global maximum Γmax.

is used to select the scattering process, as described in [51, 60]. The actual scat-
tering rates from all the implemented processes must be smaller than or equal to
the constant total scattering rate Γmax,

Γmax ≥
N

i=1

λi (tf ) , (3.49)

where λi is the rate of the ith scattering process. The scattering process m is
chosen when

m−1

i=1

λi (tf ) ≤ r <
m

i=1

λi (tf ) . (3.50)

If the random number is in the range of

Γmax ≥ r >
N

i=1

λi (tf ) , (3.51)

self scattering occurs [60].

3.3.5. Generation of an Equilibrium Distribution

Equilibrium distributions at given temperatures are needed for injecting particles
in a Monte Carlo simulation. This section shows three different methods how an
equilibrium distribution can be sampled.
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Box Length

Scattering

Reflection

Figure 3.2.: Sampling using the box method.

Box Method

A single-particle Monte Carlo simulation is performed in a box with constant
length. To obtain an equilibrium distribution, the electric field is set to zero.
Every time the carrier hits a boundary and gets reflected, its state is added to
the sample, as illustrated in Fig. 3.2. The distribution of the generated sample
represents a velocity weighted Maxwellian distribution [65]

fv(k) = |v⊥(k)| f(k) , (3.52)

where |v⊥(k)| is the velocity component perpendicular to the boundary.
In the statistical average of an attribute A(k) the weighting factor |v⊥(k)|−1 is

obtained by replacing f(k) by fv(k) |v⊥(k)|−1 [P3]:

A Box =
f(k)A(k) d3k

f(k) d3k
=

fv(k) |v⊥(k)|−1A(k) d3k

fv(k) |v⊥(k)|−1 d3k
≈

N

i=1

A(ki) |v⊥(ki)|−1

N

i=1

|v⊥(ki)|−1

,

(3.53)

where N represents the number of sampled states.

Bulk Method

A single-particle Monte Carlo simulation is performed for a uniform semiconductor
at zero field. The equilibrium distribution is obtained by sampling the particle
state before a scattering event occurs (before scattering method). With this method
the distribution of the obtained k-values is a Maxwellian distribution f(k) weighted
with the scattering rate Γ(k) [46, 60].

fΓ(k) = Γ(k) f(k), (3.54)
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3. Transport Modeling Approaches

When the mean value of an attribute A(k) is calculated, the weighting factor Γ−1

has to be taken into account:

A Bulk =
f(k)A(k) d3k

f(k) d3k
=

fΓ(k) Γ(k)
−1A(k) d3k

fΓ(k) Γ(k)
−1 d3k

≈

N

i=1

A(ki) Γ(ki)
−1

N

i=1

Γ(ki)
−1

. (3.55)

Scattering

Figure 3.3.: Sampling using the before-scattering method.

Constant Time Sampling Method

Again, a single particle Monte Carlo simulation is performed for a uniform semi-
conductor at zero field. Now, the trajectory is sampled at constant time intervals.
In this case the equilibrium distribution is directly obtained [46] and the aver-
age can be calculated from the sampled states without any additional weighting
factors.

A Time =
f(k)A(k) d3k

f(k) d3k
≈ 1

N

N

i=1

A(ki). (3.56)

Scattering

Const Time Intervals

Figure 3.4.: Constant time sampling method.
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3.3.6. Calculation of Equilibrium Averages

With the numerical representation of the dispersion relation in the first Brillouin
zone, averages such as mean kinetic energy or injection velocity at thermal equilib-
rium can be calculated by numerical integration over the equilibrium distribution
[P3].

This method is faster than Monte Carlo integration. In contrast to the Monte
Carlo methods, this method can be only applied in thermal equilibrium, where the
distribution function is known to be a Maxwell-Boltzmann or a Fermi-Dirac dis-
tribution. Here we assume a Maxwell-Boltzmann (MB) distribution. The average
of an attribute A is calculated like [74]

A =
n BZ

An(k)e
−βEn(k) d3k

n BZ

e−βEn(k) d3k
, (3.57)

where BZ denotes the whole Brillouin zone, n is the band index, β = (kBT )
−1

with the Boltzmann constant kB and the Temperature T . In statistical mechanics
a parameter Z called partition function is introduced [74] .

Z =
n

BZ

e−βEn(k) d3k (3.58)

With the partition function (3.58) the statistical average (3.57) becomes:

A =
1

Z
n

BZ

An(k)e
−βEn(k) d3k. (3.59)

For a detailed description of the numerical integration see Appendix A.1 or [P3].

3.3.7. Estimation of Non-Equilibrium Averages

With the Monte Carlo method, average values of attributes of interest can be
estimated, such as electron density, carrier velocity, energy and many more. For the
estimation of local attributes using the single particle method, there is commonly
one method used: the before scattering method. This work presents a second
method to estimate local attributes based on the box-sampling method. Further,
the estimation of global attributes, for example, the current through a contact is
shown.
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Before scattering method

The before scattering method is obtaining the values of the attributes of interest
before a scattering event takes place. These values are weighted with the total
scattering rate Γ(k), as shown in (3.55) [51, 60]:

In a spatial discretization every grid point Pj in a device has a volume Vj as-
signed. Inside this Volume Vj, the closest grid point is Pj, where j is an index
for every grid point in r space. This kind of discretization volume is also known
as Voronoi volume. The averages of the local attributes can be built for every
discretization volume Vj separately in the manner of [88]:

A(k) j ≈
ri∈Vj

A(ki) Γ(ki)
−1

ri∈Vj

Γ(ki)
−1 . (3.60)

Here, the summation runs over the before scattering states (ki, ri), where the
scattering takes place inside the Volume Vj [60].

One drawback of this method is, that if no scattering event happens while a
particle traverses a discretization volume, no contributions are made to the sum
in (3.60).

Boundary method

The boundary method gathers statistical information when a particle crosses a
boundary from one Voronoi volume to another. Therefore, the k-values are weighted
with the velocity component of the particle perpendicular to the boundary |v⊥(k)|
[65]. In the manner of the box method, the mean values of the local attributes can
be calculated like:

A(k) j ≈
rn∈ej

A(kn) |v⊥(kn)|−1

rn∈ej
|v⊥(kn)|−1

, (3.61)

where rn is the point on the j-th edge, where one particle is crossing the n-th time
the edge ej between two Voronoi volumes.

The benefit of this method is, that also in regimes where there is barely no
scattering, sampling values can be obtained. Therefore, statistical averages of
local attributes even in areas with ballistic transport can be estimated.
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Scattering

Boundary State

Figure 3.5.: Boundary method sampling in a device. The dashed lines are the
boundaries between the Voronoi volumes.

Combination of methods

The before-scattering method and the boundary method can be combined. This
combination of methods gives a smaller statistical error than the ones of each
method individually.
To investigate this combined averaging method, a silicon n+n−n+ diode with

abrupt junctions was chosen. The doping levels are 1019cm−3 and 1015cm−3, re-
spectively. Fig. 3.6 shows the conduction band edge and the electron density for
an applied voltage of 2V.
Fig. 3.7 compares the different averaging methods in the n+n−n+ diode in the

area of the n+n− junction at 200 nm. The simulation with constant grid size
shows a nearly constant factor between before-scattering and boundary method.
The diode with variable grid size shows a clear dependence of the number of
entries of the before-scattering method on the grid size. At x > 250 nm the grid
size is becoming so big, that the before-scattering method has an advantage over
the boundary method. Nevertheless, the combination of the two methods always
gathers more entries than one method alone.
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Figure 3.6.: Conduction band edge (red) and the electron density (blue) in an
n+n−n+ diode with abrupt junctions.
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(a) Constant grid-cell size. The number of entries on the edge is always higher than in
the Voronoi volume (before-scattering method)
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(b) Variable gird-cell size. For x < 250 nm, the number of entries on the edges is higher.
For x > 250 nm, the number of entries in the Voronoi volumes is higher. This results
from different grid-cell sizes.

Figure 3.7.: Comparison of two different averaging methods in an silicon n+n−n+

diode with constant and variable grid size. Both images show the
region around the n+n− junction at 200 nm.
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where vy is the velocity component normal to the contact. To estimate this integral
with the Monte Carlo method (Section 3.3.1) the distribution function fv(k, x, 0)
needs to be normalized [61]. We assume that the doping concentration under the
contact is constant:

ND(x, y = 0) = Nsurf . (3.67)

This results in a constant electron concentration under the contact (nsurf = Nsurf)
and, therefore, the boundary distribution is independent of the x-coordinate:

fv(k, x, 0) = f surf
v (k) (3.68)

The electron concentration in general is defined as

n(r) =
1

4π3

BZ

f(k, r) d3k =
1

4π3

BZ

1

|vy|fv(k, r) d
3k. (3.69)

With the definition of the normalized distribution function

psurfv (k) =
f surf
v (k)

C , (3.70)

equations (3.66) and (3.69) become

I =
q

4π3
W LC C

BZ

sign (vy(k)) p
surf
v (k) d3k , (3.71)

nsurf =
C
4π3

BZ

1

|vy|p
surf
v (k) d3k . (3.72)

The normalization constant C can be eliminated from this system of equations:

I = qW LC nsurf
BZ

sign(vy) psurf(k) d
3k

BZ

1
|vy | psurf(k) d

3k
. (3.73)

The integrals in the numerator and denominator represent expectation values, that
can be estimated by sample means, see Section 3.3.1.

I = qW LC Nsurf

N

i=1

sign(vy)

N

i=1

1
|vy |

= qW LC nsurf
Nin −Nout

N

i=1

1
|vy |

. (3.74)
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Here, N = Nin+Nout, where Nin is the number of injected particles (sign(vy) = 1),
Nout is the number of absorbed particles (sign(vy) = −1), Nsurf is the constant
doping concentration under the contact and W LC is the area of the contact as
shown in Figure 3.8.
To estimate the error of the contact current, an estimator νi is introduced:

νi =



−1 : particle gets absorbed but not injected at this contact

0 : particle gets injected and absorbed at this contact

+1 : particle gets injected but not absorbed at this contact

, (3.75)

where the index i corresponds to one particular trajectory. The current is pro-
portional to the sample mean of the νi, and the statistical error of the current is
proportional to the sample variance:

s2ν =
1

N − 1

N

i=1

ν2
i −N ν̄2 (3.76)

The standard deviation of the current is estimated as

sI =
sν√
N

⇒ srel =
sI
I
. (3.77)

The relative standard deviation srel can be used as a measure for the statistical
error. These equations are applicable because the starting points of all trajectories
are statistically independent, and so are the random numbers νi.
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Chapter 4
Backward Monte Carlo Method

The backward MC method (BMC) was introduced at the end of the 1980s [45,
73]. These early algorithms turned out to be numerically unstable, as the carrier
energy tends to grow indefinitely on a trajectory that is followed back in time [P4].
A numerically stable algorithm was proposed in 2003 [62]. Since the backward
transition rates are chosen to obey the principle of detailed balance, a runaway of
the carrier energy along a backward trajectory is avoided. From a practical point
of view, this means that the scattering rates of the forward method can be used
in the backward method as well [62].

The principle of the BMC method for the solution of a boundary value problem
is to choose a set of states in phase space and trace trajectories from these states
back in time until a contact is reached. The value of the given distribution function
(DF) at the contact determines the statistical weight of the backward trajectory
and consequently its contribution to the estimator of interest [P4].

This method enables the calculation of a current, that is controlled by an energy
barrier. The current through a device is typically determined by the states at the
top of the barrier, see Fig. 4.1. If the barrier is high, a forward trajectory is very
unlikely to reach the top of the barrier, whereas in the backward method only
these unlikely states are considered, and no computation time is wasted with the
vast majority of trajectories that do not overcome the barrier [P4].

It is also possible to combine the backward and the forward MC method. Once
a backward trajectory with an initial state (v0, r0) is calculated, and the statistical
weight of that state is determined, a forward trajectory can be started from the
very same state (Fig. 4.5). The mean values of interest are then calculated from a
set of forward trajectories in the usual manner [P3, P4].
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Figure 4.1.: Principle of the backward MC method applied to a MOSFET. The
injected particle has a chosen state in r- and k-space. A trajectory is
traced back in time to its origin to calculate its weight [P4].

4.1. Theory of the Backward Monte Carlo Method

With the initial conditions

K0(t0) = k0 and R0(t0) = r0, (4.1)

a phase space trajectory can be obtained by formally integrating the equations of
motion (2.22) and (2.23) [P4]:

K0(t) = k0 +
t

t0

Fe (R0(τ), τ) dτ , (4.2)

R0(t) = r0 +
t

t0

v (K0(τ)) dτ. (4.3)

The BTE (2.26) can be integrated over the phase space trajectory in the manner
of [59]:

f(k0, r0, t0) =
t0

0

dt1 d3k1 K(k0, t0,k1, t1) f(k1,R(t1), t1) + f0(k0, r0, t0) (4.4)

The resulting integral equation (4.4) represents the generalization of Chamber’s
path integral [13, P4, 64]. The source term of this equation includes the initial
distribution for a initial value problem [61], or the boundary distribution for a
boundary value problem [59]. The kernel of the integral equation is of the form:
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4.1. Theory of the Backward Monte Carlo Method

K(k0, t0,k1, t1) = S(k1,K0(t1)) exp −
t0

t1

λ(K0(τ))dτ (4.5)

The trajectory K0(τ) passes through k0 at the time t0. The kernel (4.5) in a
physical sense describes a transition from (k1, t1) to (k0, t0) [P4].

4.1.1. Probability Density Functions

The components of the kernel (4.5) allow the construction of probability density
functions (PDF). From the scattering rate S a PDF of the after-scattering states
ka can be constructed [P4]:

pk(ka|kb) =
S(kb,ka)

λ(kb)
(4.6)

The PDF of the before-scattering states kb can be constructed in a reverse manner:

p∗k(kb|ka) =
S(kb,ka)

λ∗(ka)
. (4.7)

The scattering rates

λ(kb) = S(kb,ka) d
3ka , (4.8)

λ∗(ka) = S(kb,ka) d
3kb , (4.9)

are serving as normalization factors. The path integral in (4.5) is leading to the
PDF of the backward free-flight time t1 [P4]:

p∗t (t1|t0;k0) = λ(K0(t1)) exp −
t0

t1

λ(K0(τ)) dτ , t1 < t0 (4.10)

With the transformation t∗ = −t, k∗ = −k, and v∗ = −v, the equations of motion
(2.22) and (2.23) can be shown to be form-invariant [P4]. Therefore, the equations
of motion for the forward path can also be used for the backward path. The vector
r and the force field Fe need not be inverted. Consequently, the substitution
τ ∗ = −τ transforms the PDF of the backward free-flight time (4.10) to the PDF
of the forward free-flight [P4]:

pt(t
∗
1|t∗0;k∗

0) = λ(K∗
0(t

∗
1)) exp −

t∗1

t∗0

λ(K∗
0(τ

∗)) dτ ∗ , t∗1 > t∗0 (4.11)
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Both PDFs (4.10) and (4.11) are normalized:

t0

−∞
p∗t (t1|t0) dt1 = 1 , (4.12)

∞

t∗0

pt(t
∗
1|t∗0) dt∗1 = 1 . (4.13)

4.1.2. The Backward MC Method

In the more familiar forward MCmethod, the scattering events occur in a ascending
time sequence: t0 < t1 < t2 < · · · . In the the backward MC method based on
(4.4) the scattering events occur in a descending sequence : t0 > t1 > t2 > · · · .
The distribution function f in one point (k0, r0) can be estimated by the BMC

method by the following sample mean [P4]:

f(k0, r0, t0)
1

N

N

s=1

µ(n(s))
s (k0, r0, t0) (4.14)

The number of trajectories is represented by N , and n(s) is denoting the order of
the s-th numerical trajectory, which is the number of scattering events occurring
in the time interval [0, t0]. In literature, there are two different kinds of estima-
tors µ(n). One is based on mathematical considerations, the other on physical
considerations. Both of them will be discussed below.

Transition Rate Derived from Mathematical Considerations

The first works regarding the BMC method, [45] and [73], interpreted S(kb,ka)
as the unnormalized distribution of the before-scattering states kb. Thus, the
normalized PDF (4.10) is applied [P4]. With the transition density

P (k1, t1|k0, t0) = p∗k(k1|K0(t1)) pt(t1|t0;k) (4.15)

the estimator in (4.14) becomes

µ(n)(k0, r0, t0) =
λ∗(K0(t1))

λ(K0(t1))
. . .

λ∗(Kn−1(tn))

λ(Kn−1(tn))
fin(Kn(0),Rn(0)) , (4.16)

where fin denotes the initial distribution. A trajectory of second order (n = 2) is
illustrated in Fig. 4.2.

Though the estimator (4.16) is formally derived from the BTE, previous simula-
tions revealed a stability problem. The energy of one particle becomes statistical

42



4.1. Theory of the Backward Monte Carlo Method
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Figure 4.2.: Illustration of a backward trajectory starting at time t0 and reaching
time 0 after three free flights. The symbols used in the estimator
(4.16) are shown.

very high when the trajectory is followed back in time, as sketched in Fig. 4.3.
The initial distribution takes on very small values for high energies. Whereas the
probability that the particle energy becomes low is very small, but the initial dis-
tribution for low energies is high. These rare events are contributing mainly to the
estimator and causing a large variance. The simulations show that the variance
is increasing quickly over time. However, for a finite time t the variance of the
estimator is finite [P4].

Transition Rate Derived from Physical Considerations, based on [P4]

The time evolution of the particle energy can be understood from a property of the
scattering rate known as the principle of detailed balance. This property ensures
that in any system particles scatter preferably to lower energies. If the backward
transition rate (4.7) is employed for trajectory construction, in the simulation
the principle of detailed balance is inverted, and scattering to higher energies is
preferred.
The principle of detailed balance is reflected by the following symmetry property

of the scattering rate [61]:

S(ki,kj) = S(kj,ki) e
βD(E(ki)−E(kj)) , (4.17)

where βD = (kBTD)
−1 with TD being the device temperature, and E(k) denoting

the carrier energy. The stability problem can be solved by using the forward
scattering rate also for the construction of the backward trajectory and changing
the estimator accordingly, as sketched in Fig. 4.4. In the transition density the
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estimated by (4.23). However, it is more convenient to employ Monte Carlo inte-
gration instead. For this purpose, the current has to be expressed as an expectation
value. This is accomplished by introducing a PDF p0(k0, y0) which can be chosen
freely, and reformulating (4.24) as [P4]:

I = qW

ym

0 BZ

µ(k0, y0; x0) p0(k0, y0) d
3k0 dy0 ≡ qWE{µ} (4.25)

with

µ(k0, y0; x0) =
vx(k0) f(k0, x0, y0)

4π3 p0(k0, y0)
. (4.26)

In a Monte Carlo simulation, the expectation value is estimated by a sample mean
[83].

I = qWE{µ} ≈ qW
1

N

N

i=1

µ(k0,i, y0,i; x0) (4.27)

Here, N denotes the number of sampling points. With the estimated distribution
function (4.23) the estimator (4.26) takes the form

µ(k0, y0; x0) =
vx(k0) fb(kb, rb)

4π3 p0(k0, y0)
eβD(H(kb,rb)−H(k0,r0)). (4.28)

Consider, that with this definition only one trajectory per sampling point (k0,i, y0,i)
is started, corresponding to M = 1 in (4.23).

The estimator (4.28) is the fundamental equation from which various variants
can be derived. The following sections discuss different choices of the injection
PDF p0 and the properties of the resulting current estimators [P4]. In (4.28), k0

and y0 are random variables, whereas x0 is a given parameter. In the following,
x0 is omitted from the argument list for the sake of readability.

4.2.1. The Boundary Distribution

Distribution functions at ohmic contacts are close to thermal equilibrium. There-
fore, a Maxwell-Boltzmann or Fermi-Dirac distribution is an appropriate choice
for the the boundary distribution fb. Here, an equilibrium Boltzmann distribution
is assumed:

fb(k, r) = C(r) e−βD E(k) (4.29)
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Two normalization integrals will be needed in the following. The first one is the
partition function Z(T ) (3.58) and the second integral is defined as

V (T ) =

BZ

|vx(k0)| e−β(T ) E(k0) d3k . (4.30)

The integrations over the Brillouin zone (BZ) are carried out numerically, see
Appendix A.1. From these two quantities the injection velocity is obtained:

vinj(T ) =
V (T )

Z(T )
(4.31)

The definition of the electron concentration

n(r) =
1

4π3

BZ

fb(k, r) d
3k (4.32)

is used to determine the normalization constant C in (4.29):

C(r) = 4π3n(r)

Z(TD)
(4.33)

4.2.2. Injection from an Equilibrium Maxwellian

The starting points of the backward trajectories are generated by the PDF p0. We
express p0 as a product of two independent PDFs:

p0(k0, y0) =f0(k0) py(y0) (4.34)

The PDF of the injection coordianate y0 is assumed to be proportional to the
electron concentration at the injection coordinate x0.

py(y0) =
n(x0, y0)

ym
0

n(x0, y) dy
(4.35)

For the injection distribution f0, a normalized Boltzmann distribution at device
temperature TD is chosen.

f0(k0) =
1

Z(TD)
e−βD E(k0) (4.36)

Inserting the boundary distribution (4.29) and the injection distribution (4.36) in
(4.28) gives the following current estimator [P4]:

µ = vx(k0)
eβD (EC(rb)−EC(r0))

py(y0)
n(rb) (4.37)

Note that both the Boltzmann factors e−βD E(k0) and e−βD E(kb) have canceled out of
this expression. To generate wave vectors from the equilibrium distribution (4.36),
the constant time sampling method described in Section 3.3.5 can be used.
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4.2.3. Injection from a Velocity-weighted Maxwellian

Another choice for f0 is a velocity-weighted Maxwellian at equilibrium temperature
TD [P4]:

f0(k0) =
1

V (TD)
|vx(k0)| e−βD E(k0) (4.38)

This choice is motivated by the fact that in the numerator of (4.28) a term
vx(k0) e

−βD E(k0) occurs. Division by (4.38) will essentially cancel out this term.
This reduces the k0-dependence of the estimator which is expected to reduce its
variance. Inserting the boundary distribution (4.29) and the injection distribution
(4.38) in (4.28) yields

µ = sign(vx(k0)) vinj(TD)
eβD (EC(rb)−EC(r0))

py(y0)
n(rb) . (4.39)

In this equation, sign(vx) denotes the sign of the velocity component vx, and
vinj is the injection velocity defined by (4.31). To generate wave vectors from the
equilibrium distribution (4.38), the box sampling method described in Section 3.3.5
can be used.

4.2.4. Injection from a Non-equilibrium Maxwellian

For some applications, it can be useful to generate the initial points k0 from a
Maxwellian at a temperature T0 different from the device temperature TD [P4].
When calculating quantities depending on the high energy tail of the distribution,
an injection temperature T0 > TD will be beneficial as it enhances the number of
initial points at higher energies. In this work a non-equilibrium Maxwellian of the
form

f0(k0) =
1

Z(T0)
e−β0 E(k0) (4.40)

is considered. Injecting with this non-equilibrium distribution, equation (4.28)
leads to an estimator η:

η(k0, y0) =
Z(T0)

Z(TD)
vx(k0)

eβD (EC(rb)−EC(r0))

py(y0)
× e(β0−βD) E(k0) n(rb) (4.41)

The sample mean of η,

I = qW
1

N

N

i=1

η(k0,i, y0,i) , (4.42)
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can be reformulated as a weighted average of the form:

I = qW

N

i=1

µ(k0,i, y0,i)w(k0,i)

N

i=1

w(k0,i)

(4.43)

Here, µ is given by (4.37) and the weight factor w is defined as

w(k0) = e(β0−βD) E(k0) . (4.44)

The derivation of (4.43) is described in detail in [P4]. In the case of a velocity-
weighted Maxwellian with T0 = TD,

f0(k0) =
1

V (T0)
|vx(k0)| e−β0 E(k0)

a similar procedure can be applied. In the weighted average (4.43) the estimator
(4.39) and the very same weight (4.44) have to be used [P4].

4.2.5. Injection from the Equilibrium Concentration

All previous estimators have a dependence on the injection coordinate y0 through
the term eβDEC(r0)/py(y0). However, this dependency is weak and can even be
eliminated from the estimator by choosing the injection distribution as [P4]:

p0(k0, y0; x0) =
1

A(TD)
|vx(k0)|e−βDH(k0,x0,y0) (4.45)

Inserting (4.20) in (4.45) again yields a product of two independent PDFs.

p0(k0, y0) =f0(k0) p̃y(y0) (4.46)

Here, f0 is given by (4.38), and p̃y is defined as

p̃y(y0) =
ñ(x0, y0)

B(TD)
(4.47)

with ñ(x0, y0) = e−βDEC(x0,y0). This quantity is up to a constant the equilibrium
concentration determined by the band edge energy EC . On the other hand, n
in (4.35) represents the actual carrier concentration as obtained from a device
simulation. With the normalization integral in (4.47) defined as

B(TD) =
ym

0

ñ(x0, y) dy , (4.48)
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the total normalization factor A in (4.45) becomes

A(TD) = V (TD)B(TD) . (4.49)

Using the boundary distribution (4.29) and the injection distribution (4.45) the
current estimator (4.28) can be reformulated as:

µ = sign(vx(k0)) vinj(TD)B(TD)n(rb) e
βDEC(rb) (4.50)

Other than the estimators discussed above, this estimator is independent of the
injection coordinate y0. A more transparent physical interpretation is achieved
by expressing the equilibrium concentration n(rb) as a function of the local quasi-
Fermi level Fn.

n(rb) = NC(TD) e
βD(Fn(rb)−EC(rb) (4.51)

Here, the effective density of states NC is related to the partition function Z by
NC = Z/(4π3). Also, the normalization factor B will be expressed through an
energy EC defined as

EC = −kBTDln
B

ym
. (4.52)

EC has the meaning of an average of the band edge energy over the injection
coordinate y0:

e−βDEC(x0) =
1

ym

ym

0

e−βDEC(x0,y0) dy0 (4.53)

Expressing the estimator (4.50) in terms of the parameters Fn and EC gives

µ = ymNC(TD) vinj(TD) sign(vx(k0)) e
βD(Fn(rb)−EC) . (4.54)

This equation states that a backward trajectory represents an elementary particle
flux NC vinj. This flux is multiplied by a statistical weight given by the e-function.
The higher the energy of the starting point (EC) with respect to the Fermi level at
the trajectory end point (Fn), the lower is the statistical weight. If a constant ΔE
were added to EC , the estimator µ and subsequently also the current I would be
scaled by the factor e−βDΔE . In other words, increasing the barrier height by some
energy increment will result in an exponential decrease in current. This means
that the exponential dependence of the thermionic current on the barrier height
can be directly deduced from the current estimator (4.54) [P4].
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4.2.6. Symmetric Sampling

In thermodynamic equilibrium the distribution function is symmetric. Because of
this symmetry, the current will vanish. In a BMC simulation the current is not
vanishing exactly because of the finite sample size. However, this type of statistical
error can be eliminated by always generating positive and negative values of the
estimator in pairs. When a backward trajectory is started from a state (k0, y0),
also another one is started with opposite momentum from the state (−k0, y0).
This procedure will give exactly I = 0 in thermal equilibrium without statistical
error and is reducing the statistical error in situations close to thermal equilibrium.

Every estimator described above can be used to define a new estimator by taking
the algebraic mean value [P4]:

µsymm(k0, y0) =
µ(k0, y0) + µ(−k0, y0)

2
(4.55)

Using (4.54) the new estimator will be of the form:

µsymm =
ymNC(TD) vinj(TD)

2
eβD F+

n (rb) − eβD F−
n (rb) e−βDEC (4.56)

Here, F+
n denotes the quasi-Fermi level of the contact where the trajectory injected

from k0 has terminated, whereas F−
n is the quasi-Fermi level of the contact where

the trajectory injected from −k0 has terminated [P4].

4.2.7. Estimation of the Statistical Error

Because of the statistical independence of the backward trajectories, an expression
for the statistical error of the simulation result is readily found. In the following,
µ is a function of the random variables (k0, y0). Several such functions µ(k0, y0)
have been discussed in the preceding sections.
In the case of the injection states k0 being generated from an equilibrium dis-

tribution, the sample mean µ and the variance s2µ of the samples {µ1, µ2, · · · , µN}
can be calculated straightforwardly. The sample mean

µ =
1

N

N

i=1

µi (4.57)

gives the current, I = qWµ, whereas the sample variance s2µ allows an estimate of
the current’s statistical error.

s2µ =
1

N − 1

N

i=1

µ2
i −N µ2 (4.58)
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The standard deviation of the current is estimated as

sI = qW
sµ√
N

⇒ sI
I

=
1√
N

sµ
µ

. (4.59)

The relative standard deviation sI/I can be used as a measure for the statistical
error.

In the case of the injection states k0 being generated from a non-equilibrium
distribution, the random variable w defined by (4.44) and the random variable ξ
defined by

ξ = µw , (4.60)

are needed. In the course of a Monte Carlo simulation, the sample means ξ and
w have to be calculated in order to obtain the current [P4]:

ξ =
1

N

N

i=1

ξi, w =
1

N

N

i=1

wi ⇒ I = qW
ξ

w
(4.61)

In addition, the sample variances and the sample covariance have to be determined.

s2ξ =
1

N − 1

N

i=1

ξ2i −N ξ
2

(4.62)

s2w =
1

N − 1

N

i=1

w2
i −N w2 (4.63)

s2ξw =
1

N − 1

N

i=1

ξi wi −N ξ w (4.64)

Using these parameters, the variance of the random variable µ = ξ/w can be
estimated as

s2µ = s2ξ − 2rs2ξw + r2s2w , (4.65)

where r = ξ/w [83]. From sµ, the standard deviation of the current can be
computed.

sI = qW
sµ√
N w

⇒ sI
I

=
1√
N

sµ

ξ
(4.66)

4.3. Multi-Band Semiconductors

The formalism in the sections above is assuming carrier transport in one band only.
However, the extension of the formalism to a many band structure is straightfor-
ward. The definitions of the normalization factors (3.58) and (4.30) have to be
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extended by a summation over the band index n [P4]:

Z(T ) =
n BZ

e−β(T ) En(k) d3k (4.67)

V (T ) =
n BZ

|v(n)x (k0)| e−β(T ) En(k0) d3k (4.68)

The band energy En denotes the energy of an electron in band n with respect to
the band edge energy EC . Equation (4.32) defining the electron concentration at
equilibrium has to account for a summation over the band index as well.

n(r) =
C(r)
4π3

n BZ

e−β(T ) En(k) d3k (4.69)

The definition (4.33) of normalization factor C remains unchanged. Sampling an
equilibrium trajectory in a multi-band simulation yields random injection states
of the form (n0,k0), where n0 is the initial band index.

4.4. The Combined Backward-Forward MC Method

The forward MC method and the backward MC method can be combined. The
following considerations can be found in [P4].

In semiconductor devices, there are various processes which are caused by car-
riers with energies above a certain energy threshold. Such processes are impact
ionization, carrier injection into the oxide, and the generation of interface traps
due to hot carriers. To model such processes, only carriers with energies above
the threshold need to be considered, whereas carriers with lower energies have no
effect. Therefore, a reasonable approximation in the modeling of such processes is
to consider only those high energetic carriers that are able to surmount the energy
barrier and to neglect the vast majority of carriers close to thermal equilibrium
that get reflected on either side of the barrier.
This motivates the introduction of a combined backward-forward Monte Carlo

method which simulates only those trajectories passing the energy barrier, as
shown in Fig. 4.5. In the first step of this method, a backward trajectory is
started from the injection plane at x0 with a random initial state (k0, y0). The
contribution of this trajectory to the estimator (4.23) determines the statistical
weight of this state:

w(k0, r0) = fb(kb, rb) e
βD(H(kb,rb)−H(k0,r0)) (4.70)
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4. Backward Monte Carlo Method

In the second step, a forward trajectory is started from the state (−k0, y0). This
trajectory is assigned the statistical weight (4.70). The quantities of interest are
computed as a weighted average over an ensemble of forward trajectories. Note
that the backward trajectories are only needed to determine the weights. No
averages are computed from those trajectories.
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(k0, r0)
injection state

(kb, rb)
boundary state
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backward
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1

injection
plane

3

forward
trajectory

Figure 4.5.: Principle of the combined backward-forward MC method for a MOS-
FET. The injected particle has a chosen state in r- and k-space. A
trajectory is traced back in time to its origin to calculate the weight.
The local attributes are calculated from the weighted forward trajec-
tories [P4].

4.5. Results and Discussion

The BMC method, as well as the different estimators described above, have been
implemented in the full-band Monte Carlo simulator VMC [P1]. Backward tra-
jectories are constructed in the same manner as forward trajectories. Routines
for the computation of the free flight and the after scattering states can be used
without modification.

For testing purposes the structure of a planar n-channel MOSFET with a gate
length of LG = 65 nm, an effective oxide thickness of tox =2.5 nm, and a channel
width of W = 1µm is used. Device geometry and doping profiles have been
obtained by process simulation [104]. A sketch of the device structure is shown
in Fig. 4.6. Room temperature is assumed for all simulations (TD = 300K). The
following results and discussions are found in a previous work [P4].
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Figure 4.6.: Sketch of a MOSFET.

4.5.1. Transfer Characteristics

The transfer characteristics have been calculated using the classical device simu-
lator Minimos-NT [71, 94], the conventional FMC method, and the novel BMC
method. Each bias point is calculated with 106 trajectories, both with the back-
ward and forward methods.The maximum of the energy barrier determines the
location of the injection plane. It is located at x0 = 10.2 nm relative to the left
edge of the gate contact. Fig. 4.7 shows the transfer characteristics. Good agree-
ment between the classical device simulation and the MC simulations is found.
The BMC method works well in the entire sub-threshold region, whereas the FMC
method (without statistical enhancement) can cover only a few orders of magni-
tude of the current. The barrier height in the channel increases with decreasing
gate voltage. Thus, at some point none of the forward trajectories will be able to
surmount the barrier, giving an estimated current of I = 0.

Further, the statistical error of the BMC method is depicted in Fig. 4.8. In a
MOSFET the current component due to carriers injected at the source contact is
nearly independent of the drain voltage, whereas the current component of carries
originating from the drain contact depends strongly on the drain voltage. At
VDS = 2.2V the back diffusion current from the drain is extremely small, and the
total current is dominated by forward diffusion, which will result in a low variance.
At VDS = 50mV, on the other hand, the back diffusion current is significant, and
a stronger compensation of the two current components takes place, which will
result in a higher variance. This explanation, using the forward time picture also
holds true in the backward time picture. There a large difference in the two current
components is reflected by a significant difference in the statistical weights of the
forward and backward diffusing carriers.

In Fig. 4.9 the computation times for a given error tolerance of 10−2 are com-
pared. In the on-state (VGS = 2.2V) BMC is about five times faster than FMC.
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Figure 4.7.: Transfer characteristics of the nMOSFET for two drain voltages, sim-
ulated with Minimos-NT, the backward and the forward MC methods.

Although in this operating point the energy barrier in the channel is almost com-
pletely suppressed, many electrons injected at the source contact get reflected
by the geometrical constriction at the source-channel junction. Since the BMC
method needs not simulate these reflected carriers, it shows a clear gain also in the
on-state. The last point that could be simulated with FMC within a reasonable
time was VGS = 0.8V. In this operating point, BMC is about 2300 times faster
than FMC as shown in Fig. 4.9.
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Figure 4.8.: Relative Error (relative standard deviation) of the drain current for
two drain voltages. Each bias point is calculated with 106 backward
trajectories. The current estimator (4.37) was used.
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Figure 4.9.: Computation times by a single core of an Intel i7 processor. The
operating points of the transfer characteristics at VDS = 2.2V are
considered. A relative standard deviation of 10−2 is assumed.

57



4. Backward Monte Carlo Method

4.5.2. Output Characteristics

Fig. 4.10 compares the output characteristics computed by three different methods.
As shown in Fig. 4.11, the statistical error decreases with increasing VDS, a trend
already discussed in the previous section. The figure also shows that the variance
of the symmetric estimator (4.56) is lower in the entire range of drain voltages.
Especially at low VDS, where the device is approaching thermal equilibrium, the
variance of the non-symmetric estimator tends to explode, whereas the variance
of the symmetric estimator shows only a slight increase. In this regime, variance
reduction by the symmetric estimator is particularly effective. Evaluation of the
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VDS [V]

10−12

10−8

10−4

I 
[A

]

VGS=2.2 V

VGS=50 mV

MinimosNT

BMC

BMC symm.

Figure 4.10.: Output characteristics of the MOSFET for two gate voltages, simu-
lated with MinimosNT, the forward and the backward MC methods.

symmetric estimator (4.56) requires the computation of two numerical trajectories.
To obtain a fair comparison of the two estimators at equal computational cost, we
compute N = 106 realizations of the non-symmetric estimator (4.39) and only
N = 5 · 105 realizations of the symmetric estimator. Despite the sample size being
smaller in the latter case, this smaller sample gives the lower statistical error.
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Figure 4.11.: Relative errors of the output characteristics at two gate voltages. The
non-symmetric and the symmetric estimator based on the velocity-
weighted Maxwellian are compared. Each bias point involves the
calculation of 106 backward trajectories.
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4.5.3. Injection from a Non-equilbrium Distribution

The injection distribution f0 can be freely chosen and does not have any influ-
ence on the expectation value, but it does affect the estimator’s variance. This
fact is demonstrated by generating the random states k0 from non-equilibrium
Maxwellian distributions at different temperatures. The operating point is VGS =
0.6V and VDS = 2.2V. The current is calculated using (4.43) in conjunction
with the estimators (4.37) and (4.39). Fig. 4.12 shows the independence of the
estimated current from the injection temperature T0.
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Figure 4.12.: Temperature stability of the current estimators (4.37), (4.39) and
(4.56) which are based, respectively, on a Maxwellian (MW) and
a velocity-weighted Maxwellian (vel.weighted MW) injection PDF.
Operating point is VGS = 0.6V and VDS = 2.2V.

The estimators’ relative errors are compared in Fig. 4.13. Below 700K, estimator
(4.39) shows less statistical error than estimator (4.37). For both estimators, the
relative error shows a clear minimum, which can be explained as follows: the more
the injection PDF f0 resembles the real flux density vxf , the lower is the current
estimator’s variance. From Fig. 4.13 one can conclude that a velocity-weighted
Maxwellian at 290K is the best approximation of the real flux vxf at the injection
plane. With increasing and decreasing T0 the difference between f0 and the real
flux vxf becomes larger and the relative error increases. For T0 > 700K the
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velocity-weighted Maxwellian is a worse approximation to the real flux vxf than
the Maxwellian and thus shows a higher variance.
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Figure 4.13.: Comparison of the relative errors of the current estimators (4.37),
(4.39) and (4.56). Operating point is VGS = 0.6V and VDS = 2.2V.
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4.5.4. Energy Distribution Function

Figure 4.14 shows the energy distribution function (EDF) for full-bands at three
surface points in the channel of the MOSFET. The forward MC simulation per-
formed with 109 trajectories can resolve only a few orders of magnitude of the
EDF. Then again, with the backward MC method, the EDF is calculated point-
wise with 104 trajectories per point using the estimator (4.23). The EDF shows
a Maxwellian tail. One can compute as many orders of magnitude of the high
energy tail as needed.
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Figure 4.14.: Energy distribution function for full-bands at three surface points in
the channel. The distances from the left edge of the gate electrode
are given. Operating point is VGS = 2.2V and VDS = 2.2V. Solid
lines: Forward MC simulation with 109 trajectories. Dotted lines:
High energy tails computed with the backward MC method.

4.5.5. Hot Carrier Degradation

In long channel devices and high-voltage MOSFETs degradation is triggered by
hot carriers. It is assumed that degradation is caused by the breaking of Si-H
bonds at the silicon-oxynitride/silicon interface [104]. The bond dissociation rates
are modeled by the acceleration integral, which has the general form [69]

IA = σ0

∞

Eth

(E − Eth)
p v(E) f(E) g(E) dE . (4.71)
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Eth denotes an energy threshold, g(E) the density of states, and v(E) the group
velocity. For the purpose of MC estimation, (4.71) is converted into a k-space
integral.

IA = σ0

BZ

Θ(E(k)− Eth) (E(k)− Eth)
p |v(k)| f(k) d3k (4.72)

Here, Θ is the unit step function. For the process considered here in which one
hot carrier is able to break a bond, an exponent of p = 11 and an energy threshold
of Eth = 1.5 eV are assumed [104].
We used the combined backward/forward MC method (Section 4.4) to evaluate

the acceleration integral. The statistical average is calculated from the forward tra-
jectories using the before-scattering method [46]. In this simulation, 1010 scattering
events have been computed. To enhance the number of numerical trajectories at
high energies the injection temperature T0 has been raised significantly (5000K
and 10 000K).
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Figure 4.15.: Acceleration integral for a 65nm nMOS, simulated with FMC and
BMC method at different injection temperatures.

In Fig. 4.15 the MC results are compared to the result of ViennaSHE, a de-
terministic solver for the BTE based on a spherical harmonics expansion of the
distribution function [108]. Fig. 4.15 shows that the MC results are independent
of the injection temperature. ViennaSHE predicts higher values in the first part
of the channel where carrier heating is still moderate. One could attribute this
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difference to the band structure model which is more approximate in ViennaSHE
than it is in VMC.

4.6. Conclusion

A stable backward method has been developed and implemented to overcome the
statistical drawbacks of the forward method. The method allows one to calculate
the current in the entire sub-threshold region including the leakage current in the
off-state. Symmetric current estimators are proposed which produce less statistical
error than the non-symmetric ones. This improvement is achieved for all operating
conditions and is particularly large when thermal equilibrium is approached [P4].
The current through a plane is calculated by Monte Carlo integration of the

current density. For this integration, one has to assume a distribution of the sam-
pling points which in the present case are the initial wave vectors of the backward
trajectories. By assuming a Maxwellian distribution at elevated temperature, the
method will generate more sampling points at higher energies. This method of
statistical enhancement reduces the statistical error of quantities that depend on
the high-energy tail of the distribution function. It is shown that the estimated
current is independent of the injection temperature, whereas the statistical error
shows a clear minimum where the injection distribution most closely resembles the
actual distribution [P4].
The proposed backward Monte Carlo method is able to estimate the energy

distribution function in a chosen point in the (r, k) phase space with the desired
accuracy. The high-energy tail of the distribution can be calculated point-wise.
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Chapter 5
Electron-Electron Scattering

In the previous chapter we presented a method to investigate the high-energy tail
of the energy distribution. One particular scattering mechanism and its implica-
tions on the high energy tail of the energy distribution function is controversially
discussed in the literature, namely electron-electron scattering (EES) [5, 10, 14,
15, 31, 32, 57, 79, 80, 103, 107] [P2].

One can distinguish between selfconsistent models which assume the actual or
an approximate non-equilibrium distribution for the partner electrons, and non-
selfconsistent models which assume an equilibrium distribution for the partner
electrons. The latter approach is suitable to describe the interaction of channel
hot electrons with a reservoir of cold electrons in the drain region of a MOSFET.
This case is studied in the present thesis [P5].

Scattering due to a perturbation potential can be treated by Fermi’s Golden
rule, see Section 2.3. The essential term of Fermi’s Golden rule is the matrix
element of the perturbation potential.

5.1. Matrix Element

The perturbation potential for electron-electron scattering is caused by two-body
screened Coulomb interaction. Assuming a three-dimensional electron gas (3DEG),
the perturbation potential reads [11]:

Us(r1, r2) =
e2

4π s

e−βs|r1−r2|

|r1 − r2| , (5.1)
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5. Electron-Electron Scattering

where r1 and r2 are the spatial coordinates of the electrons and 1/βs is the screening
length also known as the Debye length , defined as [102]:

β2
s =

e2 n

s kBT
. (5.2)

The electronic states for the electron-electron scattering are assumed to be plane-
waves.

|k1,k2 =
1

Ω
eik1·r1 eik2·r2 (5.3)

With these assumptions, the matrix element (2.24) can be written as:

M = k1,k2|Us |k1,k2

=
e2

4π s

1

Ω2

Ω

d3r1

Ω

d3r2 e
−i(k1·r1+k2·r2) e

−βs|r1−r2|

|r1 − r2| e
i(k1·r1+k2·r2) (5.4)

We define the spatial distance between the electrons as a new integration variable:

u = r1 − r2, (5.5)

In (5.4) the following substitutions are made:

r1 = r2 + u, d3r1 = d3u. (5.6)

This leads to following expression for the matrix element:

k1,k2|Us |k1,k2 =
e2

s

1

Ω2

Ω

e−βsu

4π u
ei(k1−k1)·ud3u

Ω

ei(k1+k2−k1−k2)·r2 d3r2. (5.7)

The first integral represents the Fourier transform of the screened Coulomb poten-
tial, see Appendix A.3:

R3

e−βsu

4π u
ei(k1−k1)·u d3u =

1

|k1 − k1|2 + β2
s

, (5.8)

whereas the second integral results in a Kronecker-delta

Ω

ei(k1+k2−k1−k2)·r2 d3r2 = Ω δk1+k2,k1+k2
, (5.9)
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5.2. Two-particle Transition Rate

which describes conservation of the total momentum

k1 + k2 = k1 + k2 . (5.10)

Due to the finite normalization volume Ω all wave vectors are discrete. Substituting
(5.8) and (5.9) into (5.7) leads to the following expression for the matrix element
[P5]:

k1,k2|Us |k1,k2 =
e2

sΩ

δk1+k2,k1+k2

|k1 − k1|2 + β2
s

(5.11)

5.2. Two-particle Transition Rate

The transition rate from the initial state |k1,k2 to the final state |k1,k2 is ex-
pressed by Fermi’s golden rule:

P (k1,k2,k1,k2) =
2π | k1,k2|Us|k1,k2 |2 δ (E(k1,k2)− E(k1,k2)) . (5.12)

The total energy of state |k1,k2 is equal to E(k1,k2) = E(k1) + E(k2). Inserting
the matrix element (5.11) in (5.12), the transition rate becomes:

P2(k1,k2,k1,k2) =

2π e2

sΩ

2 δk1+k2,k1+k2

|k1 − k1|2 + β2
s

2 δ E(k1) + E(k2)− E(k1)− E(k2) . (5.13)

This derivation is based on the assumptions of a finite normalization volume Ω and
the resulting discreteness of the k-vectors. Thus, a Kronecker-delta is obtained,
which is idempotent.

δ2k1+k2,k1+k2
= δk1+k2,k1+k2

(5.14)

5.2.1. Principle of Detailed Balance

In Section 4.1.2 we introduced a novel backward Monte Carlo method, which
utilizes the principle of detailed balance. This section shows that the expression
for electron-electron scattering also obeys the principle of detailed balance.
The transition rate (5.13) is conserving the total energy of the two particles

involved. Thus, it describes an elastic scattering process. The principle of detailed
balance states that for elastic processes the transition rate is symmetric [49, 62].

P2(k1,k2,k1,k2) = P2(k1,k2,k1,k2) (5.15)
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5. Electron-Electron Scattering

The symmetry property can be seen in the original definition of the transition rate:

P2(k1,k2,k1,k2) =
2π | k1,k2|Us |k1,k2 |2 δ E(k1) + E(k2)− E(k1)− E(k2)

(5.16)

Since both, the absolute value of the matrix element and the δ-function, are in-
variant under interchange of initial and final state, so is the transition rate.

5.3. Single-particle Transition Rate

The Monte Carlo methods described above estimate the solution of the Boltzmann
equation, which is the single-particle distribution function. In order to stay in this
single-particle framework, the two-particle scattering rate has to be reduced to
a single-particle scattering rate. For this purpose, some assumptions about the
distribution of the partner-electrons have to be made. These assumptions can
vary from case to case. One can assume an equilibrium distribution or a more
realistic self-consistent distribution for the partner electrons.
The total transition rate for a single-particle can be obtained by summing over

all initial states k2 and final states k2 of the partner electrons [P5].

P1(k1,k1) =
k2

k2

P2(k1,k2,k1,k2) [1− f(k2)] 2f(k2) (5.17)

Here, f is the distribution function of the partner electrons. The factor 2 in front of
the distribution f(k2) results from spin degeneracy. This means that, every state
k2 can be occupied by two electrons. One summation in (5.17) can be evaluated
using the Kronecker-delta. The other summation is converted to an integral taking
into account the density of states, Ω/(2π)3. Therefore, the transition rate becomes

P1(k1,k1) =
2π e2

sΩ

2
Ω

(2π)3

× d3k2
δ E(k1) + E(k1 + k2 − k1)− E(k1)− E(k2)

(|k1 − k1|+ β2
s )

2

× [1− f(k1 + k2 − k1)] 2f(k2) (5.18)

Additionally, we define the differential transition rate S.

S1(k1,k1) =
Ω

(2π)3
P1(k1,k1). (5.19)
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5.3. Single-particle Transition Rate

We define the momentum transfer q as

q = k1 − k1 = k2 − k2 (5.20)

and introduce the function w.

w(k2,q) = f(k2)[1− f(k2 − q)] (5.21)

Using these definitions, the differential transition rate (5.19) becomes

S1(k1,k1 + q) =

2e4

(2π)5 2
s

δ E(k1 + q) + E(k2 − q)− E(k1)− E(k2)

(q2 + β2
s )

2 w(k2,q) d
3k2. (5.22)

Note that S1 is independent of the normalization volume Ω.

5.3.1. Spin Degeneracy and Normalization

The electron concentration n is given by:

n =
2

(2π)3
f(k)d3k (5.23)

The factor 2 accounts for spin degeneracy. We introduce the normalized distribu-
tion function p0,

p0(k) =
f(k)

f(k) d3k
=

2 f(k)

(2π)3 n
(5.24)

and define w as

w(k2,q) = p0(k)[1− f(k2 − q)] . (5.25)

Thus, the differential transition rate (5.22) becomes

S1(k1,k1 + q) = A
δ E(k1 + q) + E(k2 − q)− E(k1)− E(k2)

(q2 + β2
s )

2 w(k2,q)d
3k2,

(5.26)

where the pre-factor A is of the form

A =
ne4

(2π)2 2
s

. (5.27)

The transition rate is proportional to the electron density n and does not contain
the spin degeneracy factor.
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5. Electron-Electron Scattering

5.3.2. A Model for the Partner Electrons

The scattering rate (5.22) depends on the unknown distribution function f(k).
Therefore, a Boltzmann equation including this scattering rate will be nonlinear.
In this work, the partner electrons are assumed to be in thermal equilibrium,
described by the equilibrium distribution f0. The equilibrium distribution can be
either a Fermi-Dirac or a Maxwell-Boltzmann distribution. With this assumption,
the Boltzmann equation will be linear. This assumption is valid if hot carriers in
the highly doped drain region are investigated. However, by fixing the distribution
of the partner electron the heating of the partner electrons due to hot carriers is
neglected.
Another assumption of our model is, that the cold partner electrons are described

with a parabolic and isotropic dispersion relation.

E(k) =
2k2

2m
(5.28)

Here, k is the wavevector relative to the valley minimum located at k0

k = kFB − k0 , (5.29)

where kFB represents the wave vector in the Brillouin zone, relative to the Γ-point.

5.3.3. Principle of Detailed Balance

In the single-particle picture, EES is no longer an elastic process. However, it can
be shown that this process still satisfies the principle of detailed balance. With
the following relation of the Fermi-Dirac distribution f0

1− f0(E)
f0(E) = eβ(E−EF ) (5.30)

the term of (5.17) can be reformulated as

[1− f0(E2)] f0(E2) = [1− f0(E2)] [1− f0(E2)] e−β(E2−EF ). (5.31)

Using (5.31) and the energy balance equation

E2 = E2 + E1 − E1 (5.32)

one can reformulate the transition rate (5.17) as

P1(k1,k1) = eβ(E1−E1)

k2,k2

P2(k1,k2,k1,k2) [1− f0(E2)] [1− f0(E2)] e−β(E2−EF ).

(5.33)
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5.3. Single-particle Transition Rate

In (5.33) we interchange the variables k1,k2 and k1,k2 and employ the symmetry
property (5.15).

P1(k1,k1) = eβ(E1−E1)

k2,k2

P2(k1,k2,k1,k2) [1− f0(E2)] [1− f0(E2)] e−β(E2−EF )

(5.34)

= eβ(E1−E1)P1(k1,k1)

This equation shows that P1 satisfies the principle of detailed balance:

P1(k1,k1) e
−β E1 = P1(k1,k1) e

−β E1 . (5.35)

5.3.4. Angular Integration of the Transition Rate

The energy transfer of both involved particles is defined by

Δ1(k1,q) = E(k1 + q)− E(k1) , (5.36)

Δ2(k2,q) = E(k2 − q)− E(k2) . (5.37)

Thus, energy conservation of one scattering event can be formulated as

Δ1(k1,q) + Δ2(k2,q) = 0 (5.38)

Note, that the equilibrium distribution f0(E) is a function of energy, and so is
function w, defined by (5.25).

w2(E2,Δ1) = p0(E2) [(1− f0(E2 −Δ1)] (5.39)

The transition rate (5.26) can be expressed in terms of Δ1 and Δ2 as follows:

S1(k1,k1 + q) = A
δ Δ1(k1,q) + Δ2(k2,q)

(q2 + β2
s )

2 w0(E2,Δ1) d
3k2. (5.40)

The k2-integration

I(k1,q) = δ Δ1(k1,q) + Δ2(k2,q) w0(E2,Δ1) d
3k2 (5.41)

can be evaluated in spherical polar coordinates, where q is the polar axis. With the
parabolic band approximation (5.28) the energy difference for the partner electron
can be expressed as

Δ2(k,q) = E(k2 − q)− E(k2) =
2

2m
q2 − 2 k2 q cosϑ . (5.42)

71



5. Electron-Electron Scattering

Substitution of (5.42) in (5.41) gives

I(k1,q) = 2π
π

0

dϑ sinϑ
∞

0

dk2 k
2
2 δ Δ1 +

2

2m
q2 − 2 k2 q cosϑ2 w0(E2,Δ1)

(5.43)

In the next step we substitute χ = cosϑ and define the wave number κ as

κ =
m
2

Δ1

q
+

q

2
, (5.44)

to obtain

I(k1,q) = 2π

∞

0

dk2 k
2
2 w0(E2,Δ1)

1

−1

δ
2 k2 q

m

κ

k2
− χ dχ (5.45)

The χ-integration can be carried out using the δ-function.

1

−1

δ
2 k2 q

m

κ

k2
− χ dχ =

m
2qk2

1

−1

δ
κ

k2
− χ dχ

=
m
2qk2

(Θ(κ+ k2)−Θ(κ− k2)) =
m
2qk2

Θ(k2 − |κ|) (5.46)

Here, Θ is the unit step function. The integral (5.45) now simplifies to

I(k1,q) = 2π
m
2q

∞

|κ|

dk2 k2 w0(E2,Δ1) . (5.47)

The arguments k1 and q enter the expression via the lower integration limit
|κ(k1,q)| and the argument Δ1. With (5.47), the transition rate (5.40) becomes:

S1(k1,k1 + q) = B
β2
s

q (q2 + β2
s )

2

∞

|κ|

w0(E2,Δ1) k2 d
3k2, (5.48)

with the pre-factor B defined as

B = 2π A
m
2 β2

s

=
n e4 m

2π 3 2
s β

2
s

. (5.49)
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5.3.5. Transition Rate for Boltzmann Statistics

To simplify notation we introduce the reduced Fermi energy η and the thermal
wave number τ .

η = βEF =
EF

kBT
(5.50)

τ 2 =
2mkBT

2
(5.51)

To obtain the normalized distribution p0, one has to calculate the the normalization
factor CMB for the Maxwell-Boltzmann distribution, as shown in Appendix A.4.

p0(k) =
f0(k)

CMB

=
e−k2/τ2

π3/2τ 3
(5.52)

Note, that the normalized Maxwell-Boltzmann distribution is independent of the
Fermi level η. The integral in the partial evaluated transition rate (5.48) can be
evaluated as shown in Appendix A.4:

∞

|κ|

w0(E2,Δ1) k dk =
e−κ2/τ2

2π3/2 τ
(5.53)

Using (5.53) and denoting the final state as k1 = k1 + q, the equation of the
transition rate (5.48) becomes:

S1(k1,k1) =
C

2π

β2
s

q (q2 + β2
s )

2 e
−κ2/τ2 , (5.54)

with

q = |k1 − k1| and (5.55)

C = √
2πmkBT

B . (5.56)

From the definitions (5.44) and (5.51) we obtain

κ2

τ 2
=

β(Eq +Δ1)
2

4Eq

(5.57)

with

Eq =
2 q2

2m
.

Consequently, the transition rate (5.54) can be reformulated to:

S1(k1,k1) =
C

2π

β2
s

q (q2 + β2
s )

2 × exp −(E(k1)− E(k1) + Eq)
2

4EqkBT
. (5.58)
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5.3.6. Transition Rate for Fermi Dirac Statistics

For Fermi Dirac statistics, the normalized distribution p0 can be obtained by cal-
culating the normalization factor CFD, see Appendix A.5

p0(k) =
f0(k)

CFD

=
1

π3/2 τ 3 F1/2(η) (ek
2/τ2−η + 1)

(5.59)

where F1/2 denotes the Fermi integral of order 1/2. The integral in the partial
evaluated transition rate (5.48) can be evaluated by substituting w = w/CFD as
shown in Appendix A.5:

∞

|κ|

w0(E2,Δ1) k d
3k =

τ 2eη

2CFD

e−η

1− eβΔ1
ln

1 + eη−κ2/τ2

1 + eη+βΔ1−κ2/τ2
(5.60)

With (5.60), the scattering rate (5.48) becomes

S1(k1,k1 + q) =
C

2π

eη

F1/2(η)

β2
s

q (q2 + β2
s )

2

e−η

1− eβΔ1
ln

1 + eη−κ2/τ2

1 + eη+βΔ1−κ2/τ2
. (5.61)

Finally, with the relations (5.57) and the relation

κ2

τ 2
− βΔ1 =

β(Eq −Δ1)
2

4Eq

, (5.62)

the scattering rate (5.61) can be reformulated to:

S1(k1,k1 + q) =
C

2π

eη

F1/2(η)

β2
s

q (q2 + β2
s )

2

e−η

1− eβΔ1
ln

1 + e
η−β(Eq+Δ1)

2

4Eq

1 + e
η−β(Eq−Δ1)

2

4Eq

 (5.63)

Boltzmann Limit

For small carrier concentration the Boltzmann limit must be recovered. We con-
sider the limit η → −∞. In this regime the Fermi-integral behaves as eη. It
holds

lim
η→−∞

eη

F1/2(η)
= 1 . (5.64)

The limit of the following expression is calculated using the rule of l’Hôpital.

lim
η→−∞

ln 1 + eη−κ2/τ2 − ln 1 + eη+βΔ1−κ2/τ2

eη
= (5.65)

lim
x→0

ln 1 + x e−κ2/τ2 − ln 1 + x eβΔ1−κ2/τ2

x
= e−κ2/τ2 1− eβΔ1 (5.66)
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Taking these limits, the scattering rate (5.61) simplifies to the Boltzmann result
(5.54).

5.4. Implementation for Full-Band Structures

Up to this point, no assumption about E(k1), the dispersion relation of the pri-
mary electron, has been made. This fact allows us to construct a model in which
for the high-energetic primary electron a full-band structure, as described in Sec-
tion 2.1.4, is assumed. For the low-energetic partner electron the parabolic band
approximation is used, as shown in the previous sections.

5.4.1. Total Scattering Rate

The total scattering rate Γ1 is obtained by integration of the scattering rate (5.59)
or (5.63) over the final states of the sample electron:

Γ1(k1) = S(k1,k1) d
3k1 (5.67)

The integral in (5.67) is approximated by a discrete sum in k-space.

Γ1(kn, Nn) ≈
Nn

m

S(kn,km)Vm (5.68)

Here, km and Vm denote the center and the volume of the m-th tetrahedron,
respectively. Whereas kn denotes a discrete point in k-space.
The contributions of all neighboring tetrahedra of tetrahedron n are calculated

and stored in a table. Recursively, all neighbors of these contributing tetrahedra
are included in this table, see Fig. 5.1. The recursive search for contributing
neighbors ends, when a tetrahedron contributes less than a pre-defined tolerance
to the total scattering rate. The number of all tetrahedra found in this way for
one particular point kn is defined as Nn.

5.4.2. Obtaining the Final State

To enable the selection of the after-scattering state, all partial sums of the form

Γ1(kn, N) =
N

m

S(kn,km)Vm , N ∈ [1, Nn] (5.69)

are pre-computed and stored in a table [P5]. This table of the partial sums (5.69)
is stored for each discrete initial state kn in the irreducible wedge of the Brillouin
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Tet1
Tet2

Tet2,1
Tet2,1,1

· · ·
· · ·

· · ·

· · ·kn

Figure 5.1.: All contributing neighbors of a point kn are recursively included. In
the first step, all direct neighbours are added. For the second and third
step, the tetrahedrons Tet2,1 and Tet2,1,1, respectively, are exemplarily
illustrated. For the calculation of the scattering rate, all tetrahedra
are represented by the center km and their volume Vm.

zone, for each band b, and for a set of discrete Fermi levels EF in the case of
Fermi-Dirac statistics.
The final state is obtained by first, randomly selecting a tetrahedron N ∈ [1, Nn]

using the pre-computed table of partial sums.

Γ1(kn, N − 1) ≤ r < Γ1(kn, N) (5.70)

The uniformly distributed random number r is in the range

0 ≤ r ≤ Γ1(kn, Nn) . (5.71)

Once a tetrahedron has been selected, a uniformly-distributed random state inside
the tetrahedron is chosen using Barycentric coordinates.

Barycentric Coordinates for a Tetrahedron

A tetrahedron has four vertices {V0 , V1 , V2 , V3} . The barycentric coordinates
{ξ0 , ξ1 , ξ2 , ξ3} of a point P inside the tetrahedron can be calculated as [19]:

ξi =
volume(P, V(i+1) mod 4, V(i+2) mod 4, V(i+3) mod 4)

volume(Vi, V(i+1) mod 4, V(i+2) mod 4, V(i+3) mod 4)
. (5.72)

Because of the condition

3

i=0

ξi = 1, (5.73)

one coordinate is redundant.
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Random Selection of a Point inside a Tetrahedron

A uniformly distributed random point inside a tetrahedron can be obtained by
randomly chosen barycentric coordinates [81].

ξ0 = r0 (5.74)

ξ1 = r1 (1− ξ0) (5.75)

ξ2 = r2 (1− ξ0 − ξ1) (5.76)

ξ3 = 1− ξ0 − ξ1 − ξ2 (5.77)

Here, ri are uniformly distributed random numbers in [0, 1[.
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5.5. Implementation for Parabolic and Isotropic
Bands

The next model we want to discuss assumes a parabolic dispersion for both the
sample and the partner electron, which is the standard model often used in lit-
erature. Some integrals can be solved analytically if a parabolic and isotropic
dispersion relation is assumed for the sample electrons:

E(k1) =
2k2

1

2m
. (5.78)

5.5.1. The Total Scattering Rate for Boltzmann Statistics

The total scattering rate is defined as

Γ1(k1) = S(k1,k1 + q) d3 q . (5.79)

We use formulation (5.54) and introduce spherical polar coordinates with k1 defin-
ing the polar axis.

Γ1(k1) =
C

2π

∞

0

π

0

β2
s

q (q2 + β2
s )

2 exp − q + k1 cosϑ1

τ

2

2π sinϑ1 dϑ1 q
2 dq

(5.80)

Here, we make use of the relation

κ(k1,q) = q − k1 cosϑ1 .

Defining χ = cosϑ1 and the scaled variables

p =
k1
τ
, s =

q

τ
, γ =

βs

τ
(5.81)

we obtain

Γ1(k1) = C

∞

0

1

−1

γ2 s

(s2 + γ2)2
e−(s+pχ)2 dχ ds . (5.82)

The double integral defines a function F (p, γ):

F (p, γ) =

∞

0

1

−1

γ2 s

(s2 + γ2)2
e−(s+pχ)2 dχ ds . (5.83)
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Evaluating the χ-integral will result in an error function. However, by applying
integration by parts in s the error function can be avoided. We use

∞

0

∂u

∂s
v ds = u v

∞

s=0

−
∞

0

u
∂v

∂s
ds (5.84)

where ∂u
∂s

and v are defined as:

∂u(s, γ)

∂s
=

γ2 s

(s2 + γ2)2

v(p, s, χ) = e−(s+pχ)2

For the antiderivative u and the partial derivative of v we find:

u(s, γ) =

s

0

γ2 s

(s2 + γ2)2
ds =

s2

2(s2 + γ2)

∂v

∂s
= −2(s+ pχ) e−(s+pχ)2 =

1

p

∂v

∂χ

Inserting these expression in (5.84) gives

∞

0

∂u

∂s
v ds = −1

p

∞

0

u
∂v

∂χ
ds

Now integration over χ can be carried out.

F (p, γ) = −1

p

∞

0

ds

1

−1

u
∂v

∂χ
dχ =

1

p

∞

0

u(s, γ)[v(p, s,−1)− v(p, s, 1)] ds

Back substitution of the functions u and v gives

F (p, γ) =
1

2p

∞

0

s2

s2 + γ2
e−(s−p)2 − e−(s+p)2 ds (5.85)

The asymptotic behavior of F (p, γ) is discussed in Appendix A.5.2

F (0, 0) = 1 .
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With back substitution of p and τ , the single-particle scattering can be reformu-
lated to

Γ1(E) = C F E/kBT , βs/τ . (5.86)

The pre-factor C (5.56) with (5.49) reads

C =
ne4

(2π)3/2 2 2
sβ

2
s

m

kBT
(5.87)

Inserting the definition of β2
s (5.2), the pre-factor C becomes independent of the

electron density n.

C =
ne4

(2π)3/2 2 2
s

s kBT

e2 n

m

kBT
=

e2
√
mkBT

(2π)3/2 2
s

(5.88)

The electron-electron scattering rate only depends on the electron density through
the screening parameter γ = βs/τ in the function F . Since γ shows up in the
denominator of the integral in F , the electron-electron scattering decreases at
higher electron concentrations.

5.5.2. Two-particle Scattering Rate for Boltzmann Statistics

In the previous section the total scattering rate was calculated by integrating the
scattering rate S(k1,k1). The latter is the result of another integration. Thus the
total scattering rate is obtained by two consecutive integrations. Inserting (5.26)
in (5.79) and assuming Boltzmann statistics gives

Γ1(k1) = A
δ E(k1 + q) + E(k2 − q)− E(k1)− E(k2)

(q2 + β2
s )

2 p0(k2) d
3k2 d

3q (5.89)

In this section we reverse the order of integration and perform the q-integration
first. The result of the first integration is the two-particle scattering rate Γ2(k1,k2).

Γ2(k1,k2) = A
δ E(k1 + q) + E(k2 − q)− E(k1)− E(k2)

(q2 + β2
s )

2 p0(k2) d
3q (5.90)

For a parabolic band the argument of the δ-function in (5.90) becomes

E(k1 + q)− E(k1) + E(k2 − q)− E(k2) =
2

2m
(k1 + q)2 + (k2 − q)2 − k2

1 − k2
2

=
2

m
q2 + (k1 − k2) · q =

2

m
q2 −Kq cosϑ . (5.91)
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Here we have introduced the difference vector K defined as

K = k2 − k1 , (5.92)

and ϑ, the angle between K and q. In a spherical polar coordinate system, with
K as the polar axis and ϑ as the polar angle, the energy conservation requires a
positive cosϑ

q2 − qK cosϑ = 0 ⇒ cosϑ =
q

K
≥ 0 . (5.93)

Since q = |q| and K = |K| are positive by definition the allowed range of ϑ is

ϑ ∈ 0,
π

2
.

With (5.91) the integral (5.90) becomes

Γ2(k1,k2) = A

∞

0

π/2

0

δ[
2

m
(q2 −K q cosϑ)]

(q2 + β2
s )

2
2π sinϑ dϑ q2 dq

We carry out the ϑ-integration first. Defining ξ = cosϑ we obtain

H(q) =

1

0

δ
2

m
q(q −Kξ) dξ

=
m
2 q

1

0

δ(Kξ − q) dξ =
m

2 K q

Θ(K − q)−Θ(−q)

0

 (5.94)

Note that H(q) restricts the domain of integration to q ∈ [0, K].

Γ2(k1,k2) = 2π A

∞

0

q2

(q2 − β2
s )

2
H(q) dq = 2π A

m
2 K

K

0

q2

(q2 − β2
s )

2
dq (5.95)

With the pre-factor B (5.49), the scattering rate can be evaluated as [100]:

Γ2(k1,k2) =
B

2

K

K2 + β2
s

. (5.96)
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5.5.3. Single-particle Scattering Rate for Boltzmann Statistics

Having evaluated the q-integral in (5.89), we now evaluate the k2-integral. The
single-particle scattering rate Γ1 can be calculated by integrating the two-particle
scattering rate Γ2 against the normalized probability density p0(k2), see [100].

Γ1(k1) = Γ2(k1,k2) p0(k2) d
3k2 =

B

2

|k2 − k1|
|k2 − k1|2 + β2

s

f0(k2)

CMB

d3k2 (5.97)

The variable substitution

K = k2 − k1, d3k2 = d3K, k2 = k1 +K

leads to the following expression for the single-particle scattering rate

Γ1(k1) =
B

2CMB

K

K2 + β2
s

f0(k1 +K) d3K . (5.98)

Introducing scaled variables

p =
k1
τ
, s =

K

τ
, γ =

βs

τ
,

the Boltzmann term can be reformulated as

f0(k1 +K) = eη−(k21+2k1K cosϑ+K2)/τ2 = eη−p2−s2−2 p s cosϑ (5.99)

the K-integral in (5.98) can be evaluated analytically:

K

K2 + β2
s

f0(k1 +K) d3K = τ 2 eη
s

s2 + γ2
e−p2−s2−2 p s cosϑ d3s

= 2πτ 2 eη
∞

0

s

s2 + γ2
e−s2−p2s2 ds

1

−1

e−2psχ dχ

= 2πτ eη
∞

0

s2

s2 + γ2

e−(s−p)2 − e−(s+p)2

2p
ds

= 2π τ 2 eη F (p, γ) (5.100)

The function F (p, γ) is defined in (5.85), which leads finally to the single-particle
scattering rate (5.86).
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5.5.4. Random Selection of the Momentum Transfer q

In the first step the wave vector k2 of the partner electron is selected randomly
from an equilibrium Maxwellian distribution. With the current wave vector k1 of
the sample electron the difference vetor is computed

K = k2 − k1 , K = |K| .

The two-particle scattering rate can be used to calculate the momentum transfer
q. For this purpose the integrand in (5.95) can be used as a probability density
for q. We define F (q) as:

F (q) =

q

0

q dq

(q2 + β2
s )

2 =
q2

2β2
s (q

2 + β2
s )

(5.101)

The normalized cumulative probability distribution is

P (q) =
F (q)

F (K)
, q ∈ [0, K] . (5.102)

The random number q is generated using the inversion method, see Section 3.3.2.

P (qr) = r1 ⇒ q2r =
r1K

2β2
s

K2(1− r1) + β2
s

The polar angle ϑr is given by (5.93):

cosϑr =
qr
K

. (5.103)

With a second random number r2 the azimuthal angle ϕ is generated from a
uniform distribution in [0, 2π].

ϕr = 2πr2 (5.104)

From (qr, cosϑr, ϕr) the 3D vector qr can be constructed. Note that the polar axis
is given by the difference vector K = k2 − k1. In the last step the final state is
computed.

k1 = k1 + qr (5.105)
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5.6. Results and Discussion

The following results and discussion are taken from a previous work [P5].

5.6.1. Screened Coulomb Scattering Mechanisms

Since ionized-impurity scattering (IIS) and e-e scattering (EES) are caused by
the very same screened Coulomb interaction, we compare the rates of these two
scattering mechanisms in Fig. 5.2 and Fig. 5.3. For this comparison we used the
IIS model of Brooks and Herring (BH)

ΓBH(k) =
NIe

4m

4π 3 2β2
s

4 k

β2
s + 4 k2

=
B

2

4 k

β2
s + 4 k2

(5.106)

Here, B is the already defined pre-factor (5.49) and NI is the ionized impurity
concentration. In both cases, the scattering rate becomes smaller with increasing
concentration. However, since the scattering potential gets more localized with
stronger screening, its distribution in momentum space gets wider, and hence the
momentum transferred per scattering event gets larger. At high energies, the
rates become concentration-independent in both cases. The main differences can
be observed at low energies. While an electron at rest is strongly affected by the
moving partner electrons, it will not be affected by the static impurities. At low
energies, the EES rate assumes a constant value determined by F (0, x), whereas
the IIS rate vanishes for a non-zero screening parameter βs. For weak screening
(βs → 0) the EES rate converges to a finite value determined by F (0, 0) = 1,
whereas the maximum of the IIS rate grows indefinitely, see Fig. 5.3.

5.6.2. Results for Bulk Silicon

As a first test, the equilibrium distribution function is simulated. We asume a
parabolic dispersion, which is consistent with the integration of the transition
rate (5.19). This results in an equilibrium distribution function, represented by a
Maxwellian, also in the presence of EES. This is expected since EES satisfies the
principle of detailed balance. The numbers of energy gain and loss processes are
perfectly balanced for each scattering mechanism. Using the transition rate (5.58)
in an MC simulation with a non-parabolic dispersion (α = 0.5 eV−1), however,
results in an imbalance of energy gain and loss processes. An excess of phonon
emissions over absorptions indicates that the inconsistently used EES model pro-
vides net energy to the electron system.
This example indicates that the analytical formula derived for a parabolic dis-

persion should not be used in a transport model with any other dispersion.
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Figure 5.2.: Electron-electron scattering rate calculated from (5.86) assuming m =
0.3m0, s = 11.68 0 and T = 300K and the electron concentrations
n = 1017/1018/1019 cm−3. The dashed line represents the unscreened
limit of the scattering rate.

5.6.3. Results for an n+n−n+ Diode

The EES model has been implemented in the Monte Carlo device simulator VMC
[109] for both analytical and numerical band structures. The first device investi-
gated is an n+n−n+ diode with abrupt junctions. The doping levels are 1019cm−3

and 1015cm−3, respectively. Fig. 5.4 shows the conduction band edge for an applied
voltage of 2V and the electron densities. The plot distinguishes between the total
electron density (S+D) and the density of electrons originating from the source
contact only (S). Fig. 5.5 shows the energy relaxation process due to phonon scat-
tering only (doted lines) and due to phonon and EES (solid lines). In the drain
region (x ≥ 400 nm), the difference between the decay of the mean energy due to
scattering only (magenta lines) and due to mixing with the cold carriers from the
drain contact (cyan lines) can be observed.
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Figure 5.3.: Ionized-impurity scattering rate obtained from the Brooks-Herring
model [43] for the same parameters as in Fig. 5.2.

5.6.4. Results for a n-channel MOSFET

The second device we consider is a planar n-channel MOSFET with LG = 65 nm,
tox =2.5 nm, and a channel width of W = 1µm. Device geometry and doping
profiles have been obtained by process simulation [104]. The first simulation uses
the parabolic band approximation. Fig. 5.6 shows the EDF at three interface
points in the channel at VGS = 2.2V and VDS = 2.2V. Fig. 5.6 indicates that
EES has virtually no influence on the non-equilibrium EDF. The reason is that
the EES transition rate (5.19) asumes the interaction with an equilibrium electron
system and thus does not alter the Maxwellian high energy tail.

The full-band implementation of the EES model in the MC code requires a
numerical integration over the Brillouin zone. Fermi-Dirac statistics for the initial
state and the Pauli blocking factor for the final state of the partner electron are
taken into account. The state after scattering is selected randomly using pre-
calculated lists. To resolve the high energy tail accurately, we employ the backward
MC method, described in Chapter 4.

In Fig. 5.7 results from full-band transport calculations are compared to the
results of ViennaSHE, a deterministic solver for the BTE based on a spherical
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Figure 5.4.: Conduction band edge in a n+n−n+ diode with abrupt junctions. The
total electron density (S+D) and the partial density due to electrons
injected from the source contact (S) are shown.

harmonics expansion of the distribution function [4, 63, 85, 108]. ViennaSHE
accounts for an isotropic, multi-valley band-structure that captures some features
of the full-band density of states. It is also able to take EES into account. In the
EES model of ViennaSHE, additional approximations are introduced. For instance,
the energy of the partner electron before scattering is treated as a constant (E∗)
which is set equal to the average energy. As shown in Fig. 5.7, the MC model
predicts a Maxwellian tail at high energies by the assumption that the hot carriers
interact with an equilibrium system of cold carriers, whereas the EES model of
ViennaSHE predicts a significant deviation from the Maxwellian tail. We believe
that an EES model that adequately fulfills energy and momentum conservation
simultaneously would not be able to yield such strong enhancements of the high
energy tail as reported in [5, 15, 104].
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Figure 5.5.: Average electron energy in the n+n−n+ diode. The upper curves (S)
consider only the (hot) electrons originating from the source region
and clearly show the additional energy relaxation due to EES. The
lower curves (S+D) consider all electrons and show a stronger carrier
cooling because in addition to energy relaxation there occurs also a
mixing of the hot carriers with the cold carriers in the drain.
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Figure 5.6.: EDF at three surface points in the channel of a MOSFET with and
without EES. A parabolic dispersion is assumed in the transport model
to be consistent with the EES-rate (5.86).
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Figure 5.7.: EDF at three surface points in the channel with EES and fullband
effects included. The backward MC simulation accounts for interac-
tion with cold drain electrons and predicts a Maxwellian tail (dashed
line). ViennaSHE considers interaction with non-equilibrium electrons
at fixed energy and severely overestimates the high-energy tail.
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Chapter 6
Outlook and Conclusion

This chapter shall discuss possible future implementations and improvements of
the work done in this theses. Finally, a conclusion is drawn.

6.1. Possible Further Improvements of the BMC
Method

Some of these possible improvements can be applied to the classical MC algorithm,
such as using materials other than silicon, additional hole transport or other scat-
tering processes. The self-consistent simulation can be achieved by coupling with
a drift-diffusion simulator or with the ensemble MC algorithm. One improvement
which could be applied to the BMC method is a combination of the stable and the
unstable version of the algorithm.

6.1.1. Combination of Methods

The fact that in the original versions of the BMC algorithm particles tend to higher
energies [45, 73] has led to problems, see Section 4.1.2. Thus, the algorithms were
unstable. Contrarily, particles in the stable version of the algorithm [62] tend to
lower energies. These considerations and their tendency for energy loss/gain are
sketched in Fig. 4.3 and Fig. 4.4.

A novel idea for improvement would combine these two methods to keep the par-
ticles in a derived energy range shown in Fig. 6.1. This could lead to a significant
improvement regarding the variance reduction in this specific energy range. Thus,
this combination of methods could be an interesting tool to investigate processes

91





6.3. Conclusion

solutions of the BTE. One method is based on the moments of the BTE. Taking
only two moments into account, the method of moments yield to the drift-diffusion
(DD) model. The second method discussed in this work is the spherical harmonics
expansion (SHE) method. The solution of the BTE is obtained deterministically.
The third method discussed is the Monte Carlo (MC) method. Based on the
stochastic nature of the physical processes the solution of the BTE is obtained
by MC estimates. Advantages and drawbacks of all three methods have been
discussed.

The backward MC (BMC) method was proposed to overcome some drawbacks of
the forward MC method [45, 62, 73]. Here, we established a stable BMC estimator
based on [62] and developed several novel techniques such as symmetric injection
to further reduce variance. All derived estimators were implemented in a pre-
existing MC device simulator. We show that the implementations could fulfill all
proposed predictions and lead to tremendous variance reduction for rare events
in MC simulations. Thus, it is possible to only simulate the DF in one specific
region of interest or in other words: one can choose the energy and the location
in the device and estimate the DF for this point only. Thus, only the trajectories
passing this specific point have to be considered and no other trajectories have to
be calculated. The advantage of using full-bands, physical scattering mechanisms,
and the possibility to only estimate the results of interest make the BMC method
a powerful tool for investigating hot-carrier effects.

We took some effort to establish a formalism to describe EES for two particles as
well as for single particles. This formalism was derived in general, and implemented
with full-bands and with the parabolic band approximation. Furthermore, it was
shown that the transition rates obey the principle of detailed balance. Thus, no
altering of the DF’s high energy tail is expected. In order to compare it to results
from an SHE simulator in the drain region, the single-particle scattering model
assumes that the hot-electrons get mixed in the drain with an ensemble of electrons
in thermal equilibrium. With partner electrons in equilibrium and parabolic bands
for both, the sample and the partner electrons, the non-self-consistent results show
no altering of the distribution function’s high energy tail.

The good compatibility with the standard algorithms for scattering and free-
flight makes the BMC method very smooth to implement in existing MC simula-
tors. The implemented version of the BMC method appears to be a powerful tool
for investigating rare events in general and hot-carrier effects in particular. Trans-
port across high energy barriers or physical processes with high energy thresholds
can be investigated more easily than with other methods. This work shows that
the BMC algorithm has no problems with high energy barriers when it comes to
the calculation of the current. Moreover, the results even show a slight decrease
in simulation time by increasing barrier heights. The algorithm proves to be sta-
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ble, no matter of the injection distribution that can be chosen freely. Of course,
the more realistic the injection distribution, the smaller the statistical error of the
estimation. Furthermore, the BMC method is able to estimate quantities with a
high energy threshold such as the acceleration integral used in hot-carrier degrada-
tion modeling. With our EES method, we showed that the investigation of effects
affecting hot-carrier distribution including full-bands is possible with the BMC
method.
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Appendix A
Integration over the Brillouin
Zone

A.1. The partition function

This section is based on a previous work [P3]. The partition function [74] defined
by (3.58) is evaluated by numerical integration. The contribution of band n is
given by

Zn =

BZ

e−βEn(k) d3k (A.1)

In VMC, only the irreducible wedge of the BZ is decomposed into M tetrahe-
dra. One octant of the BZ can be represented by six mirroring operations of the
irreducible wedge. In this case the partition function is calculated as

Zn =48
M

m=1 Tet m

e−βEn(k) d3k, (A.2)

The integration over the irreducible wedge is now split into integrals over tetrahe-
dra which can be performed using barycentric coordinates [P3]. The values of the
attributes are given at the vertices of the tetrahedron. A linear interpolation of
the values inside the tetrahedron is assumed. {E0, E1, E2, E3} are the energy values
in the tetrahedron vertices and Vm is the volume of the mth tetrahedron. From
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the following integral

Tetm

e−βE(k) d3k = Vm

1

0

dξ0

1−ξ0

0

dξ1

1−ξ0−ξ1

0

dξ2 e
−β(ξ0(E0−E3)+ξ1(E1−E3)+ξ2(E2−E3)+E3)

= Vm

1

0

dξ0

1−ξ0

0

dξ1
1

β (E2 − E3) e−β(ξ0(E0−E3)+ξ1(E1−E3)+E3)

−e−β(ξ0(E0−E2)+ξ1(E1−E2)+E2)

= Vm

1

0

dξ0
1

β2 (E2 − E3) (E1 − E2) e−β(ξ0(E0−E1)+E1) − e−β(ξ0(E0−E2)+E2)

− 1

β2 (E2 − E3) (E1 − E3) e−β(ξ0(E0−E1)+E1) − e−β(ξ0(E0−E3)+E3)

= Vm

3

i=0

e−βEi

β3
3

j=0
j=i

(Ej − Ei)
(A.3)

follows that

Z =
n

Zn = 48
n m

Vm

3

i=0

e−βEi

β3
3

j=0
j=i

(Ej − Ei)
(A.4)

The spacial case where Ej = Ei is discussed in the next section.

A.2. Average Energy and Injection Velocity

The statistical average (3.59) can be calculated with the band-structure given in
the irreducible wedge and decomposed in M thetrahedra, as follows:

A =
48

Z
n

M

m=1 Tet m

An(k)e
−βEn(k) d3k. (A.5)

{A0, A1, A2, A3} are the attribute values in the tetrahedron vertices. The follow-
ing derivation assumes a linear variation of the attribute and the energy in the
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tetrahedron.

Tetm

A(k)e−βE(k) d3k
= Vm

1

0

dξ0

1−ξ0

0

dξ1

1−ξ0−ξ1

0

dξ2 (ξ0 (A0 − A3) + ξ1 (A1 − A3)

+ ξ2 (A2 − A3) + A3) e
−β(ξ0(E0−E3)+ξ1(E1−E3)+ξ2(E2−E3)+E3)

=Vm

3

i=0

e−βEi Ai +
3

j=0
j=i

Aj−Ai

β(Ej−Ei)

β3
3

j=0
j=i

(Ej − Ei)
(A.6)

The statistical averages (A.5) becomes

A =
48

Z
n m

Vm

3

i=0

e−βEi Ai +
3

j=0
j=i

Aj−Ai

β(Ej−Ei)

β3
3

j=0
j=i

(Ej − Ei)
. (A.7)

If the attribute of interest is the energy, A(k) = E(k), the average gets reduced to

E =
48

Z
n m

Vm

3

i=0

e−βEi 3
β
+ Ei

β3
3

j=0
j=i

(Ej − Ei)
. (A.8)

In the case where the desired attribute is the injection velocity, A(k) = |vx(k)|
which is constant in each tetrahedron, the average (4.30) is reduced to

|vx| =
48

Z
n m

Vm |vx,m|
3

i=0

e−βEi

β3
3

j=0
j=i

(Ej − Ei)
, (A.9)

where vx,m is the constant velocity in x-direction in the tetrahedron with the index
m. Because of symmetry, the absolute value has to be used, otherwise the result
would be zero.
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In the special case where Ei = Ek the expression for the average energy can be
written as:

E =
48

Z
n m

Vm

3

i=0

e−βEi 3
β
+ Ei

β2
3

j=0
j=i
j=k

(Ej − Ei)
, (A.10)

because of the limit

lim
Δ→0

1− e−βΔ

Δ
= β. (A.11)

A.3. Fourier Transform of the Screened Coulomb
Potential

The Fourier Transform of the screened Coulomb potential

V (u) =
e−βs u

4π u

is defined as

V (q) = d3u
e−βs u

4π u
e−iq·u .

Introducing spherical polar coordinates, with q defining the polar axis,

q · u = q u cos θ and cos θ = χ ,

the integral can be solved as follows:

V (q) =
1

2

∞

0

du u2 e
−βs u

u

1

−1

dχ e−i q u χ =
1

2

∞

0

du u2 e
−βs u

u

e−i q u χ

q u

1

−1

=
π

2 q

∞

0

du e−(βs+i q)u − e−(βs−i q)u =
1

β2
s + q2
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A.4. The Normalized Maxwell-Boltzmann
Distribution

The normalization factor for Maxwell-Boltzmann statistics and parabolic bands is
defined as follows:

CMB = f0(k) d
3 k = e(EF−E(k))/kBT d3 k (A.12)

Introducing scaled variables (5.50) and (5.51) the integral becomes:

CMB = eη
∞

0

e−k2/τ2 4π k2 dk = 2π τ 3 eη
∞

0

e−z z1/2 dz

= 2π τ 3 eη Γ(3/2)
√
π/2

= π3/2 τ 3 eη (A.13)

The last integral on the right-hand side defines the Gamma function:

Γ(3/2) =

√
π

2
. (A.14)

A.4.1. Evaluating the Transition Rate Integral

With the normalized Boltzmann distribution p0, the integral in the transition rate
(5.48) can be evaluated as follows:

∞

|κ|

w0(E2,Δ1) k dk =

∞

|κ|

p0(E) k dk =
1

CMB

∞

|κ|

eη−k2/τ2 k dk

=
τ 2 eη

CMB

∞

|κ|/τ

e−u2

u d u =
τ 2 eη

2CMB

∞

|κ|2/τ2

e−z d z

=
e−κ2/τ 2

2π3/2 τ
=

e−κ2/τ2

(2π)3/2
√
mkBT

(A.15)
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A.5. The Normalized Fermi-Dirac Distribution

The normalization factor for Fermi-Dirac statistics is defined as:

CFD = f0(k) d
3k =

∞

0

4π k2

ek2/τ2−η + 1
dk = 4π τ 3

∞

0

u2

eu2−η + 1
du

= 2π τ 3
∞

0

z1/2

ez−η + 1
dz = 2π τ 3 Γ(3/2)

√
π/2

F1/2(η) = π3/2 τ 3 F1/2(η) (A.16)

Here, F1/2 denotes the Fermi integral of order 1/2. The Fermi integral of order j
is defined as:

Fj(x) =
1

Γ(j + 1)

∞

0

zj

ez−x + 1
dz (A.17)

A.5.1. Evaluating the Transition Rate Integral

Substituting w0 = w0/CFD, the integral in the transition rate (5.48) can be rear-
ranged as follows:

∞

|κ|

w0(E2,Δ1) k dk =
τ 2eη

2CFD

∞

|κ|

e−ηw0(E2,Δ1)
2k

τ 2
dk (A.18)

Using the relation (5.30), the function w can be reformulated as

w0(E2,Δ1) = fFD(E2) [1− fFD(E2 −Δ1]

= fFD(E2)fFD(E2 −Δ1)e
β(E2−Δ1−EF ) (A.19)

With the variable substitutions

d1 = βΔ1, u =
k2

τ 2
, du =

2k

τ 2
dk, u1 =

κ2

τ 2
,

the integral in (A.18) can be evaluated in the manner of:

I =

∞

|κ|

e−ηw0(E2,Δ1)
2k

τ 2
d3k =

∞

|κ|

ek
2/τ2−βΔ1−2η

(ek2/τ2−η + 1)(ek2/τ2−βΔ1−η + 1)

2k

τ 2
dk

=

∞

u1

eu−d1−2η

(eu−η + 1)(eu−d1−η + 1)
du = e−η

∞

u1

eη−u

(1 + eη−u)(1 + eη+d1−u)
du (A.20)
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With the further substitutions

v = eη−u, v1 = v(u1) = eη−κ2/τ2 , v2 = v(∞) = 0, (A.21)

dv = −eη−u du, a = ed1 ,

the integral gets transformed to:

I = e−η

v1

0

1

(1 + v)(1 + a v)
dv =

e−η

1− a
[ln(1 + v1)− ln(1 + a v1)]

=
e−η

1− ed1
ln(1 + eη−κ2/τ2)− ln(1 + eη+d1−κ2/τ2) =

e−η

1− ed1
ln

1 + eη−κ2/τ2

1 + eη+d1−κ2/τ2

(A.22)

A.5.2. Asymptotic behaviour of EES

F (p, γ) at low Energies

With the relation

ex − e−x

2
= sinh x

the formula (5.85) can be rewritten to

F (p, γ) =
e−p2

p

∞

0

s2

s2 + γ2
sinh (2ps) e−s2 ds , (A.23)

where the limit for p → 0 can be obtained. With the relation

lim
p→0

sinh 2ps

2ps
= 1 (A.24)

the limit of F (p → 0, γ) becomes

F (p → 0, γ) = 2

∞

0

s3

s2 + γ2
e−s2 ds =

∞

0

u

u+ γ2
e−u du (A.25)

With the substitution t = u+ γ2 and x = γ2 the integral can be reformulated

F (p → 0, x) = ex

 ∞

x

e−t

t
dt − x

∞

x

e−t

t
dt

 = 1 + x ex Ei(−x) . (A.26)

Here, Ei denotes the exponential integral function. This result shows that also an
electron with zero kinetic energy (p = 0) is affected by e-e scattering.
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F (p, γ) at low Concentrations

From the formula (5.85) the limit for γ → 0 can be obtained. In this case, the
concentration n is zero and therefore there is no screening.

F (p, γ → 0) =
1

2p

∞

0

e−(s−p)2 − e−(s+p)2 ds =
1

2p

 ∞

−p

e−t2 dt−
∞

p

e−t2 dt


=

1

2p

p

−p

e−t2 dt =

√
π

2p
erf(p) (A.27)

The function erf(x) denotes the error function

erf(x) =
2√
π

x

0

e−t2 dt . (A.28)

Setting γ = 0 in (A.25), the asymptotic maximum of the function F (p, γ) can be
derived

F (0, 0) =

∞

0

e−u du = 1 . (A.29)
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[53] C. Kittel. Einführung in die Festkörperphysik. Oldenbourg, 2006. isbn:
9783486577235.

[54] C. Kittel and C. J. Fong. Quantentheorie der Festkörper. Oldenbourg, 1989.
isbn: 3486214209.

[55] C. Kittel. Introduction to Solid State Physics. Wiley, 2004. isbn: 978047141-
5268.

[56] L. Kleinman. “Relativistic norm-conserving pseudopotential”. In: Phys.
Rev. B 21 (6 Mar. 1980), pp. 2630–2631. doi: 10.1103/PhysRevB.21.2630.
url: https://link.aps.org/doi/10.1103/PhysRevB.21.2630.

[57] N. Koike and K. Tatsuuma. “A drain avalanche hot carrier lifetime model
for n- and p-channel MOSFETs”. In: 2002 IEEE International Reliability
Physics Symposium. Proceedings. 40th Annual (Cat. No.02CH37320). Apr.
2002, pp. 86–92. doi: 10.1109/RELPHY.2002.996614.

[58] H. Kosina, M. Harrer, P. Vogl, and S. Selberherr. “A Monte Carlo Transport
Model Based on Spherical Harmonics Expansion of the Valence Bands”. In:
Proceedings of the International Conference on Simulation of Semiconduc-
tor Devices and Processes (SISDEP). 1995, pp. 396–399.

[59] H. Kosina, M. Nedjalkov, and S. Selberherr. “Theory of the Monte Carlo
Method for Semiconductor Device Simulation”. In: IEEE Transactions on
Electron Devices 47.10 (2000), pp. 1898–1908.

[60] H. Kosina. “Simulation des Ladungstransportes in elektronischen Bauele-
menten mit Hilfe der Monte-Carlo-Methode”. PhD thesis. Technische Uni-
versität Wien, 1992.

[61] H. Kosina, M. Nedjalkov, and S. Selberherr. “The stationary Monte Carlo
method for device simulation. Part I. Theory”. In: Journal of Applied Physics
93.6 (2003), pp. 3553–3563.

108



[62] H. Kosina, M. Nedjalkov, and S. Selberherr. “A Stable Backward Monte
Carlo Method for the Solution of the Boltzmann Equation”. In: Large-Scale
Scientific Computing. Ed. by I. Lirkov, S. Margenov, J. Waśniewski, and
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