


Abstract

Nanostructures made from graphene and graphene related materials or from tradi-
tional compound semiconductors are promising building blocks for light sources and
detectors in a broad frequency range. By cutting graphene into a few nanometer-wide
nanoribbon, the bandgap can be tuned to a certain extent by the confinement of the
electronic wave function. One dimensional graphene nanoribbons and superlattices
provide precisely tunable energy gaps for optical applications. The optical properties
of such nanostructures are investigated. The nearest neighbor tight-binding model is
employed to describe the electronic bandstructure. In addition, an analytical solu-
tion for the dispersion relation and the wave functions are introduced in this study.
Based on developed models, selection rules for optical transitions of each structure
are obtained. The results are verified against first principles calculations. Single-
layer hexagonal boron nitride can be patterned into nanoribbons which exhibit large
enough band gaps and qualitatively different properties from those of graphene related
materials. Embedding graphene nanostructures in boron nitride lattices increases flex-
ibility of bandgap engineering for optical transitions. The optical properties of such
embedded graphene nanoribbons and superlattices are investigated. The optical spec-
trum, the quantum efficiency, and the photoresponsivity of those nanostructures are
evaluated and their application in photodetector devices is investigated. The role of
line-edge roughness on the optical properties of such devices is carefully studied.

Since the intersubband transition energy can be varied to cover a broad wavelength
range, intersubband optoelectronic devices are very agile in frequency. For a quantum
cascade laser, both the emission frequency and optical gain can be tailored by design
of the heterostructure. Employing the flexibility offered by bandstructure engineering,
we present an approach to use quantum cascade lasers for ultrashort pulse generation
in the infrared and terahertz frequency range. Laser design parameters, including
the barrier and well thicknesses and applied electric field are modified for maximiz-
ing the laser performance and desired dynamic operation. For this purpose, particle
swarm optimization — a multi-variable multi-objective optimization algorithm — is
employed. For short pulse generation, we study passive mode locking in a ring cav-
ity quantum cascade laser where the instability condition is introduced by means of
a saturable absorber. The effects of saturable absorber and pumping strength on
the instability threshold are investigated. Various quantum cascade laser designs, in-
cluding three-well vertical, superlattice, and terahertz designs, are employed in the
optimization study. A large optical gain below the instability threshold is achieved
for the optimized quantum cascade laser designs. To analyze the optimized structure

i



above the instability threshold, numerical calculations based on the Maxwell-Bloch
equations are performed. A finite-difference discretization scheme is employed to find
the evolution of electric field, polarization, and population inversion in the spatial and
time domain. The results indicate side-mode instabilities due to Risken-Nummedal-
Graham-Haken-like instability.
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Kurzfassung

Nanostrukturen aus Graphen und verwandten Materialien oder aus traditionellen
Verbindungshalbleitern bilden die Grundbausteine für Lichtquellen und -detektoren in
einem breiten Frequenzspektrum. Strukturiert man Graphen in Streifen von wenigen
Nanometern Breite, sogenannte Nanoribbons, so entsteht durch die Einschränkung der
elektronischenWellenfunktion eine Bandlücke. Eindimensionale Graphen-Nanoribbons
und -Übergitter ermöglichen es, die Bandlücke für optische Anwendungen genau einzus-
tellen. In dieser Arbeit werden die optischen Eigenschaften solcher Nanostrukturen un-
tersucht. Um die elektronische Bandstruktur zu beschreiben, wird die Tight-Binding-
Methode verwendet. Es werden analytische Lösungen für die Dispersionsrelation und
die Wellenfunktion angegeben. Aus den entwickelten Modellen erhält man Auswahlreg-
eln für die optischen Übergänge in konkreten Strukturen. Die Ergebnisse werden
anhand von ab initio Rechnungen verifiziert. Nanoribbons aus einatomigen Bornitrid-
Schichten weisen eine wesentlich größere Bandlücke als Graphen-basierte Nanostruk-
turen auf. Durch Einbetten von Graphen-Nanostrukturen in Bornitrid kann die Bandl-
ücke für optische Übergänge noch flexibler eingestellt werden. Die optischen Eigen-
schaften von eingebetteten Graphen-Nanoribbons und -Übergittern werden unter-
sucht. Dazu zählen die Spektralverteilung, die Quanteneffizienz und die Empfind-
lichkeit. Auch der Einfluss der Kantenrauigkeit auf die optischen Eigenschaften wird
sorgfältig untersucht. Die mögliche Anwendung dieser Nanostrukturen in Photode-
tektoren wird beleuchtet.

Da die Übergangsenergie zwischen Subbändern und die damit verbundene Wellenlänge
stark variiert werden kann, können Intersuband-optoelektronische Bauelemente für
Frequenzen in einem großen Bereich ausgelegt werden. In einem Quantenkaskaden-
laser können sowohl die Emissionsfrequenz als auch die optische Verstärkung durch
den geeigneten Entwurf der Heterostruktur eingestellt werden. Es wird ein spezielles
Quantenkaskadenlaser-Design vorgestellt, das zur Erzeugung ultrakurzer Pulse im
Infrarot- und Terahertzbereich geeignet ist. Dabei werden die Entwurfparameter wie
Schichtdicken und elektrische Feldstärke so eingestellt, dass die Lasereigenschaften
optimiert werden und gleichzeitig das gewünschte dynamische Verhalten gewährleis-
tet wird. Zu diesem Zweck wird das Verfahren der Partikelschwarm-Optimierung,
einem mehrkriteriellen Optimierungsalgorithmus, angewendet. Für die Erzeugung
ultrakurzer Pulse wird die passive Modenkopplung in einem Quantumkaskadenlaser
mit einem Ringresonator untersucht, bei dem die Instabilitätsbedingung durch Ein-
bringen eines sättigbaren Absorbers erzeugt wird. Der Einfluss des Absorptionsko-
effizienten und der Pumpstärke auf die Stabilitätsgrenze wird untersucht. In der
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Optimierungsstudie werden drei verschiedene Quantumkaskadenlaser-Designs verwen-
det: ein Drei-Wannen vertikales Design, ein Übergitter-Design und ein Terahertz-
Design. Das optimierte Design weist eine gute optische Verstärkung unterhalb der
Stabilitätsgrenze auf. Um die optimierte Struktur jenseits der Stabilitätsgrenze zu
analysieren, werden die Maxwell-Bloch Gleichungen numerisch gelöst. Das Zeitver-
halten des elektrischen Feldes, der Polarisation und der Besetzungsinversion wird mit
Hilfe eines Finite-Differenzen-Verfahrens numerisch bestimmt. Die Ergebnisse zeigen,
dass in den untersuchten Strukturen die Risken-Nummendal-Graham-Haken- Insta-
bilität auftritt.
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1. Introduction

For more than 35 years, semiconductor nanostructures have been investigated for
a large number of applications in technology including lasers, photodetectors, light
emitting diodes, and transistors. Nowadays, these structures are considered to be
even more perspective for novel applications. This is why after such a long period the
intensive research performed in this field even grows further.

If the geometrical extent of a semiconductor, typically embedded in the matrix of
another semiconductor, is reduced in one, two or three directions of space below the
size of the ”de Broglie wavelength” of a charge carrier which is on the order of a few
nanometers, it is called a nanostructure [1].

The electrical and optical properties of low-dimensional structures, including their
interactions such as electron-electron, electron-hole, and electron-photon interaction,
depend qualitatively on the dimensionality of the structure and quantitatively on de-
tails of the geometry of the structure such as size and shape, and on the distribution
of the atoms inside [1]. The electronic properties in turn control the linear and nonlin-
ear optical and electronic transport properties. Thus ”geometrical architecture” opens
enormous opportunities for designing completely novel materials or heterostructures.

The far-infrared (FIR) frequency range is roughly defined as 30-300 µm or 4-40 meV
and is often referred to as the terahertz frequency range 1-10 THz [2–4], see Fig. 1.1.
FIR electromagnetic radiation is important in many applications such as radio as-
tronomy, environmental monitoring, plasmon diagnostics, laboratory spectroscopy,
telecommunications, medicine etc. and in the characterization of nanoscale condensed
matter materials. In recent years, the generation, propagation and detection of FIR
electromagnetic radiation using two-dimensional semiconductor systems or other semi-
conductor nanostructures has become one of the most rapidly expanding fields in
photonics, optoelectronics and condensed matter physics. However, the terahertz fre-
quency range cannot be directly accessed. Diode lasers are ideal sources because they
are cheap, compact and very efficient. However, the semiconductor bandgap places a
limitation on emission frequency. The longest-wavelength diode lasers (∼ 30µm) are
based on narrow gap lead-salt semiconductors [5]. While these lead-salt lasers have
been quite successful for high resolution spectroscopy, they are still limited to cryo-
genic operation and provide relatively low power. On the other end of the spectrum,
semiconductor transistors can be used to generate 100 GHz oscillators [6]. Molecular
gas lasers are one of the practical laser sources for the FIR, but they have limited
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Figure 1.1.: The terahertz spectrum is located between the optical domain and the
microwave domain.

lasing frequencies. They are also somewhat unwieldy as they require high voltage
supplies and are usually rather bulky.

Semiconductor nanostructures are most promising candidates to solve the lack of suit-
able sources and detectors in the FIR frequency range. Graphene nanostructures [7–12]
and quantum cascade devices [13–22] promise efficient operation in a broad frequency
range. Electronically, pure graphene is a gapless semiconductor. Since the potential
usefulness of graphene in electronic and photonic applications cannot be fully tapped
unless a bandgap can be engineered, bandgap engineering of graphene has attracted
much research interest recently. In gapped graphene, a vertical linear response peak is
predicted when the photon frequency matches the bandgap energy. Stripped into a few
nanometer-wide graphene nanoribbon, the bandgap can be tuned to a certain extent
by the confinement of electronic wave function. One dimensional graphene nanorib-
bons and superlattices provide precise tunable energy gaps for optical applications.

Bandgap engineering of graphene-based structures could result in devices operating
in the terahertz domain. Bandgap engineering for terahertz operation is also possible
in intersubband quantum cascade heterostructures [23]. Intersubband optical devices
have several advantages over conventional interband semiconductor devices. Most
useful is the fact that the emission frequency is determined by the design of the het-
erostructure and can hence be tailored to the application. This is especially useful for
infrared applications where small bandgap materials become difficult to find and work
with. Also, since the envelope functions extend over a well (tens of Angstroms), the
dipole moment for the intersubband transition is typically several orders of magnitude
larger than that of an atomic transition.
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1.1. Graphene-Based Structures

In October 2004, graphene, a one-atomic layer of carbon with a honeycomb structure,
started a revolution in science and technology. Physicists reported that they had
prepared graphene and observed the electric field effect in their samples [24]. Shortly
after, this new material attracted the attention in many areas of research including
condensed matter, material physics, chemistry, and device physics. Graphene-based
structures such as graphene nanoribbons (GNRs) [25], nanorods [26] quantum dots
[27], and p-n junctions [28] have been successfully fabricated.

To understand graphene in more details, it is useful to consider it as the single layer
limit of graphite (Fig.1.2). In this light, the extraordinary properties of honeycomb
carbon are not really new. Abundant and naturally occurring, graphite has been
known as a mineral for nearly 500 years. Even in the middle ages, the layered mor-
phology and weak dispersion forces between adjacent sheets were utilized to make
marking instruments, much in the same way that we use graphite in pencils today.
More recently, these same properties have made graphite an ideal material for use as
a dry lubricant, along with the similarly structured but more expensive compounds
hexagonal boron nitride and molybdenum disulfide [29].

An extraordinarily high carrier mobility of more than 2 × 105 cm2/Vs [30–32] makes
graphene a major candidate for future electronic applications. Today a growing num-
ber of groups are successfully fabricating graphene transistors [33]. Major chip-makers
are now active in graphene research and the International Technology Roadmap for
Semiconductors, the strategic planning document for the semiconductor industry, con-
siders graphene to be among the candidate materials for post-silicon electronics [34]
and terahertz applications [35]. Graphene is also regarded as a pivotal material in
the emerging field of spin electronics due to spin coherence even at room tempera-
ture [36, 37].

One of the many interesting properties of Dirac electrons in graphene is the dras-
tic change of the conductivity of graphene-based structures with the confinement of
electrons. Structures that realize this behavior are carbon nanotubes (CNTs) and
graphene nanoribbons (GNRs), which impose periodic and zero boundary conditions,
respectively, on the transverse electron wave-vector. In CNT-based devices control
over the chirality and diameter and thus of the associated electronic bandgap remains
a major technological problem. GNRs do not suffer from this problem and are thus
recognized as promising building blocks for nanoelectronic devices [38]. GNRs less
than 10nm wide with ultrasmooth edges have been fabricated [39].

GNRs can be considered as a graphene sheet tailored along a certain direction and can
be accordingly classified as of armchair or zigzag shape, see Fig. 1.3(a) and (b). Tight-
binding calculations predict that ZGNRs are always metallic while AGNRs may be
either metallic or semiconducting depending on their direction and width [40,41]. The
edges of GNRs can significantly affect the electronic properties of the ribbon. In the
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Solution of the secular equation det(H − EI) = 0 leads to the spectrum
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which is symmetric around zero energy. Here, t′ = 0 was assumed.

Electrical conduction is determined by the states around the Fermi energy and so it is
useful to develop an approximate relation that describes the linear dispersion relation
around E=0. This can be done by replacing the expression for Eq. 1.7 with a Taylor
expansion around one Dirac point k=K where the energy gap is zero. To simplify
the derivation, we define a new wave vector relative to K which is called k′

k′ = k−K = (kx − 2π
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Now we consider the dispersion relation E(k′) which hols E(0) = 0. The Taylor
expansion for new wave vector around (0, 0) gives
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It is straightforward to evaluate the partial derivatives	
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The corresponding energy dispersion relation (Eq. 1.8) shows a linear dependence on
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graphene is frequency-independent in a broad range of photon energies [60]. It is ar-
gued [61,62] that the high-frequency (dynamic) conductivity G for Dirac fermions [63]
in graphene should be a universal constant equal to [64]

Gl(ω) = G0 ≡ e2/4�, (1.15)

where index ”l” refers to the real part, ω is the radian frequency, e is electron charge,
and � is reduced Planck’s constant. As a direct consequence of this universal op-
tical conductance, the optical transmittance of pristine graphene is also frequency-
independent and solely determined by the fine structure constant α = (1/4πǫ0)(e

2/�c),
where c is the speed of light, ǫ0 = 1/µ0c

2 is the permitivity of vacuum, and µ0 is the
permeability of vacuum. In the International System of Units (SI), c, ǫ0, and µ0 are
exactly known constants. The optical transmittance of pristine graphene is defined
as [65]

T =
�
1 +

πα

2

�−2

≈ 1− πα ≈ 0.977. (1.16)

When scaled to its atomic thickness, graphene actually shows strong broadband ab-
sorption per unit mass of the material (πα = 2.3%), which is ∼ 50 times higher than
GaAs of the same thickness [60, 64, 66]. The reflectance under normal light incidence
is relatively weak and written as R = 0.25π2α2T = 1.3× 10−4, which is much smaller
than the transmittance [60]. The absorption of few-layer graphene can be roughly
estimated by scaling with the number of layers (T ∼= 1 − Nπα). In principle, a low
sheet resistance can be attained without sacrificing the properties of transparency too
much (i.e., tens of Ω/� for T > 90%). As such, it is believed that few-layer graphene
can potentially replace ITO (indium tin oxide) as transparent conductors for appli-
cations in solar cells [67–69] and touch screens [70–72] in cases when it is sufficiently
doped [65].

Based on the exciting optical properties of graphene, many graphene-based photonic
and optoelectronic applications have been developed [70,73,74]. In this thesis we study
the application of graphene-based structures as photodetectors (Fig. 1.6). Photode-
tectors measure the photon flux or optical power by converting the absorbed photon
energy into electrical current [70]. They are used in various common devices in both
science and technology [75], such as remote controls, televisions and DVD players.
Modern light detectors are usually made using III-V semiconductors, such as gallium
arsenide. When light strikes these materials, each absorbed photon creates an electron-
hole pair (internal photoeffect). These pairs then separate and produce an electrical
current. The spectral bandwidth is typically limited by the material’s absorption [75].
For example, photodetectors based on group IV and III-V semiconductors suffer from
the ’long-wavelength limit’, as these become transparent when the incident energy is
smaller than the bandgap [75]. A wide photon energy absorption range from the ul-
traviolet to terahertz could be covered by graphene-based photodetectors [60, 76–78].
The response time is ruled by the carrier mobility [75] which is huge in graphene and
thus ultrafast photodetectors are feasible [70].
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electrode-graphene interfaces [48,82]. However, the small effective area of the internal
electric field could decrease the detection efficiency [48, 82], as most of the generated
electron-hole pairs would be out of the electric field region, thus recombining, rather
than being separated. The internal photocurrent efficiencies (15-30%; Refs [80, 82])
and external responsivity (generated electric current for a given input optical power) of
∼ 6.1 mA per Watt reported so far [48] are relatively low compared with current pho-
todetectors [75]. This is mainly due to limited optical absorption when only one single
layer graphene is used, short photocarrier lifetimes and small effective photodetection
areas (∼ 200 nm in [82]).

1.2. Quantum Cascade Structures

Before the invention of diode lasers, a semiconductor laser based on transitions be-
tween Landau levels in a strong magnetic field was proposed by Lax in 1960 [90]. This
is the first proposal of a semiconductor laser in which the optical transition occurs
between low dimensional states of the same band (conduction or valence) rather than
by the recombination of electron-hole pairs across the semiconductor bandgap [91].
The idea of a unipolar laser was then ignored for many years because only 2 years
after the proposal of Lax the first diode laser was demonstrated [92]. This exploit
drew all the attention of the semiconductor community on bandgap lasers and began
the race for the first diode laser continuous-wave (cw) operation at room temperature.
The race ended in 1970 when this goal was reached by the first AlGaAs/GaAs het-
erostructure laser at nearly the same time by Alferov’s group at the Ioffe Institute in
St. Petersburg [93] and by Panish et al. [94] at Bell Labs (Murray Hill, NJ).

The effort to improve the performance of diode lasers and the development of the
transistor technology in III-V compounds had an enormous impact on the epitaxial
growth techniques of thin semiconductor layers and gave rise to the concept of two-
dimensional structures such as quantum wells (QWs) and inversion layers [95]. The
confinement of carriers in semiconductor quantum wells and superlattices leads to
formation of energy levels and subbands. Figure 1.7 shows the conduction band of a
quantum well which splits into subbands.

In 1970, Esaki and Tsu [96] proposed the use of heterostructures for applications
in optoelectronics. Kazarinov and Suris [97] were the first to propose intersubband
transitions to design a laser. The quantum cascade laser (QCL) is a special kind of
semiconductor laser, usually emitting mid-infrared light. Such a laser operates on
laser transitions not between different electronic bands, but instead on intersubband
transitions of a semiconductor structure. The first QCL was demonstrated by Federico
Capasso in 1994 at Bell Labs for a wavelength of 4.2 µm, [98] and in 2001 Alessandro
Tredicucci developed the first MIR QCL, operating at 68 µm [99]. QCLs have since
then achieved significant performance improvements and are poised to become the
dominant laser sources in the mid- and far-infrared spectral ranges. Lasing has been
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Figure 1.7.: Subbands in a quantum well. The potential well caused by the Al-
GaAs/GaAs layer structure gives rise to bound states localized in the
well. In k-space, there exist continuous subbands as the electrons are not
confined in the plane of the well.

obtained at wavelengths ranging from 3.4-24 µm [98, 100] in the mid-infrared and
60-161 µm in the far-infrared [101].

The general principles of QCL operation are illustrated in Fig. 1.8. Shown are two
active regions, i.e. the quantum well and barrier regions that support the electronic
states between which the laser transition is taking place, and schematically the inter-
mediate injector region. We draw the conduction band edge of the InGaAs QWs and
the AlInAs barriers using the 520 meV low-temperature conduction band-offset usu-
ally associated with the materials’ compositions (In0.53Ga0.47As, Al0.48In0.52As) lattice
matched to the InP substrate. An external electric field is applied as visualized by
the linear slope of the electronic potential. Solving the Schrödinger equation results
in the energy levels drawn and the moduli squared of the wave functions. The wave
functions and energy levels of each stage are shown. The lasing subbands are indicated
with bold solid/bold dashed lines.

The QW thicknesses in the active region are selected such that the energy separation
between level 3 and 2 corresponds to the desired wavelength. The energy separation
between level 2 and 1 is deliberately chosen to be very close to the energy of the LO-
phonon modes of the InGaAs/AlInAs/active region materials. Under an appropriate
applied bias, electrons tunnel from the injector region into energy level 3, the upper
laser state, of the active region. Electrons scatter from this level into both lower-lying
levels 2 and 1, very rapidly emitting LO-phonons. The scattering time between levels
2, the lower laser state, and level 1 is ultra-short due to the resonant nature of this
transition with the LO-phonon. Therefore, population inversion occurs between the
laser levels 3 and 2 and laser action is possible. Electrons need only be supplied fast
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however, a systematic study of the laser design was never permitted due to the large
number of variables involved [104].

Since their inception in 1994 many designs of QCLs have emerged, and can basically
be characterized by their number of QWs in the active region and the spatial extent
and number of the wave functions in the active regions [108]. Three high-performance
structures are introduced in the following.

1.2.1. Three-Well Vertical Design

The structure discussed in the last section (Fig. 1.8) is called a three-well (3QW)
vertical-transition QCL in which a thin well is inserted between the injector region
and an active region (which could also be termed a two-well vertical-transition active
region). The additional QW leads to a significant reduction of electron scattering
(leakage) from the injector directly into the laser ground state 2 and also level 1 [108].
The improvement led to the first high-performance, room temperature operation of
QCLs [109]. This laser design, emitting at 8µm wavelength, provides high optical gain
and concomitant robust laser action [110].

The active region, shown in Fig. 1.8, consists of three InGaAs QWs closely coupled by
thin InAlAs barriers. At the appropriate electric field, corresponding to the measured
laser threshold, the upper laser level (level 3) is separated from the lower laser level
(level 2). The lower laser level is closely coupled to the ground state (level 1) of the
active region, such that the two levels are strongly anti-crossed. This increases the
matrix element z32 with respect to z31 and maximizes the scattering time between
levels 3 and 2 with respect to the scattering time between levels 3 and 1. The energy
difference between levels 2 and 1, designed to efficiently deplete the lower laser level
of electrons via resonant LO-phonon scattering.

The injector ’miniband’ —more accurately, the manifold of energy levels in the injector
— has been designed to be ’flat’. Its ground level is located below the upper laser
level. Even the next-higher level of the injector miniband is energetically lower than
the upper laser level. The injector has been doped in the center part. Therefore, at
laser threshold, electrons are not injected from the Fermi-surface into the upper laser
level. Furthermore level 1 of the preceding active region is in resonance with level 3 of
the following active region, allowing for resonant carrier transport between successive
active regions without significant carrier relaxation in the injector. In comparison, the
relaxation time within the injector is long since the energy separation to the adjacent
lower energy level is well below the LO-phonon energy and the ground level of the
injector region is partly filled with electrons.

The 3QW vertical-transition design has this advantage that it avoids a too early ’shut-
down’ of the laser due to suppression of resonant tunneling [111]. Once the electric field
increases and the resonance between levels 1 and 3 is destroyed, there is still strong
injection from the ground state of the injector, allowing for a wide dynamic range
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Figure 1.9.: Conduction-band structure of the original SL-QCL. Two active region
SLs with the preceding injector regions are shown. The minibands are
indicated by gray regions. Laser action, as denoted by the wavy arrows,
takes place across the first minigap 2-1. Adapted from [112].

of current and concomitant high optical power [108]. The 3QW vertical-transition
design is employed in the performance optimization and instability study presented in
Sec. 5.2.

1.2.2. Superlattice Design

A different design of QCLs, which was first introduced in 1997, is the superlattice
(SL) active region [112]. In short, laser action takes place between minibands, rather
than between the subbands of few and single [113] well active region QCLs. High
optical gain, large current carrying capabilities, and weaker temperature sensitivity
are the advantages of SL-QCLs. However, they can generally only be applied for the
longer-wavelength range (i.e. λ ≥ 7µm, for lattice-matched InP-based SL-QCLs) as
the wider minibands take up more energy space than simple subbands [108].

In general, semiconductor SLs consist of a periodic stack of nanometer-thick layers of
QWs and barriers. The period of this artificial crystal is typically much larger than
the lattice constant of the bulk crystalline constituents. This superimposed periodic
crystal potential splits the conduction band (and the valence bands as well) along the
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direction normal to the layers into a series of narrow (typically, tens to a few hundreds
of meV wide) minibands separated by energy gaps (’minigaps’) in the strong-tunnel-
coupling regime. For a given set of materials, miniband and minigap widths can be
engineered by suitable choice of the layer thicknesses. In the generic case of the simple
periodic SL, however, those widths are not independent of each other [108].

Figure 1.9 illustrates the original interminiband SL-QCL concept and its first realiza-
tion [112]. Electrons are injected electrically from a preceding, equally doped, injector
region directly into the ground state near the bottom of the second ’upper’ miniband,
as was the case with the simple three-well active region discussed previously. From
there, electrons can make an optical transition to the top of the lower miniband. In
k-space, this transition occurs at the boundary of the mini-Brillouin-zone.

In QCLs, the inter-miniband scattering processes are generally dominated by LO-
phonon emission. Specifically, an electron thermalized near the bottom of the higher
miniband can relax down to states near the top of the lower miniband by scatter-
ing via LO-phonon emission employing a high momentum transfer. This process
is characterized by a comparatively long scattering time of ∼ 10 ps. Within each
miniband, the electrons relax much faster — in a few tenths of a picosecond — by
intra-miniband scattering, because it involves the emission of small-wavevector optical
phonons. The resulting large ratio of relaxation times of inter- versus intra-miniband
scattering events ensures an intrinsic population inversion across the minigap [108].

A second unique design feature of the SL-QCL is the high oscillator strength for
the optical transition at the mini-Brillouin zone boundary of the SL. The oscillator
strength of radiative transitions between the first two minibands of a SL increases
with wavevector and is maximum at the zone boundary [114]. In particular, it strongly
increases with decreasing barrier thickness. In the original SL-QCL structure shown in
Fig. 1.9, the wavelength was selected as 8 µm, using an eight-period SL with 1 nm thick
AlInAs barriers and 4.3 nm thick InGaAs QWs in lattice-matched composition. The
structure was optimized for maximum oscillator strength with an optical dipole matrix
element of 3.6 nm, i.e. approximately twice as large as that of similar-wavelength QCLs
featuring few-well active regions.

1.2.3. Diagonal Transition Design

The third type of active region we discuss here is called ’diagonal’ transitions active
region in which the upper and lower state wave functions are clearly located in spa-
tially different regions. The 3QW and SL-QCLs designs described in the previous
two sections had in common that the wavefunctions directly involved in laser action,
i.e. the upper and lower laser state, are essentially located in the same region of real
space.

The two wave functions being collocated has several distinctive consequences. First,
from an energy level point of view, the energy separation of the two states is largely
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independent of the applied electric field in a fairly wide range around the design
field. This gives lasers based on such a vertical design a clear robustness in terms of
wavelength versus applied voltage and, as a consequence, also versus temperature. On
the other hand, and relating to the calculation of the gain coefficient, the collocation
of the wave functions leads to a comparatively large optical dipole matrix element,
but also comparatively short electron scattering times. Both are a result of the large
overlap of the wave functions of upper and lower laser states [108].

In contrast to 3QW vertical transitions, QCLs based on such active regions show a
strong dependence of the wavelength on the applied electric field through a voltage-
induced Stark effect. The design parameters are furthermore characterized through a
smaller dipole matrix element but also clearly longer scattering times, thus allowing
again for sufficient gain to achieve laser action [108]. These lasers can operate up to
room temperature and are exploited for large wavelength tunability [115]. This partic-
ular design can be used to fabricate QCLs that operate under both bias polarities and
with nearly independent attributes, such as two different wavelengths [116] depending
on bias polarity.

1.2.4. Short Pulse Generation

Ultrashort pulses with large instantaneous intensities from mode-locked lasers are key
elements for many important applications such as time-resolved measurements [117,
118], optical parametric generation [119], coherent control [120], four-wave mixing [121],
and frequency combs [122].

The word mode-locking describes the locking of multiple axial modes in a laser cavity.
By enforcing coherence between the phases of different modes, pulsed radiation can be
produced. Mode-locking is a resonant phenomenon. By a relatively weak modulation
synchronous with the roundtrip time of radiation circulating in the laser, a pulse is
initiated and can be made shorter on every pass through the resonator. The shortening
process continues unabated, until the pulse becomes so short and its spectrum so wide
that pulse lengthening mechanisms or spectrum narrowing processes spring into action,
such as finite bandwidth of the gain. The history of laser mode-locking is a progression
of new and better ways to generate shorter and shorter pulses, and of improvements
in the understanding of the mode-locking process.

To date, the most common approach to generate short pulses in the mid-infrared
molecular ”fingerprint” region relies on the down-conversion of short-wavelength mode-
locked lasers through nonlinear processes. These systems are usually bulky, expensive
and typically require a complicated optical arrangement [123]. Design degrees of free-
dom in QCLs such as emission wavelength, gain spectrum [124], carrier transport
characteristics, and optical dispersion make the QCL a unique candidate to serve as a
semiconductor source of ultra-short pulses at MIR and THz domains. There is, how-
ever, an obstacle of fundamental origin that has so far prevented achieving ultrashort
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pulse generation in QCLs [125,126]. In intersubband transitions, the carrier relaxation
is extremely fast because of optical phonon scattering. As a result, the gain recovery
time in QCLs, determined both by upper state lifetime and by the electron transport
through the cascade heterostructure, is typically on the order of a few picoseconds [127]
which is an order of magnitude smaller than the cavity roundtrip time of 40-60 ps for
a typical 2-3 mm-long laser cavity [123]. According to conventional mode-locking the-
ory, this situation prevents the occurrence of stable passive mode-locking. However,
under these conditions the elusive Risken-Nummedal-Graham-Haken (RNGH)-like in-
stability can be possible in QCLs [125].

A saturable absorber is an optical component with a certain optical loss, which is
reduced at high optical intensities. This can occur, e.g., in a medium with absorbing
dopant ions, when a strong optical intensity leads to depletion of the ground state of
these ions. Similar effects can occur in semiconductors, where excitation of electrons
from the valence band into the conduction band reduces the absorption for photon
energies just above the bandgap energy. The main applications of saturable absorbers
are passive mode locking and Q switching of lasers, i.e., the generation of short pulses.
However, saturable absorbers are also useful for purposes of nonlinear filtering outside
laser resonators, e.g. for cleaning up pulse shapes, and in optical signal processing.
In lasers with a relatively long gain recovery time compared to the cavity round-trip
time, the instability caused by a saturable absorber (SA) can often lead to passive
mode locking [128].

We investigate the passive mode locking with saturable absorber in QCLs operating
at MIR and THz. The effects of saturable absorber and pumping strength on the
instability characteristics are studied. A numerical calculation based on the Maxwell-
Bloch equations is performed to analyze the dynamics of QCLs, see Sec. 5.3.

1.3. Outline of This Work

In this work, we analyze the optical properties of semiconductor nanostructures and
their application in photodetectors and lasers. Graphene with various geometrical
structures embedded in boron-nitride lattices is studied as a new material. Quantum
cascade lasers and detectors are studied in this thesis.

Chapter 2 investigates the optical properties of armchair graphene nanoribbons (AG-
NRs) and graphene nanoribbons embedded in boron nitride (BN) lattices. The first
principle calculations, the tight-binding model, and the non-equilibrium Green’s func-
tion formalism employed in this study are presented in Sec. 2.1. In Sec. 2.2, the optical
matrix elements and transition rules are discussed. Dielectric response, quantum effi-
ciency, and photoresponsivity of AGNRs/BN are discussed in Sec. 2.3. Finally, Sec. 2.4
provides concluding remarks for this chapter.
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Chapter 3 describes the analytical approach to approximate the wave functions and
energy dispersion in zigzag graphene nanoribbons (ZGNRs). The electronic structure
of ZGNRs is derived analytically in Sec. 3.1. The wavenumber approximations to
reach analytical models for the dispersion relation and the wave function are derived
in Sec. 3.2. In Sec. 3.3, optical matrix elements and transition rules of ZGNRs are
obtained from the model. The two approximations used in our models and the derived
optical properties are discussed in Sec. 3.4. Finally, Sec. 3.5 draws concluding remarks
for this chapter.

In chapter 4, graphene superlattice-based photodetectors are discussed. The optical
properties of one dimensional superlattices formed by AGNRs embedded in BN su-
perlattices are presented in Sec. 4.1. The line-edge roughness model is described in
Sec. 4.2. This chapter is concluded in Sec. 4.3.

In Chapter 5, the application of quantum cascade structures for the MIR and terahertz
region is discussed. An optimization and dynamics study of quantum cascade lasers
(QCLs) is presented. Section. 5.1 describes the transport and optimization models.
In Sec. 5.2, the simulation results for performance optimization are presented and
discussed. Dynamics of QCLs is studied in Sec. 5.3. Quantum cascade detectors are
presented in Sec. 5.4.

Chapter 6 finally summarizes the thesis with conclusions.
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2. Optical Properties of Armchair

Graphene Nanoribbons

Armchair graphene nanoribbons (AGNRs) have recently attracted much interest as
they are recognized as promising building blocks for nanoelectronic devices [38]. AG-
NRs, a type of graphene nanoribbons (GNRs) with armchair edges, introduce a tunable
band-gap which is suitable for electrical and optical applications [70].

Single-layer hexagonal boron nitride (h-BN) and boron nitride nanoribbons (BNNRs),
which are regarded as the III-V analogs of graphene and GNRs, respectively, have
been synthesized and studied in recent years [129–132]. Theoretical and experimental
results have shown that the sp2 bonding in the BN lattice gains an ionic character
due to different electronegativity of B and N, that causes the optical and electronic
properties of BN and BNNRs to be substantially different from that of graphene and
GNRs [131]. Unlike graphene, which is a zero-gap material, h-BN has a wide bandgap
of approximately 5.9eV and shows good insulating behavior [133].

BNNRs are expected to be produced using a single-layer h-BN as the starting ma-
terial [131]. The similarity of the crystal structures of BN and graphene gives rise
to thermodynamically stable two-dimensional structures containing isolated regions of
graphene and BN [132, 134]. It has been shown that AGNRs embedded in BN sheets
(AGNRs/BN) are semiconductors [132]. Due to the relatively large ionicities of boron
and nitrogen, BN-confined AGNRs exhibit a generally larger bandgap compared to
H-passivated AGNRs [135,136]. These hybrid C-BN structures can be synthesized by
approaches such as thermal catalytic CVD methods [134].

A relatively large bandgap of graphene nanoribbons incorporated in a BN lattice ren-
ders them as suitable candidates for opto-electronic applications. Structures composed
of GNRs and BNNRs introduce more flexibility for electronic and opto-electronic ap-
plications. In this chapter, we investigate for the first time a theoretical study of the
optical properties of graphene and graphene/BN nanoribbons.
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2.1. Models

2.1.1. First Principle Calculations

Density functional theory (DFT) is a quantum-mechanical method used in chemistry
and physics to calculate the electronic structure of many-body systems, in partic-
ular atoms, molecules, and the condensed phases [137, 138]. With this theory, the
properties of a many-electron system can be determined by using functionals, i.e.
functions of another function, which in this case is the spatially dependent electron
density. Hence the name density functional theory comes from the use of functionals
of the electron density [139]. DFT is among the most popular and versatile meth-
ods available in condensed-matter physics, computational physics, and computational
chemistry [140].

DFT has been very popular for calculations in solid-state physics since the 1970s [138].
However, DFT was not considered accurate enough for calculations in quantum chem-
istry until the 1990s, when the approximations used in the theory were greatly refined
to better model the exchange and correlation interactions. In many cases the results of
DFT calculations for solid-state systems agree quite satisfactorily with experimental
data [141, 142]. Computational costs are relatively low when compared to traditional
methods, such as Hartree-Fock theory and its descendants based on the complex many-
electron wave function.

The major problem with DFT is that the exact functionals for exchange and corre-
lation are not known except for the free electron gas. However, approximations exist
which permit the calculation of certain physical quantities quite accurately [141]. An
approximation to the exchange-correlation term is used. It is called the local density
approximation (LDA). For any small region, the exchange-correlation energy is the
approximated by that for jellium of the same electron density. In other words, the
exchange-correlation hole that is modelled is not the exact one — it is replaced by the
hole taken from an electron gas whose density is the same as the local density around
the electron [143].

In physics, LDA is the most widely used approximation, where the functional depends
only on the density at the coordinate where the functional is evaluated [144]

ELDA
XC [n] =


ǫXC(n)n(Ar)d

3r. (2.1)

The local spin-density approximation (LSDA) is a straightforward generalization of
the LDA to include electron spin:

ELSDA
XC [n↑, n↓] =


ǫXC(n↑, n↓)n(Ar)d3r. (2.2)
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Highly accurate formula for the exchange-correlation energy density ǫXC(n↑, n↓) have
been constructed from quantum Monte Carlo simulations of Jellium [145]. Jellium,
also known as the uniform electron gas or homogeneous electron gas, is a quantum
mechanical model of interacting electrons in a solid where the positive charges (i.e.
atomic nuclei) are assumed to be uniformly distributed in space whence the electron
density is a uniform quantity as well in space [146].

The interesting point about this approximation is that although the exchange-correlation
hole may not be represented well in terms of its shape, the overall effective charge is
modelled exactly [146]. This means that the attractive potential which the electron
feels at its centre is well described. Not only does the LDA approximation work for
materials with slowly varying or homogeneous electron densities but in practise demon-
strates surprisingly accurate results for a wide range of ionic, covalent and metallic
materials [146].

An alternative, slightly more sophisticated approximation is the generalised gradi-
ent approximation (GGA) [147–149] which estimate the contribution of each volume
element to the exchange-correlation based upon the magnitude and gradient of the
electron density within that element. GGA are still local but also take into account
the gradient of the density at the same coordinate:

EGGA
XC [n↑, n↓] =


ǫXC(n↑, n↓, A∇n↑, A∇n↓)n(Ar)d3r. (2.3)

Using GGA very good results for molecular geometries and ground-state energies have
been achieved.

In this work, the imaginary part of the dielectric function is calculated by DFT to
investigate the optical properties of studied structures [150]. If the incident light is
assumed to be polarized along the transport direction (x-axis), the imaginary part of
the dielectric function in the linear response regime is given by [150]

εi(ω) =
1

4πε0

�
2πe

mω

�2 "
kx

|pc,v|2δ(Ec (kx)− Ev (kx)− �ω)

× [f (Ev (kx))− f (Ec (kx))] , (2.4)

where �ω is the energy of the incident photons and pc,v are the momentum matrix ele-
ments for optical transitions. The Dirac delta is approximated by a Gaussian function
with a broadening factor of 0.1 eV.

The summation in Eq. 2.4 can be converted into an energy integration by introducing
the joint density of states (JDOS) defined as

Dj(�ω) =
1

π


Skx

dS

|∇kx (Ec (kx)− Ev (kx)) | , (2.5)
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where Skx is the constant energy surface defined by Ec (kx)− Ev (kx) = �ω.

The real part of the dielectric function εr(ω) can be evaluated from the imaginary part
using the Kramers-Kronig relation [150]. The interband dielectric function is related
to the optical conductivity by ε(ω) = 1 + 4πiσ(ω)/ω [151].

For DFT calculations, we employed the Spanish Initiative for Electronic Simula-
tions with Thousands of Atoms (SIESTA) package [152] with the following param-
eters: double-ζ basis set with additional orbitals of polarization for total energies
and electronic band-structures calculations, the generalized gradient approximation
method, Perdew-Burke-Ernzerhof (PBE) as the exchange-correlation function, and the
Troullier-Martins scheme for the norm-conserving pseudopotential calculations [135].
A grid cutoff of 210 Ry is used and the Brillouin zone sampling is performed by the
Monkhost pack mesh of k-points. A mesh of (128× 8× 1) has been adopted for dis-
cretization of k-points and a broadening factor of 0.1eV is assumed for the joint density
of states calculation, and the convergence criterion for the density matrix is taken as
10−4.

2.1.2. Tight-Binding Model

In graphene three σ bonds hybridize in an sp2 configuration, whereas the other 2pz
orbital, which is perpendicular to the graphene layer, forms π covalent bonds. Each
atom in an sp2-coordination has three nearest neighbors, located acc = 1.42 Å away,
see Fig. 2.1. It is well known that the electronic and optical properties of GNRs are
mainly determined by the π electrons [153]. To model these π electrons, a nearest
neighbor tight-binding approximation has been widely used [51, 154]. Based on this
approximation the Hamiltonian can be written as:

H = t
"
�p,q�

(|Ap��Bq|+ |Bq��Ap|), (2.6)

|Ap� and |Bq� are atomic wave functions of the 2pz orbitals centered at lattice sites and
are labeled as Ap and Bq, respectively, �p, q� represent pairs of nearest neighbor sites
p and q, t = �Ap|H|Bq� ≈ −2.7eV is the transfer integral, and the on-site potential is
assumed to be zero.

To study AGNR/BN, however, a TB model incorporating at least two nearest neigh-
bors is required [135]. Reference [135] has shown that the band structure of AG-
NRs/BN can be calculated within the desired precision assuming the orthogonality of
atomic orbitals and considering the effect of more nearest neighbors for each atom.
Reference [155] shows that taking the effect of the first three neighboring atoms into
consideration results in a good agreement with first principles calculations. Also, con-
sidering the second nearest neighbor carbon atoms in TB calculations will shift the
dispersion relation by a constant value, [155] thereby affecting the optical transition
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where Σ1 and Σ2 are the self-energies of the left/right contacts and Σs is the scattering
self-energy. The self-energy due to electron-photon interaction is considered in this
work. The Hamiltonian of the electron-photon interaction can be written as [160,161]:

Ĥe-ph =
"
�i,j�

q

m0

Â·�i|p̂|j� , (2.10)

where p̂ is the momentum operator and Â is the vector potential. In second quanti-
zation the vector potential is given by

Â = a

�
�Iω

2Nωωǫc

�
b̂e−iωt + b̂†e+iωt

�
(2.11)

The direction of Â is determined by the polarization of the field, which is denoted by
the unit vector a.

As atomic orbitals in tight-binding are unknown, to evaluate the matrix elements
of the momentum, it is common to use the gradient approximation [162] where the
following commutator relation is used p̂ = (im0/�) [Ĥ, r̂].

Based on this approximation, for a transition from a state |m� to a final state |l�, the
momentum matrix elements (pxl,m

= �l|p̂x|m�) are

pxl,m
= (im0/�)�l|Ĥx̂− x̂Ĥ|m�. (2.12)

The momentum matrix elements are therefore given by [163]

pxl,m
= (xm − xl)

im0

�
�l|Ĥ|m�. (2.13)

Therefore, one can rewrite the electron-photon interaction Hamiltonian as:

Ĥe-ph =
"
�l,m�

Ml,m

�
b̂e−iωt + b̂†e+iωt

�
â†l âm (2.14)

Ml,m = (xm − xl)
ie

�

�
�
√
ǫrµr

2Nωωǫc
Iω

�1/2

�l|Ĥ0|m� (2.15)

where xm denotes the position of the carbon atom at site m and Nω is the photon
population number with the frequency ω.

The photon flux (Iω), is defined as the number of photons per unit time per unit
area [160,164]:

Iω ≡ Nωc

V√ǫrµr

= Pop/(�ω), (2.16)

where ǫr and µr are the relative dielectric and magnetic susceptibility, V is the volume,
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and Pop is the incident power flux. The incident light is assumed to be monochromatic
with a power of Pop = 100kW/cm2, and polarized along the longitudinal axis, see
Fig. 4.1.

We employed the lowest order self-energy of the electron-photon interaction based on
the self-consistent Born approximation [165]:

Σ<
l,m(E) =

"
p,q

Ml,pMq,m

× �
NωG

<
p,q(E − �ω) + (Nω + 1)G<

p,q(E + �ω)
� (2.17)

where the first term corresponds to the excitation of an electron by the absorption of a
photon and the second term corresponds to the emission of a photon by de-excitation
of an electron.

2.2. Optical Matrix Elements

The interband optical matrix element for a transition from an eigenstate in the valance
subband to another eigenstate in the conduction subband is calculated in Sec. 2.1.3.
These matrix elements determine the selection rules for optical transitions [166]. A
zero matrix element means a forbidden transition. To determine a transition rule,
it is sufficient to determine the symmetry of the transition matrix element. If the
symmetry of this element spans the totally symmetric representation of the point
group to which the unit cell belongs then its value is not zero and the transition
is allowed. Otherwise, the transition is forbidden. Assuming a uniform potential
profile across the ribbon’s width, the subband’s wave functions are either symmetric
or anti-symmetric along the y-axis direction (ψc/v(−y) = ±ψc/v(y)). Therefore, the
momentum matrix elements are non-zero for interband-transitions from the symmetric
(anti-symmetric) to the symmetric (anti-symmetric) wave functions. This transition
rule results in transitions from subbands with odd (even) to odd (even) indices in
AGNRs/BN, which is described later.

Figure. 2.2 shows the structure of an AGNR/BN represented by AGNRnccBNmbn,
where ncc is the number of carbon dimers in the unit cell of the AGNR and mbn =
mbnu +mbnl is the summation of the upper and lower BNNRs dimers.

The wave functions at the sublattices A and B of an AGNR20BN40 at kx = 0 are shown
in Fig. 2.3. CA/B, NA/B, and BA/B represent the components of the wave functions
at a carbon, nitrogen, and boron atom at some sublattice A or B. The wave function
of each subband is the summation of the wave functions at these two sublattices. For
example, the wave functions for the subband indices nv = 60 (Fig. 2.3(g) and (h)),
nc = 2 (Fig. 2.3(i) and (j)), and nc = 60 (Fig. 2.3(a) and (b)) are anti-symmetric.
Therefore, as discussed before, the matrix elements are non-zero for transitions from
nv = 60 to nc = 2 and nc = 60. The transitions from nv = 59 to nc = 1 and
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wavefunction is given by

|±, n, kx� = 1�
(N + 1)

�
N"
p=1

�
eikxx

A
p sin (nθp)|Ap� ∓ e−iϕn(kx)eikxx

B
p sin (nθp)|Bp�

�

,

(2.22)

where the notation |±, n, kx� ≡ |ψ±
n (kx)� is introduced and ± denote the conduction

and the valence bands, respectively.

Based on Eq. 2.22, one can approximate the wave functions of an H-AGNR at pth
atomic site with sin(nθp) functions, where n is the subband index and θ = π/(N +1).
Considering such wave functions, the momentum matrix elements are

pn,m(kx) =
1

(N + 1)

im0

�
tacc

�
N"
p=1

sin (nθp) sin (mθp)



Fn,m(kx). (2.23)

According to this equation, only transitions between valence and conduction subbands
with the same band-index are allowed (shown in Appendix A). As shown in Fig. 2.3,
the wave functions for AGNRs/BN are not necessarily a single sinusoidal function.
The Fourier series of these wave functions contain sinusoidal functions with different
arguments and coefficients, which results in more allowed interband-transitions com-
pared to H-AGNRs. Non-zero terms and the symmetry properties of the AGNR/BN
wave functions indicate that the interband-transitions between subbands with the
same parity are allowed (odd to odd and even to even). This transition rule is more
restricted for conventional H-AGNRs where the wave functions consist of complete
sine terms (see Eq. A.5) [169]. The rules are also different from that of ZGNRs where
interband-transitions from subbands with odd (even) indices to subbands with even
(odd) indices are allowed. [170].

2.3. Dielectric Response

We compare our TB results with first principles calculations introduced in Sec. 2.1.1.
The optical polarization vector is assumed to be along the transport direction similar
to the assumption made in the TB calculation.

Figure 2.4(a) exhibits εi(ω) and the JDOS of AGNR20BN40. In the energy range 0<
�ω<2 eV the JDOS has maxima at �ω = 0.3019, 0.62214, 0.92657, 0.91883, 1.2289,
1.5256, and 1.7349 eV. However, only four of these maxima (�ω = 0.3019, 0.91883,
0.92657, and 1.5256 eV) appear in εi(ω). From the electronic band-structure in
Fig. 2.4(b) it can be shown that the peaks in εi(ω) are related to transitions from
nv = 1 to nc = 1 (A), nv = 1 to nc = 3 (B), nv = 2 to nc = 2 (C), and nv = 2 to
nc = 4 (D). Disappeared peaks in εi(ω) are due to zero momentum matrix elements
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Figure 2.4.: (a) The dielectric function of an AGNR20BN40 based on TB (solid line)
and first principle calculations (dashed line). The inset shows the re-
lated JDOS using the TB model. (b) The electronic band-structure of
an AGNR20BN40 from TB (solid line) and first principle calculations (red
dotted line).

in Eq. 2.4. This transition rule confirms previous results which are explained by the
symmetry properties of the wave functions.

Figure 2.4(a) compares the dielectric functions of an AGNR20BN40 obtained from TB
and first principle calculations. Excellent agreement between these results confirms the
transition rules obtained from TB calculations. The energy of the first peak matches
well, however, the discrepancies increase for higher peaks. This behavior is related to
the differences between the predicted energy-gaps obtained from SIESTA and TB at
higher energies, see Fig. 2.4(b).

In order to investigate AGNRs/BN for photodetection application, we study the quan-
tum efficiency defined as α = (Iph/q) / (Pop/�ω), where Iph is the photo current and
Pop is the incident optical power. We assumed that all absorbed photons contribute
to the photo current, such that the quantum efficiency can be calculated from the
dielectric function (Eq. 2.4). A quantum efficiency of 6−16% for graphene is reported
in Ref. [82] and a maximum quantum efficiency ranging from 9% to 11% is reported
for H-AGNRs in Ref. [171]. Figure 2.5 shows the calculated quantum efficiency as
a function of the incident photon energy at various GNR widths. The efficiency is
maximized when the photon energy matches the bandgap of the nanoribbon (the first
peak for each structure). Our results indicate a peak of quantum efficiency in the
range of 14− 15% for AGNRs/BN. The quantum efficiencies of photodetectors based
on AGNRs/BN and H-AGNRs are compared in Fig. 2.5. Due to the presence of more
allowed transitions a wider absorption spectrum is achieved in AGNRs/BN compared
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Figure 2.5.: The quantum efficiency of an (a) AGNR8BN30, (b) AGNR16BN30, and (c)
AGNR33BN30 compared to a H-AGNRs with the same indices.

to H-AGNRs. As a H-AGNR with index 8 is metallic, the first peak is related to
the second energy-gap and appears at 2.88 eV whereas the AGNR8BN30 shows three
peaks below that energy due to energy-gap opening, see Fig. 2.5(a). In Fig. 2.5, the
quantum efficiency decreases for the first energies, but increases at higher energies,
see for example the sixth peak for AGNR33BN30 (Fig. 2.5(c)). This is due to different
effective masses of different subbands which affect the JDOS. According to Eq. 2.4, a
larger JDOS leads to a larger absorption of photons and a higher quantum efficiency.

We also investigate the photoresponsivity given by (Iph/Pop). Our calculations give an
upper limit for the photoresponsivities of 0.336 A/W, 0.239 A/W, and 0.202 A/W for
photon energies near the bandgaps of AGNR8BN30, AGNR16BN30, and AGNR33BN30

respectively. Due to the higher quantum efficiency of AGNRs/BN compared to AG-
NRs, a higher photoresponsivity is obtained for the same input optical power of 107

W/m2.
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2.4. Conclusions

In summary, we theoretically studied the optical properties of AGNRs/BN, employing
TB calculations. We demonstrate that in AGNRs/BN only optical transitions from
subbands with odd (even) indices to subbands with odd (even) indices are allowed.
This transition rule is more restricted for AGNRs and completely different from that
of ZGNRs. Our TB results are in agreement with first principle calculations which
verifies the accuracy of our model. The applicability of AGNRs/BN as photodetectors
is investigated. Our results indicate that due to more allowed transitions compared to
conventional GNRs a larger photo current in AGNR/BN structures can be achieved.
The results render AGNRs/BN as suitable candidates for infrared photodetectors and
future optoelectronic applications.
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3. Optical Properties of Zigzag

Graphene Nanoribbons

The energy band structure of AGNRs can be obtained by making the transverse
wavenumber discrete, in accordance with the edge boundary condition, which is anal-
ogous to the case of carbon nanotubes where periodic boundary conditions apply [172].
An analytical model for the dispersion relation and the wave functions of AGNRs is
presented in Ref. [168]. However, because in ZGNRs the transverse wavenumber de-
pends not only on the ribbon width but also on the longitudinal wavenumber, the
energy band structure cannot be obtained simply by slicing the bulk graphene band
structure. Therefore, exact analytical models can not be derived for ZGNRs [172]. In
this chapter, we present two approximations for the wavenumber of ZGNRs which re-
sult in simple analytical expressions for band-structure and wave functions. We show
that the analytical model is valid for a wide range of GNR indices.

3.1. Electronic Band Structure

The structure of graphene consists of two types of sublattices A and B, see Fig. 3.1.
We start with the Hamiltonian (Eq. 2.6) and wave functions (Eq. 2.18 and Eq. 2.19)
of graphene and derive the analytical expressions for ZGNRs.

To obtain φp in wave functions |ψA| and |ψB|, one can substitute the ansatz for the
wave functions into the Schrödinger equation. An A-type carbon atom at some atomic
site n has one B-type atom at some atomic site N − n and two B-type neighbors at
N − n+ 1, see Fig. 3.1: �

tf φB
N−n+1 + t φB

N−n = E φA
n ,

t φA
n−1 + tf φA

n = E φB
N−n+1 ,

(3.1)

replacing the index n with n+ 1 in the second relation of Eq. 3.1, one obtains:

φB
N−n = (1/E)(tφA

n + tfφA
n+1). (3.2)

Substituting this relation in Eq. 3.1 one can rewrite Eq. 3.1 as:

CφA
n = φA

n+1 + φA
n−1 , (3.3)
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ribbon:

φB
n =

2 sinh(nθ)√
C2 − 4

φB
1 , (3.7)

where θ is given by:
C = 2 cosh(θ). (3.8)

For C = ±2, the amplitude of the wave function increases linearly with n. This critical
case appears at the transition point from localized states to delocalized states. For
|C| < 2 ,

√
C2 − 4 is a pure imaginary number. The solution φB

n is, therefore, given
by:

φB
n =

�
C + i

√
4− C2

2

�n

−
�
C − i

√
4− C2

2

�n

i
√
4− C2

φB
1 (3.9)

φB
n =

2 sin(nθ)√
4− C2

φB
1 =

sin(nθ)

sin(θ)
φB
1 , (3.10)

where θ is the wavenumber and is given by

C = 2 cos(θ). (3.11)

Under this condition the wave function has an oscillatory behavior and is not local-
ized.

The prefactors CA and CB in Eq. 2.18 are found to be CA = ±CB, see Appendix B.1.
To simplify the equations we assume φ

A/B
1 = sin(θ).

Therefore, the wave functions become

|ψ� = 1√
Ω

N"
n=1

eikxx
A
n sin(nθ)|An� ± 1√

Ω

N"
n=1

eikxx
B
n sin(nθ)|Bn�. (3.12)

To obtain the normalization factor Ω, one has to impose the following condition [168]
in the Eq. 2.19:

�ψA|ψA� = �ψB|ψB� = 1/2. (3.13)

By substuting Eq. 3.12 in Eq. 3.13 one obtains

�ψA|ψA� = 1

Ω

N"
n=1

�
sin2(nθ)

�
= 1/2. (3.14)
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It is straightforward to obtain ΩA/B = Ω as

Ω = 2
N"

n=1

sin2(nθ) = N − sin(Nθ)

sin(θ)
cos((N + 1)θ)

=
1

2

�
1 + 2N − sin(2N + 1)θ

sin(θ)

�
.

(3.15)

In principle θ can not be derived analytically for ZGNRs. However, two approxima-
tions for θ are discussed in Sec. 3.2. Using the analytical approximated θ calculated
in Eq. 3.28, Eq. 3.15 can be simplified as

Ω = N + 1/2. (3.16)

In order to obtain the respective energy spectrum, Eq. 3.4 can be written as

E = ±t
�
Cf + f 2 + 1

�1/2
. (3.17)

By substituting Eq. 3.4 and Eq. 3.11 in Eq. 3.17, the energy dispersion relation takes
the form

E = ±t

�
1 + 4 cos2

�√
3

2
kxacc

�
+ 4 cos

�√
3

2
kxacc

�
cos (θ)


1/2

. (3.18)

3.2. Wave Functions

In the following, the relation between θ and kx is obtained. Setting n = N + 1 in
Eq. 3.1 gives

EφB
0 = tφA

N + 2t cos

�√
3

2
kxacc

�
φA
N+1. (3.19)

On the other hand the wave functions for n = N and n = N +1 are given by Eq. 3.10

φA
N =

sin(Nθ)

sin(θ)
φA
1 ,

φA
N+1 =

sin((N + 1)θ)

sin(θ)
φA
1 .

(3.20)

By imposing a hardwall boundary condition, φB
0 = 0, Eq. 3.19 can be rewritten as

t
sin(Nθ)

sin(θ)
φA
1 + 2t cos

�√
3

2
kxacc

�
sin((N + 1)θ)

sin(θ)
φA
1 = 0, (3.21)
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Figure 3.2.: Numerically evaluated the wavenumber θ as a function of kx for 6-ZGNR,
19-ZGNR, and 30-ZGNR.

and we obtain the quantization condition,

sin (Nθ)

sin ((N + 1) θ)
= −2 cos

�√
3

2
kxacc

�
. (3.22)

From Eq. 3.22, θ can be extracted and used in the analytical derivation of the wave
functions and energy dispersion relation of ZGNRs. Figure 3.2 shows the variation of
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Figure 3.4.: The electronic band structure of 6-ZGNR ((a), (b), and (c)) and 19-ZGNR
((d), (e), and (f)). The analytical model (black dashed lines) is compared
against the numerical results (red solid lines).

right side of Eq. 3.22 equal to −1

sin (Nθ) + sin ((N + 1)θ) = 0,

2 sin ((2N + 1) θ/2) cos (θ/2) = 0,
(3.26)

and has the following solution

θ =
υπ

N + 1/2
. (3.27)

By representing υ in terms of subband index q, θ is obtained as a function of q and
N ,

θ =
qπ

2N + 1
. (3.28)

Figure 3.3 compares the discussed approximations with exact numerical results. The
value of θ for Eq. 3.28 shows a good agreement with that obtained from numerical
calculations. The approximation is valid for a wide range of ZGNR indices. Using
the analytical expression for θ, analytical wave functions and energy dispersion are
evaluated from Eq. 3.12 and Eq. 3.18. The results for a 6-ZGNR and a 19-ZGNR are
shown in Fig. 3.4 and Fig. 3.5, respectively.
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3.3. Optical Matrix Elements

Optical transition rules can be obtained from the optical matrix elements. The inter-
band optical matrix element determines the probability for a transition from a state
|m� to a final state |n� and is given by (q/m0)�n|A ·p|m�, [150] where q is the elemen-
tary charge, m0 is the electron mass, A = Aa is the vector potential, a is a unit vector
parallel to A, and p is the linear momentum operator. The vector potential can be
separated from the expectation value assuming the wave vector of the electromagnetic
field is negligible compared to the electronic wave vector (dipole approximation). We
have already used this approximation to derive the electron-photon interaction Hamil-
tonian (Eq. 2.10). As a result, optical matrix elements can be achieved by evaluating
momentum matrix elements pn,m = �n|px|m�. In this work the electromagnetic field
is assumed to be polarized along the x direction.

Knowing the wave function of atomic orbitals, [173] the matrix elements of the momen-
tum operator can be calculated from Eq. 2.13. However, in most of the tight-binding
models the atomic orbitals are unknown, a difficulty which is usually circumvented by
the gradient approximation [162], see Sec. 2.1.3. In this approximation intra-atomic
transitions are ignored. However, as we employ a single orbital model to describe
the electronic band-structure of ZGNRs, intra-atomic transitions are intrinsically ne-
glected.

With the wave functions derived in the previous section, evaluation of transition rules
from Eq. 2.13 is possible. Using the wave functions from Eq. 3.12 in Eq. 2.13, and
considering only nearest neighbors, one can obtain (see Appendix B.3)

Pθ,θ
′ =

2
√
3m0acct

�(2N + 1)
sin

�√
3

2
kacc

�
2N"
n=1

�
sin(nθ

′

) sin((2N − n+ 1)θ)− sin(nθ) sin((2N − n+ 1)θ
′

)



.

(3.29)

The upper limit of summation 2N is due to degenerate points of valance and conduc-
tion bands at kx = ±2π/3

√
3acc. The subband indices are included in θ and θ

′

, see
Eq. 3.28. The summation over sine functions in Eq. 3.29 determines the transition
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Using the analytical approximation of θ in Eq. 3.28 for the cosine terms in Eq. 3.30
gives

cos
�
(2N + 1)(θ ± θ

′

)/2
�
= cos

�
(q ± q

′

)
π

2

�
. (3.31)

If q = 2r + 1 and q
′

= 2r
′

or q = 2r and q
′

= 2r
′

+ 1 , where r and r
′

are non-zero
integers, q ± q

′

= 2r
′′

+ 1, both terms in the bracket of Eq. 3.30 will be zero. In the
case of q = 2r and q

′

= 2r
′

or q = 2r + 1 and q
′

= 2r
′

+ 1, the terms in the bracket
will be non zero. Therefore, the transitions between valence and conduction subbands
only with the same parity (odd to odd and even to even) are allowed,

Pθ,θ′ = Pq,q′ =

�
0, if q = odd (even) and q

′

= even (odd),
�= 0, if q = odd (even) and q

′

= odd (even).
(3.32)

3.4. Results and Discussion

In this section, the energy dispersion relation and the wave functions for the approx-
imated discrete wavenumbers θ are evaluated and compared against exact numerical
calculations. Eq. 3.28 is employed to give the wave functions and energy dispersions
from Eq. 3.12 and Eq. 3.18, respectively. Based on the structure depicted in Fig. 3.1,
the width of a zigzag nanoribbon is given by

W =

�
3N

2
+ 1

�
acc, (3.33)

where acc = 1.42 Å is the carbon-carbon bond length in graphene. For ZGNRs with a
width below 50nm, indices in the range 6 to 235 have to be considered. In this range
of indices the wave functions and the energy dispersion have been evaluated. It should
be noted that structures wider than 50nm are also evaluated and the results show
excellent agreement with those obtained from numerical simulation. Fig. 3.6 shows
several wave functions for 125-ZGNR evaluated from two approximations proposed.
As can be seen, the wave functions obtained by Eq. 3.28 are matched very well with
the numerical calculations. The dispersion relation of some subbands for 125-ZGNR
are shown in Fig. 3.7. Similar to the wave functions, the dispersion relations obtained
by θ from Eq. 3.28, show well agreement with the numerical results.

An important conclusion that one can draw from these results is that the analytical
approximation of θ presented in Eq. 3.28 is more accurate than the solution obtained
by using a curve fitted θ, see Fig. 3.6 and Fig. 3.7. Also, the accuracy of the analytical
method increases as the ZGNR index increases (see the energy dispersions for 6-ZGNR
and 19-ZGNR in Fig. 3.4 and 125-ZGNR in Fig. 3.7). As can be see in Fig. 3.2, this
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4. Graphene Superlattice-Based

Photodetectors

Superlattices and various quantum structures obtained thereof have drawn much at-
tention in past decades [46]. Commensurate or pseudomorphic junctions of two dif-
ferent semiconductors have been grown layer by layer to form a periodically repeating
superlattice structure with sharp lattice-matched interface [96,174,175]. Owing to the
band discontinuities at the interface, they behave as a multiple quantum well struc-
ture according to the effective mass theory. Electrons confined in these quantum wells
exhibit two-dimensional electron-gas behavior with interesting quantum effects [46].
Two-dimensional conduction-band electrons (valence-band holes) confined to the wells
have displayed a number of electronic and optical properties [96, 174–177].

In this chapter, the optical properties of hydrogen-passivated armchair graphene nanorib-
bons superlattices (HSLs) and boron-nitride-passivated armchair graphene nanorib-
bons superlattices (BNSLs) are studied.

The results indicate high responsivity and quantum efficiency as well as long wave-
length operation which render these devices as potential candidates for future pho-
todetection applications.

Figure 4.1 shows the structure of the studied superlattices. In the structure shown in
Fig. 4.1(a) the dangling bonds of edge carbon atoms are saturated by hydrogen atoms,
whereas in the structure shown in Fig. 4.1(b) the semiconducting region (formed
by carbon atoms) is surrounded by BN. Throughout this study, the structures in
Fig. 4.1(a) and (b) are used as main structures which are referred to as HSL(11) and
BNSL(11), respectively. The numbers inside the parentheses represent the number of
carbon atoms along the width of the wider part of the superlattice (nw).

Lengths of 8acc and 7acc are considered for the well and barrier regions, respectively,
where acc = 1.42 Å is the carbon-carbon bonding distance. To investigate the opti-
cal properties of these superlattice structures, the non-equilibrium Green’s function
(NEGF) formalism introduced in Sec. 2.1.3 along with a tight-binding (TB) model
for the electronic bandstructure (Sec. 2.1.2) are employed. The TB parameters are
modified to match the results with first principle calculations. For first principle cal-
culations we employed the SIESTA package [152]. The parameters used for the DFT
calculation are given in Sec.2.1.1.
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the instability of the superlattice shown in the right side of Fig. 4.2(c) as a result of
the dangling bonds, which will quickly relax to form another geometry. In fact, all
superlattices with even values of nw are unphysical, and thus the studies are restricted
to odd values of nw.

The optical response of the superlattices presented in Fig. 4.1 is studied in terms of
the interband dielectric response function (Eq.2.4). The details of dielectric response
function is presented in Sec. 2.1.1.

Figure 4.3 compares the imaginary parts of the dielectric functions for a HSL(11) and
a BNSL(11). The absorption spectrum exhibits its first peak at �ω = 0.33eV which
corresponds to a transition from the highest valence band to the lowest conduction
band. The optical absorption spectrum of BNSL(11) exhibits additional peaks in the
photon energy range 0 < �ω < 3.5eV. The absorption peaks occur at the photon
energies of 0.91eV, 1.965eV, and 3.156eV which are related to transitions represented
by A, B, and C in Fig. 4.2(b), respectively. The comparison of the dielectric functions
in Fig. 4.3 with the bandstructures shown in Figs. 4.2(a) and (b) suggests that for
this specific structure only transitions from valence bands to conduction bands with
the same index are allowed. This, however, is not a general transition rule for BNSLs
and does not hold at various geometrical parameters.

In order to get a deeper understanding on the operation of such structures the local
density of states (LDOS) and photocurrent need to be carefully considered. Fig-
ures 4.4(a) and 4.4(b) show the LDOS for the superlattices under study. These LDOS
plots indicate the presence of localized states in both structures. The normalized
LDOS for the unit cell of an ultrathin HSL is shown in Fig. 4.4(c). It is predictable
that the first peak in the optical spectrum occurs at �ω = 1.5eV which is related to
an optical transition between the two confined states at energies 0.74eV and 0.69eV
(See Fig. 4.4(c)). Since the presence of these two states is forbidden in the barrier
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regions of the superlattice, the photocurrent at �ω = 1.5eV is completely of quantum
mechanical nature. At higher energies some continuous minibands are formed which
give rise to the photocurrent observed at approximately �ω = 2eV.

In order to assess the performance of superlatice structures for photodetection applica-
tions, the quantum efficiency and the photoresponsivity of the presented structures are
evaluated. The quantum efficiency is defined as α = (Iph/q) / (Pop/�ω), where Iph and
Pop are the photocurrent and the incident optical power, respectively. Figure 4.5(a)
and (b) shows the calculated photocurrent and quantum efficiency as a function of
the incident photon energy, respectively, for HSL(11) and BNSL(11). The quantum
efficiency peaks if the photon energy corresponds to an allowed intersubband optical
transition. The quantum efficiency of the HSL reaches the values of about 20%, which
is significantly larger than that of H-AGNRs [171]. For the case of BNSL(11), there
are more peaks in the specified energy range due to the different subband spacings
in comparison with that of HSL(11). Quantum efficiencies of 13% and larger than
20% are obtained for the first and second peaks in the optical spectrum, respectively.
The photoresponsivities- defined as Iph/Pop- of HSL and BNSL reach 0.866A/W and
0.303A/W, respectively, where the optical power is assumed to be 100 kW/cm2.

In this study, a small voltage bias in the range of 0.05-0.1V is applied to drive the
generated electrons and holes towards the contacts. The restriction for the applied
voltage bias is the band to band tunneling which increases the dark current and is
detrimental for photodetectors. The tunneling current has an exponential dependence
on the electric field. Due to the relatively small length of proposed superlattice pho-
todetectors, applying even a small voltage bias may cause a huge electric field. For
example a voltage bias of 0.1V leads to an electric field of 4.7× 105V/cm.

The structural parameters effects on superlattice photodetector characteristics are
examined. Figures 4.6(a) and 4.6(b) indicate that more peaks appear in the quantum
efficiencies of HSL/BNSL(13) and HSL/BNSL(17) compared to the main structure
(Fig.4.5(b)). If the width of the superlattice increases, energy gaps decrease which
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Figure 4.8.: The ideal and average photocurrent spectra for (a) HSL(11) and (b)
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due to effective width variation, the photoabsorption peaks appear at energies larger or
smaller than the peaks of the structure without disorder. The average width of edge-
defected devices, however, is equal to that of a device with perfect edges. Therefore,
line-edge roughness does not affect the location of the average photocurrent peak.

Figure 4.8 exhibits the results for HSL(11) and BNSL(11) with edge disorders. Rough-
ness is expressed in terms of nw because the well has a more significant effect on the
optical transitions. The absolute roughness amplitude is the same all over the device.
In the case of BNSL(11), the roughness is applied at the C-BN interfaces. As it is
shown in Fig. 4.1, a BN passivation with 2/3 dimers is considered in BNSLs. For
the roughness amplitudes of 3%, 4%, and 5%, the structures are still passivated with
BN. However, for larger roughness amplitudes the roughness may cross the bound-
aries without any BN passivation. In these cases, the structures are reconstructed by
additional BN dimmers at the boundaries.

HSL(11) exhibits photoresponsivity and quantum efficiency reductions of 23%, 55%,
and 70% for the relative roughness amplitudes of 3%, 4%, and 5%, respectively,
whereas a smoother behavior is observed for BNSL(11) (compare Fig. 4.8(a) and (b)).
This behavior is attributed to the stable configuration of edge-carbon atoms in BNSL
in comparison with HSL in the presence of line-edge roughness. The average photocur-
rent of edge-defected HSLs peaks at photon energies around �ω = 1eV. This peak is
related to line-edge roughness induced states, see Fig. 4.9. Due to the formation of
dangling bonds in the presence of line-edge roughness, these states are formed. As the
relative roughness amplitude increases more states are induced and more photocurrent
is generated by transitions from these states. However, dangling bonds are absent in
edge-defected BNSLs and such states do not appear in such structures.

54





5. Quantum Cascade Lasers

Quantum cascade lasers (QCLs) are the most prominent and compact coherent light
sources in the wavelength range from 3.5 to 20 µm. Remarkable design degrees of
freedom make QCLs a unique candidate to serve as a semiconductor source of ultra-
short pulses in the mid-infrared (MIR) and terahertz (THz) regions [123, 185, 186].
Ultrashort pulses which are generated in QCL media have been employed for various
applications, such as non-linear frequency conversion [187,188], high-speed free space
communication [189], and trace gas detection [190].

A common technique for generation of ultrashort pulses is mode locking which is
realized either by an internal mechanism (passive mode locking) or an external one
(active mode locking) [191]. Active modelocking does not lead to ultrashort pulses,
because the frequency of modulation cannot be raised arbitrarily while a passive sat-
urable absorber is much more effective in ultrashort pulse generation [128]. In lasers
with a relatively long gain recovery time compared to the cavity round-trip time, the
instability caused by a saturable absorber (SA) can often lead to passive mode lock-
ing [128]. Because of ultra-fast tunneling and inter-subband transitions, QCLs, unlike
conventional semiconductor lasers, have a gain recovery (in the order of picoseconds)
faster than the cavity round trip time. Therefore, SA dominated self-mode locking
seems impossible in typical QCLs. However, as reported in Ref. [125], under these
conditions the elusive Risken-Nummedal-Graham-Haken (RNGH)-like instability can
be observed in QCLs. It is demonstrated that fast gain recovery of QCLs exhibits two
kinds of instabilities in the multi-mode regime: the RNGH-like instability and one
associated with spatial hole burning (SHB) [126].

The active mode locking in QCLs is strongly limited by SHB which leads to a prolif-
eration of modes with random phases and destroys coherence [191].

In this chapter we investigate performance optimization and passive mode locking
caused by a saturable absorber in a ring cavity QCL in which the SHB instability
does not occur because of the absence of standing waves. Performance optimization of
QCLs has achieved significant progress in recent years [104,192,193]. The performance
of QCLs can be improved by optimizing the epitaxial growth, fabrication process, and
active region design [194–196]. The latter is important in order to insure efficient
carrier injection in the upper lasing state and carrier extraction out of the lower lasing
state [104].

So far, optimization techniques proposed to design QCL structures are based on genetic
algorithms [104,192,197,198]. A multi-variable multi-objective optimization algorithm
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for terahertz QCLs is presented in [193]. In [104, 192], a technique to design quan-
tum cascade structures in the mid-infrared is proposed. Particle swarm optimization
(PSO) [199] is as an alternative to traditional evolutionary algorithms. It attempts to
mimic the goal-seeking behavior of biological swarms. In PSO, a possible solution of
the optimization problem is represented as a particle, and the algorithm operates in
an iterative manner. Unlike traditional evolutionary algorithms, particles in PSO do
not perform the operation of genetic recombination between particles, but they work
individually with social behavior in swarms. PSO has some attractive characteristics.
In particular, it has memories, so that knowledge of good solutions can be retained
by all particles (solutions). This method has been successfully used to solve many
discontinuous and complex problems with good results [200, 201].

We perform an optimization study of ring cavity QCLs considering the laser insta-
bility condition. Laser design parameters, including the barrier and well thicknesses
and applied electric field, are modified for maximizing laser gain under a desired in-
stability condition. Passive mode locking with saturable absorber is investigated for
the optimized QCLs. The effects of saturable absorber and pumping strength on
the instability characteristics are studied. A large optical gain below the instability
threshold is achieved for optimized QCL designs. A numerical calculation based on
the Maxwell-Bloch equations is performed to analyze the optimized structure.

5.1. Models

Because of the large number of involved design parameters, performance improve-
ment of QCLs requires a systematic multi-objective optimizer in conjunction with a
simulation tool which has a good balance between computational speed and physical
accuracy.

Various approaches such as rate equations [202, 203], Monte-Carlo simulations [204],
density matrix methods [205], and the non-equilibrium Green’s function formalism
(NEGF) [206,207] have been developed for the simulation of QCLs.

The simplest models, based entirely on scattering and neglecting coherence effects,
require a fewer number of material parameters and are generally able to predict the
threshold current density but not the light-current or current-voltage characteristics
[208]. Pure quantum mechanical models based on NEGF or the density matrix have
been used as rigorous approaches to capture the QCL physics. The NEGF theory takes
into account incoherent scattering with phonons, impurities, and rough interfaces as
well as electron-electron scattering in the Hartree approximation [206]. Unfortunately,
the inherently high computational costs of the full quantum mechanical models render
them unfeasible for optimization purposes [206].
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To study electronic transport in QCL, we employ the Pauli-master equation solved by
the Monte-Carlo method [209]. In this semi-classical approach, the transport is mod-
eled via scattering between energy states, including acoustic and optical deformation
potential and polar optical electron-phonon scattering as well as alloy, inter-valley,
and interface roughness scattering. Accurate results along with a relatively low com-
putational cost render this approach as a good candidate for optimization studies.

5.1.1. Pauli-Master Equation

Although quantum cascade structures (QCSs) have a long history, many aspects of
the carrier transport and interaction with light field are still unclear. Very important
question concerning physics of the QCSs is whether transport is coherent or incoher-
ent. There were many discussions about the problem, and several attempts to estimate
the kind of transport were successful, especially [210, 211]. The answer on this ques-
tion depends on conditions of QCSs operation. For example, the coherent electron
transport is of interest in the non-equilibrium regime at femtosecond and picosecond
time intervals. The incoherent transport is prevalent at the high excitation level in
the stationary quasi-equilibrium regime. In both cases, the electronic transport influ-
ences the optical properties of the device. In this connection, the development of the
theory for coherent and incoherent electron transport regimes, included many-body
effects and light-matter interactions in QCS, is of actual interest. We employed the
Pauli master equation [212] to model current transport through the QCL semicon-
ductor heterostructure. Based on the experiences of a MATLAB prototype presented
in [204], an optimized Monte Carlo (MC) simulator has been implemented in C++
within the Vienna-Schrödinger-Poisson (VSP) simulation framework [213,214].

In many practical cases the steady state transport in QCLs is incoherent such that a
semiclassical description can be employed [210,215]. Following this approach, a trans-
port simulator for quantum cascade lasers based on the Pauli master equation [204]
has been developed. The transport is described via scattering transitions among qua-
sistationary basis states which are determined by numerically solving the Schrödinger
equation. The Hamiltonian includes the band edge formed by the heterostructure. In
this way, tunneling is accounted for through the delocalized eigenstates. The transport
equations are derived from the Liouville von Neumann equation in the Markov limit
in combination with the diagonal approximation. This means that the off-diagonal
elements of the density matrix are neglected and one arrives at the Boltzmann-like
Pauli master equation [216]

dfk,n(t)

dt
=

"
k′,m

{Sn
m(k

′,k)fk,n(t)− Sm
n (k,k′)fk,n(t)}. (5.1)

Here, m and n denote the subband indices, and k and k′ the in-plane wave vectors.
The transition rate from state |k′,m� to state |k, n� for an interaction Hint follows
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from Fermi’s golden rule

Sm
n (k,k′)) =

2π

�
|�k′,m|Hint|k, n�|2δ(ε(k′)− ε(k)∓ �ω) (5.2)

The simulator makes use of the translational invariance of the QCL structure and
simulate the electron transport over a single stage only [217]. The wave function
overlap between the central stage and spatially remote stages is small. It is therefore
assumed that interstage scattering is limited only to the nearest neighbor stages and
that interactions between basis states of remote stages can be safely neglected. The
states of the whole QCL device structure are assumed to be a periodic repetition of
the states of a central stage. This approach ensures charge conservation and allows
imposing periodic boundary conditions on the Pauli master equation. Since transport
is simulated over a central stage only, every time a carrier undergoes an interstage
scattering process the electron is reinjected into the central stage with an energy
changed by the voltage drop over a single period. The total current is determined by
the net number of interstage transitions. The transport equations is solved using a
Monte Carlo approach. Several new numerical methods are employed to reduce the
computational cost of the simulation [209].

5.1.2. Particle Swarm Optimization

The PSO is an iterative method which initializes a number of vectors (called particles)
randomly within the search space of the objective function. The set of particles is
known as the swarm. Each particle represents a potential solution to the problem
expressed by the objective function. During each time step the objective function is
evaluated to establish the fitness of each particle using its position as input. Fitness
values are used to determine which positions in the search space are better than others.
Particles are then made to fly through the search space being attracted to both their
personal best position as well as the best position found by the swarm so far [218].
The particles are flown through the search space by updating the position of the ith

particle at time step k according to the following equation [218]:

xk+1
i = xk

i + vk
i , (5.3)

where xk
i and vk

i are vectors representing the current position and velocity, respectively.
Assuming vectors of dimension, the updates of the jth velocity component is governed
by the following equation [219]

vk+1
i,j = ωvki,j+

c1r1,j(yi,j − xk
i,j) + c2r2,j(ŷj − xk

i,j), j = 1, 2, ..., n
(5.4)

59



where 0 < ω < 1 is an inertia weight determining how much of the particle’s previous
velocity is preserved, c1 and c2 are two positive acceleration constants, r1,j and r2,j are
two uniform random sequences sampled from U(0, l), yi is the personal best position
found by the ith particle and ŷ is the best position found by the entire swarm so far.
The following relation should hold in order for the PSO to converge [218]:

c1 + c2
2

− 1 < ω. (5.5)

However, the standard PSO is not guaranteed to converge on a local extremum, but
most of the recent PSO algorithms converge to the global optimum.

Employing a Pauli master equation-based description of electronic transport in QCLs
along with the multi-objective PSO strategy, a framework is developed for maximizing
laser gain with simultaneous desirable instability operation. In this framework one
starts from a reference design. In the next iterations the well and barrier thicknesses
and the applied electric field are modified until maximum gain and laser operation
below the instability threshold are achieved. The analytical linear stability model
introduced in Ref. [126] is employed to analyze the instability threshold of the studied
QCL. In this model, the criteria for the RNGH instability is expressed in terms of the
parametric gain g(Ω) as a function of the resonance frequency Ω

g(Ω) = − c

2n
Re

	
l0

(ΩT1 + i)ΩT2 − 2(pf − 1)

(ΩT1 + i)(ΩT2 + i)− (pf − 1)
+

γ�2(pf − 1)

µ2T1T2

(ΩT1 + i)(3ΩT2 + 2i)− 4(pf − 1)

(ΩT1 + i)(ΩT2 + i)− (pf − 1)

�
,

(5.6)

where pf is the pumping factor, T1 is the gain recovery time, T2 is the dephasing time,
l0 is the linear cavity loss, µ is the matrix element of the lasing transition, and γ is the
SA coefficient. The derivation of Eq.5.6 is presented in detail in Appendix C. Based
on this analysis, each mode which is identified by the resonance frequency Ω, is stable
if the parametric gain is negative, otherwise it is unstable. At each iteration of the
optimization loop, for a set of geometrical parameters and the applied electric field, the
parameters T1 and µ are extracted and the parametric gain (Eq. 5.6) is evaluated. The
parameter T2, dephasing time, can be approximated by T1/10 as mentioned in [220].
If the stability condition is not satisfied, a new set of parameters is selected for the
next iteration. The flow chart of the developed framework is described in Fig. 5.1.

5.2. Performance Optimization

We consider the laser gain as a figure of merit and define the instability criterion
to satisfy stability conditions. Using the scattering times and calculating the dipole
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Figure 5.1.: The algorithm of the developed optimization framework.

matrix elements, the gain coefficient g can be estimated for each structure as [108]:

g = τ3

�
1− τ2

τ32

�
4π e µ2

λ0ǫ0neffLp

1

2γ32
, (5.7)

where λ0 is the wavelength in vacuum, ǫ0 the vacuum dielectric constant, e the ele-
mentary charge, neff the effective refractive index of the mode, Lp the length of one
period including active region and injector, and 2γ32 is the full width at half maximum
value of the luminescence spectrum.

5.2.1. Optimization of a Three-Well Vertical Design

In fact, the optimization framework changes the geometrical parameters which af-
fect the lifetimes and matrix elements. Simulation results indicate that the two key
parameters to be optimized are the matrix element µ and the upper laser level life-
time τ3 (≈ T1 in Eq. 5.6). The gain coefficient increases with these two param-
eters (see Eq. 5.7). The reference design has a 3QW vertical active-region. The
parameters of the reference design are mentioned in [221]. The layer sequence of
the In0.52Al0.48As/In0.53Ga0.47As heterostructure for the optimized design, starting
with the injection barrier is: 3.74/2.36/1.50/7.45/1.63/5.63/2.15/4.43/3.86/3.85/
3.15/3.18/4.40/2.79/2.67/2.46 nm, where the barrier layers are in bold and under-
lined layers are n-doped with Si at 2× 1017cm−3.
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Figure 5.2.: (a) The PSO results for different particles in the search space and (b)
gain spectra and instability thresholds for the reference and optimized
structures.

Figure 5.2(a) shows the PSO results for different particles in the search space. Most
of the points (samples) are located at the right-side of the vertical dashed-line which
represents unstable laser operation. The samples at the left-side of the vertical dashed-
line and above the horizontal dashed-line are the ones we are looking for.

The instability threshold behavior and gain spectrum for the reference design and two
obtained optimized designs are exhibited in Fig. 5.2(b). The first structure is optimized
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at the same wavelength as the reference design and the second one is optimized at a
higher wavelength but with a larger gain. Our developed framework has the advantage
of optimizing the reference structure for a specific wavelength. We focus on the first
optimized structure which has the same wavelength as the reference structure.

The conduction band diagram and the associated wave-functions of the reference de-
sign and optimized structure are shown in Fig. 5.3. The active region of the optimized
structure is a three-well (3QW) vertical-transition design which provides high opti-
cal gain and concomitant robustness for laser action, see Fig. 5.3(b). The upper laser
level for the optimized structure is delocalized which results in an increase of the upper
laser level lifetime τ3 and consequently the laser gain, see Eq. 5.7. The parameters
extracted for the instability analysis of the optimized structure are shown in Table 5.1.
Fig. 5.4(a) indicates that the instability threshold decreases uniformly with the SA
coefficient, for example γ ≥ 3 m/V2 triggers the instability for the optimized struc-
ture at a relatively low pumping strength (pf = 2). As reported in [126], a saturable

T1 Gain recovery time 0.46ps
T2 Dephasing time 0.06 ps
µ Matrix element of lasing transition 2.44× 10−9 m
n Refractive index 3.25
l0 Linear cavity loss 500 m−1

L Cavity length 6× 10−3 m
γ Saturable absorber coefficient 10−11m/V2

Table 5.1.: The parameters used for the instability analysis of the optimized structure.
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Figure 5.4.: The parametric gain g(Ω) as a function of the resonance frequency Ω at
various (a) SA coefficients and (b) pumping strengths.

absorber always favours a multimode regime to a single mode one, which explains why
the instability threshold decreases with γ in the optimized design. As discussed later,
this instability results in Rabi sidebands around the cw lasing frequency.

The parametric gain of the optimized structure at various pumping strengths is shown
in Fig. 5.4(b). A larger pumping strength broadens the instability characteristics
and decreases the instability threshold. The results are consistent with previous
works [126].

5.2.2. Optimization of a Superlattice Design

Next, we present the optimization results for a reference QCL with a superlattice (SL)
active-region [105]. The layer sequence of the SL structure, starting with the injection
barrier, is as follows: 4.0/1.9/0.7/5.8/0.9/ 5.7/0.9/5/2.2/3.4/1.4/3.3/ 1.3/3.2/1.5/
3.1/ 1.9/3.0/ 2.3/2.9/2.5/2.9 nm. The In0.52Al0.48As barrier layers are in bold and
In0.53Ga0.47As well layers are in roman. The underlined layers are n-doped with Si at
4× 1017cm−3.

The instability characteristics for the 3QW and SL active-regions are compared in
Fig. 5.5(a). Because of the larger matrix element (µ) and longer upper laser state
lifetime (τ3), which is approximately equal to the gain recovery time (T1), the SL
active-region QCL indicates more stable operation and higher instability threshold,
see Fig. 5.5(a). However, as we mentioned earlier, the matrix element and lifetimes
of the lasing transition, which are the key parameters in linear stability analysis, are
proportional to optical gain (see Eq. 5.7). As indicated in the inset of Fig. 5.5(b), the
3QW QCL exhibits larger optical gain at nearly the same wavelength. The optical gain
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of the 3QW structure is maximized by delocalizing the lasing states which increases
the lifetimes τ3 and τ2. Because of the bound states in the SL active-region, there is
no significant lifetime variation, however, due to the larger matrix element, a better
instability condition is achieved.

5.2.3. Optimization of a THz Design

Terahertz frequencies (1-10 THz, 30-300 µm) are among the least developed elec-
tromagnetic spectra even though they have wide ranging applications in spectroscopy,
imaging, and remote sensing [222]. Since the report of quantum cascade lasers (QCLs)
operating in the terahertz spectral region by Köhler et al. [99] there has been signifi-
cant progress concerning the available frequencies, the temperature performance, and
the understanding of the dynamics [223].

Emitting radiation due to intersubband optical transitions in QCLs makes this possi-
bility to generate terahertz radiation in these lasers. The terahertz radiation in QCLs
could be engineered by electronic bandstructure. We select the designs that utilize
strong electron-phonon interaction in the semiconductor as a means to establish pop-
ulation inversion for optical gain [2]. Based on the algorithm introduced in Sec. 5.1.2,
we study the SA and pumping factor effects on instability characteristics of terahertz
QCLs.

Here, a reference QCL operating at 3.44 THz, corresponding to λ = 87.2 µm, is
employed [4]. The layer sequence of the reference structure, starting with the injection
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at various (a) SA coefficients (γ =0,3, and 6 m/V2) and (b) pumping
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barrier, is as follows: 5.4/7.8/2.4/6.43.8/14.8/2.4/9.4 nm. The 14.8 nm well is doped
at 1.9× 1016cm−3. The operating temperature for reference design is 5 K up to 65 K,
however, higher operating temperatures are achieved for optimized THz QCLs.

Figure 5.6 exhibits instability characteristics for two QCLs operating in infrared and
terahertz spectral region. Figure 5.6(a) indicates that the instability threshold de-
creases faster with SA coefficient for mid infrared QCL sample while the terahertz
QCL sample still operates below the instability threshold. SA can bring g(Ω) above
zero, thereby triggering an instability which is more effective for mid infrared QCL.
The parametric gain of the optimized structure at various pumping strengths is shown
in Fig. 5.6(b). A larger pumping strength broadens the instability characteristics
and decreases the instability threshold which is significant for mid infrared QCL. The
results indicate more stability for QCLs operating in the terahertz spectral region.

5.3. Dynamics of QCLs

The linear stability analysis, however, predicts only the instability threshold and does
not describe the dynamics of the laser. To investigate the dynamics of QCLs above
the instability threshold, the Maxwell-Bloch equations are solved numerically. The
effect of the SA is modeled as the intensity-modulated optical field amplitude in the
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and achieving consistency. The number should be large enough to make sure there is
not any un-inspected variation. The x− t plane is divided into a m× n mesh points
as shown in Fig. 5.7. The number of mesh points are m = 500 and n = 105 which
correspond to the grid sizes of Δx = L/m = 12 µm and Δt = Δx/c = 120 fs. The
periodic boundary conditions for the dynamical variables of the QCL (electric field E,
polarization P , and population inversion D) are E(0, n) = E(L, n), P (0, n) = P (L, n),
and D(0, n) = D(L, n).

The derivatives of variables in time and space are achieved by Taylor expansion about
the grid point (m,n).

∂tE(m,n) = −E(m,n+ 1)− E(m,n)

Δt
− 1

2
Δt

∂2E(m,n)

∂t2
(5.9)

∂zE(m,n) = −E(m,n)− E(m,n− 1)

Δz
+

1

2
Δx

∂2E(m,n)

∂z2
(5.10)

Similar expressions are written for ∂tP and ∂tD. Starting with the left hand-side of
Eq. 5.9 and 5.10 for the electric field, we have

Ė + c
∂E

∂z
=− E(m,n+ 1)− E(m,n)

Δt
− 1

2
Δt

∂2E(m,n)

∂t2

− E(m,n)− E(m,n− 1)

Δz
+

1

2
c2Δt2

∂2E(m,n)

∂z2
=

E(m,n+ 1)− E(m− 1, n)

Δt
+

1

2
Δt

	
c2
∂E(m,n)

∂z2
− ∂E(m,n)

∂t2

�
= k(P − E). (5.11)

The expression Ė denotes ∂tE. Selecting the second equality helps to eliminate the
terms with first derivative

k(P − E) =
E(m,n+ 1)− E(m− 1, n)

Δt
+

1

2
Δt

	
c2
∂2E(m,n)

∂x2
− ∂2E(m,n)

∂t2

�
(5.12)

Solving Eq.5.12 for E(m,n+ 1) gives

E(m,n+ 1) =kΔt(P − E) (5.13)

+
1

2
Δt2

	
∂2E(m,n)

∂t2
− c2

∂2E(m,n)

∂x2

�
+ E(m− 1, n)

In this way, we have approximated the derivatives up to the order Δt2.
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From Eq. 5.3 we have

∂2E(m,n)

∂t2
= Ë = k(Ṗ − Ė)− c

∂2E

∂t∂z
(5.14)

∂2E(m,n)

∂x2
=

k

c

�
∂P

∂z
− ∂E

∂z

�
− 1

c

∂2E

∂z∂t
(5.15)

If we multiply Eq. 5.15 by c2 and then subtract it from Eq. 5.14

∂2E(m,n)

∂t2
− c2

∂2E(m,n)

∂x2
= k(Ṗ − Ė)− ck

�
∂P

∂z
− ∂E

∂z

�
. (5.16)

As

Ṗ = (1/T2)(DE − P ),

and

Ė = k(P − E)− c
∂E

∂x
,

the right side of the Eq. 5.16 can be simplified to

∂2E(m,n)

∂t2
− c2

∂2E(m,n)

∂x2
=

k

	
(1/T2)(DE − P )− k(P − E) + c

∂E

∂x

�
+ ck

�
∂E

∂x
− ∂P

∂x

�
=

k [(1/T2)(DE − P )− k(P − E)] + 2ck
∂E

∂x
− ck

∂P

∂x
=

k [(1/T2)(DE − P )− k(P − E)] + 2k
E(m,n)− E(m− 1, n)

Δt

− k
P (m,n)− P (m− 1, n)

Δt
=

k [(1/T2)(DE − P )− (1/T2 + k)P + kE] + 2k
E(m,n)− E(m− 1, n)

Δt

− k
P (m,n)− P (m− 1, n)

Δt
(5.17)

where we used the following relationship for the speed of wave propagation in vac-
uum

c =
Δx

Δt
,
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Therefore, evolution of electric field in time and space is given by

E(m,n+ 1) =E(m− 1, n) + kΔt(P − E) (5.18)

+
1

2
Δt2k [(1/T2)DE − (1/T2)P − kP + kE]

+ kΔt[E(m,n)− E(m− 1, n)]

− 1

2
kΔt[P (m,n)− P (m− 1, n)],

rearranging the equation results in:

E(m,n+ 1) =

�
1− kΔt

�
E(m− 1, n) (5.19)

+

�
1

2
kΔt− 1

2
kΔt2(1/T2 + k)

�
P (m,n)

+

�
1

2
(kΔt)2E(m,n) +

1

2
k(1/T2)Δt2

�
D(m,n)E(m,n)

+

�
1

2
kΔt

�
P (m− 1, n).

Following a similar procedure, the equations for P and D are obtained. The details
and the full derivations of this method can be found in [224].

Because we have neglected noise in our treatment, the solutions would remain |E| =
|P | = 0 for all times. In order to get the laser started, one must therefore assume a
small initial disturbance of the electric field, e.g., a Gaussian [224]

E(z, 0) = 0.1e−100( z
L
− 1

2
)2 . (5.20)

The initial inversion D is set to the threshold pumping pf which is the minimum
injection current needed to start the lasing action.

P (z, 0) = 0, D(z, 0) = pf . (5.21)

Figure 5.8 indicates the transient buildup of the intensity for a ring cavity without the
saturable absorber effect. After a few round trips, E,P , and D reach the approximate
periodic steady state. To investigate the saturable absorber effect, we recalculate the
variables including the saturable absorber term in the Maxwell-Bloch equations, see
Eq. 5.8.

For the parameters corresponding to the optimized 3QW QCL including the SA, the
lasing instability appears as the rise of the side modes with the increase of the SA
coefficient. The energy in the Rabi sidebands can change either discontinuously or
continuously at the RNGH instability threshold [126]. In lasers with slow gain recovery
time, the transition in the Rabi sidebands is discontinuous [225], however, because of
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Figure 5.8.: Intensity as a function of time. In this graph, pf = 16, L = 6×10−3m, k =
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to the approximate continuous wave solution in which the intensity is
transformed from the initial Gaussian to a the stable operation mode.

the fast gain recovery time in QCLs, Rabi sidebands continuously grow around the
central cw mode, see Fig. 5.9. Furthermore, more Rabi side modes appear with the
increase of the pumping strength.

5.4. Quantum Cascade Detectors

Intersubband (ISB) photodetectors, demonstrated in 1987 in the form of photocon-
ductive quantum-well infrared photodetectors [226], has attracted much scientific at-
tention in recent years. Particularly at the energetic extremes of infrared radiation,
namely in the low energy THz and in the high-energy near-infrared ranges, there are
still challenges in finding suitable materials and designs for ISB photodetectors [227].

In the NIR, fast intraband semiconductor photodetectors are only available for wave-
lengths up to about 1.6 µm. For the other end of optical spectrum, namely for
detection of THz radiation, bolometers are widely used; however, they are not well
suited for high-speed applications. ISB photodetectors can be designed for a wide
range of wavelengths in a single material system just by choosing adequate semicon-
ductor layer thicknesses [227]. This advantage of ISB photodetectors make them very
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Figure 5.9.: The spectra of the optical intensity in logarithmic scale for (a) no SA coef-
ficient (b) SA coefficient at the instability threshold, and (c) SA coefficient
at the instability threshold and a larger pumping factor.

promising candidates for THz radiation. Compared with photoconductive ISB pho-
todetectors, the research on zero-bias photovoltaic ISB photodetectors has seen less
progress. Schneider et al. [228, 229] observed pronounced photovoltaic effects in an
asymmetric multi-QW structure. According to Schneider [230], an optimized photo-
voltaic photodetector has superior noise properties, the capability to operate at higher
photon fluxes, and an improved dynamical range.

Hofstetter et al. [231] used a QCL structure as photovoltaic detector which is em-
ployed as a prototype device in this section. In analogy to the functioning of a QCL, a
similar but optimized ISB detector presented by Gendron et al. [232] was named quan-
tum cascade detector (QCD). QCDs offer more design freedom for a given material
composition.

The operating principle of a QCD is outlined in Fig. 5.10. A ground level electron is
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Figure 5.10.: Schematic conduction-band diagram of a QCD. Ground-level electrons
are excited to the active QW’s upper level by absorbing a photon. Due
to the asymmetric band profile between two active QWs, the cascade
excited electrons relax mostly in one direction (in this case to the right),
resulting in a net photocurrent. Adapted from [227].

excited to a higher state by absorbing a photon. Due to the asymmetric design, the
electron relaxes in a preferred direction into the quantum well of the next cascade.
This concept reduces dark current and dark current noise.

We have developed the QCL optimization algorithm to maximize the performance of
QCDs. The QCD device N1022 reported in [227] is selected as the reference design.
The layer sequence of the In0.53Al0.47As/In0.53Ga0.47As QCD structure, starting with
the well, is as follows: 5.1/7.5/1.25/6.5/1.45/6.4/1.7/7.9/2.0/7.7/2.4/7.5/2.9/7.1/3.5/6.8
nm. The underlined layer is n-doped with Si at 4× 1017cm−3.

The responsivity at the room temperature is selected as the figure of merit. The wave-
length operation of the optimized structures are set to be the same as the wavelength
of the reference design. The optimization results for the responsivity is presented in
Fig. 5.11. Larger responsivities are achieved for optimized QCD structures. However,
for larger responsivities the bandwidths of optimized QCDs are increased. The results
indicate the excellent performance of our developed optimizer for QCDs.
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6. Summary and Conclusions

Despite the identification of various possible applications, the terahertz region (1-10
THz) has remained one of the least developed spectral regions. Photonic approaches to
direct terahertz generation are limited due to the lack of appropriate materials with
sufficiently flexible small bandgaps. In this thesis, we investigate the applications
of semiconductor nanostructures as MIR/THz sources and detectors. The optical
properties of graphene-based materials as well as quantum cascade structures are
studied.

We theoretically studied the optical properties of AGNRs/BN, employing tight-binding
(TB) calculations. We demonstrate that in AGNRs/BN only optical transitions from
subbands with odd (even) indices to subbands with odd (even) indices are allowed.
This transition rule is more restricted for AGNRs and completely different from that
of ZGNRs. Our TB results are in agreement with first principle calculations which
verify the accuracy of our model. The applicability of AGNR/BN as photodetectors
is investigated. Our results indicate that due to more allowed transitions compared to
conventional GNRs a larger photo current in AGNR/BN structures can be achieved.
Two analytical approximations of the discrete energies in ZGNRs are presented. Re-
lations for the wave functions and the energy dispersion show good agreement with
those obtained from numerical calculations. Our simple approximation is applicable
for a wide range of ZGNR indices from N = 6 to N = 500. While the results show
good agreement for narrow N-ZGNRs, the accuracy increases for wider ZGNRs. The
analytical model developed is used to derive optical transition rules. Our model shows
that transitions from odd to odd and even to even subband numbers are allowed and
that other transitions are forbidden in ZGNRs. The model is applicable for the evalua-
tion of optical properties of ZGNRs, such as dielectric response, absorption coefficient,
and energy loss spectrum.

Furthermore, the optical properties of graphene nanoribbon superlattices embedded
in boron nitride sheets and the possibility of using such structures as photodetectors
are studied. We propose a set of TB parameters for the investigated structures, which
yields an excellent agreement with first-principles results. The results indicate that the
optical spectrum of a BN-confined AGNR superlattice contains more absorption peaks
and allow more optical intersubband transitions compared with a hydrogen passivated
superlattice of the same geometry. Employing the NEGF method, the photocurrents
and quantum efficiencies are evaluated and compared for both devices at various in-
cident photon energies. Using statistical approach, the role of line-edge roughness on
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the optical properties of GNR-based superlattices is investigated. The results indi-
cate that the quantum efficiency and photoresponsivity decrease in the presence of
line-edge roughness. For hydrogen-passivated superlattices (HSL), induced states ap-
pear and increase with the roughness amplitude, which result in the appearance of an
additional peak in photocurrent spectrum. In comparison with HSLs, BN superlat-
tice (BNSL) photodetectors exhibit more robust optical properties in the presence of
line-edge roughness due to the stable edge atom configuration.

As intersubband transition structures provide small energy gaps suitable for THz,
we comprehensively investigated the bandgap-engineering in quantum cascade lasers
(QCLs) and detectors (QCDs). A framework has been developed to optimize and engi-
neer the band structure by modifying the structural parameters, including the barrier
and well thicknesses, from the perspective of predefined figure of merits. For QCLs, we
maximize the optical gain with regard to the instability threshold for MIR/THz short
pulse applications. This instability, caused by saturable absorber (SA), leads to pas-
sive mode-locking and short pulses in ring cavity QCLs. Optimized structures exhibit
a larger optical gain and operate below the instability threshold in comparison with
the reference design. The results indicate the instability threshold decreases faster
with SA coefficient for mid infrared QCL sample while the terahertz QCL sample still
operates below the instability threshold.

Two different active-region designs are investigated. The first one is the original
design based on a three quantum well (3QW) active-region separated from the in-
jection/relaxation region by a tunneling barrier, whereas the second one consists of
a superlattice (SL) active-region. The SL active-region QCL indicates more stable
operation and higher instability threshold. However, the matrix element and lifetimes
of the lasing transition, which are the key parameters in linear stability analysis, are
proportional to optical gain. The 3QW QCL exhibits larger optical gain at nearly the
same wavelength. The optical gain of 3QW structure is maximized by delocalizing
the lasing states, while in the SL active-region QCL, there is no significant lifetime
variation because of the bound states. However, due to the larger matrix element,
better instability condition is achieved for the SL active-region QCL. The dynamics
of all the optimized designs above the threshold instability is numerically analyzed by
solving the Maxwell-Bloch equations. The results indicate that the lasing instability,
which appears as side modes in the optical spectrum, occurs with the increase of the
SA coefficient even at low pumping strength. The increase of the SA coefficient and
pumping strength reduce the instability threshold, whereas the instability character-
istics is broadened by the pumping strength. We applied the developed optimizer to
QCDs with responsivity and the bandwidth as figure of merits. Larger responsivi-
ties are achieved for optimized QCD structures. However, for larger responsivities
the bandwidths of optimized QCDs are increased. The results indicate the excellent
performance of our developed optimizer for QCDs.
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Appendix A.

AGNR Optical Matrix Elements

To obtain the transition rules in Sec. 2.2, the gradient approximation Eq.2.12 and
the wavefunction Eq. 2.22 are used. The momentum matrix elements Eq. 2.23 are
obtained as

pn,m(kx) =
1

(N + 1)

im0

�

N"
p=1

N"
q=1

�

+ (xB
q − xA

p )e
ikx(xB

q −xA
p ) sin (nθp) sin (mθq)�Ap|H|Bq�e−iϕm(kx)

− (xA
q − xB

p )e
ikx(xA

q −xB
p ) sin (nθp) sin (mθq)�Bp|H|Aq�e+iϕn(kx)



,

(A.1)

where �Ap|H|Bq� = �Bp|H|Aq� = t for p = q and p = q ± 1, otherwise the matrix
elements are zero. Therefore, Eq. A.1 can be written as

pn,m(kx) =
1

(N + 1)

im0

�
tacc

N"
p=1

sin (nθp)

�

+ e−iϕm(kx)

�
+e+ikxacc sin (mθp)− 1

2
e−ikxacc/2 [sin (mθ (p− 1)) + sin (mθ (p+ 1))]

�

− e+iϕn(kx)

�
−e−ikxacc sin (mθp) +

1

2
e+ikxacc/2 [sin (mθ (p− 1)) + sin (mθ (p+ 1))]

�

.

=
1

(N + 1)

im0

�
tacc

�
N"
p=1

sin (nθp) sin (mθp)



×

�
+ e−iϕm(kx)

�
e+ikxacc − e−ikxacc/2 cos (mθ)

�
+ e+iϕn(kx)

�
e−ikxacc − e+ikxacc/2 cos (mθ)

��
.

(A.2)
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Here the relation sin (x) + sin (y) = 2 sin ((x+ y) /2) cos ((x− y) /2) is employed.
Using Eq. 2.21, Eq. A.2 can be written as

pn,m(kx) =
1

(N + 1)

im0

�
tacc

�
N"
p=1

sin (nθp) sin (mθp)



×

�
+

1

|fm(kx)|
�
1− 2 cos2 (mθ) + 2e+i3kxacc/2 cos (mθ)− e−i3kxacc/2 cos (mθ)

�

+
1

|fn(kx)|
�
1− 2 cos (mθ) sin (nθ) + 2e−i3kxacc/2 cos (nθ)− e+i3kxacc/2 cos (mθ)

��
� �� �

Fn,m(kx)

.

=
1

(N + 1)

im0

�
tacc

�
N"
p=1

sin (nθp) sin (mθp)



Fn,m(kx) .

(A.3)

The summation over the sine functions in Eq. A.3 determines the transition rules.
Using some trigonometric identities one can write this summation as

N"
p=1

sin (nθp) sin (mθp) =
1

2

�
+ cos

(n−m)π

2
sin

(n−m)πN

2(N + 1)

�
sin

(n−m)π

2(N + 1)

�−1

− cos
(n+m)π

2
sin

(n+m)πN

2(N + 1)

�
sin

(n+m)π

2(N + 1)

�−1


.

(A.4)

If n±m = 2k+1, where k is a non-zero integer, both terms in the bracket of Eq. A.4
will be zero. In the case of n±m = 2k, both terms in the bracket will be equal to −1,
therefore, the summation will be again zero. However, if n = m, the fist term in will
be equal to N and the second term will be equal to −1. Therefore, only transitions
between valence and conduction subbands with the same band-index are allowed

N"
p=1

sin (nθp) sin (mθp) =

�
N + 1

2
, n = m

0 , n �= m
(A.5)
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Appendix B.

ZGNR Optical Matrix Elements

B.1. Bloch Wave Functions Prefactors

To obtain CA and CB in Eq. 2.18, one can substitute Eq. 2.6 and Eq. 2.19 into the
Shrödinger equation H|ψ� = E|ψ�. Considering an A-type carbon atom at some
atomic site n, and its three nearest neighbors, the Hamiltonian can be written as:

H = t|BN−n+1��An| + t|B′

N−n+1��An| + t|BN−n��An|. (B.1)

Using Eq. B.1 along with the wave functions obtained in Eq. 3.12, one obtains:

ECAe
ikxxA

n sin(nθ) = tCBe
ikxxB

N−n+1 sin((N − n+ 1)θ)

+ tCBe
ikxxB

′

N−n+1 sin((N − n+ 1)θ)

+ tCBe
ikxxB

N−n sin((N − n)θ).

(B.2)

Therefore, the relation between CA and CB can be written as:

ECA sin(nθ) = tCB

��
eikx(x

B
N−n+1

−xA
n ) + e

ikx

�
xB

′

N−n+1
−xA

n

��

sin ((N − n+ 1)θ) + eikx(x
B
N−n−xA

n ) sin ((N − n)θ)




= tCB

�
2 cos

�√
3

2
kxacc

�
sin((N − n+ 1)θ) + sin((N − n)θ)



.

(B.3)

By employing the relation sin(x) sin(y) = (1/2)[cos(x − y) − cos(x + y)] and using
Eq. 3.22,

ECA = −tCB
sin(θ)

sin((N + 1)θ)
. (B.4)
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Analogously, for the N − n + 1th B-type carbon atom one can obtain the following
relation:

ECB sin ((N − n+ 1) θ) = tCA

�
2 cos

�√
3

2
kxacc

�
sin(nθ) + sin((n− 1)θ)



(B.5)

which gives

ECB = −tCA
sin(θ)

sin((N + 1)θ)
. (B.6)

From Eq. B.4 and Eq. B.6, one can find that CA = ±CB.
Also, the dispersion relation can be found by multiplying Eq. B.3 by Eq. B.5,

E2CACB sin(nθ) sin((N − n+ 1)θ)

= t2CACB

�
4 cos2

�√
3

2
kxacc

�
sin((N − n+ 1)θ) sin(nθ)

+ 2 cos

�√
3

2
kxacc

�
sin((N − n+ 1)θ) sin((n− 1)θ)

+ 2 cos

�√
3

2
kxacc

�
sin((N − n)θ) sin(nθ)

+ sin((N − n)θ) sin((n− 1)θ)



.

(B.7)

With the help of trigonometric identities and Eq. 3.22, this expression can be refor-
matted as

E = ±t

�
1 + 4 cos2

�√
3

2
kxacc

�
+ 4 cos

�√
3

2
kxacc

�
cos (θ)


1/2

. (B.8)

B.2. Transverse Wave Functions Amplitude

To solve the recursive formula,

φn+1 − Cφn + φn−1 = 0, (B.9)

one can consider the ansatz φn = tn and follow similar equation,

t2 − Ct+ 1 = 0. (B.10)
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This equation is the generating polynomial of the recursive formula B.9.
The roots of B.10 are

t1,2 =

�
C ±√

C2 − 4
�

2
. (B.11)

The general solution of the difference equation is

φn = αtn1 + βtn2 , (B.12)

since t1 is a root of the equation, the other root t2 can be written as: t2 = t−1
1 .

By substituting those two roots in B.12 one obtains

φn = αtn1 + βt−n
1 . (B.13)

Imposing the initial condition φ0 = 0 results in

α + β = 0, α = −β, (B.14)

and from the B.13,
φn = α(tn1 − t−n

1 ). (B.15)

We obtain

α =
φ1√

C2 − 4
, β = − φ1√

C2 − 4
. (B.16)

By substituting B.11 and B.16 in B.15, one obtains

φn =
φ1√

C2 − 4

�
C +

√
C2 − 4

2

�n

− φ1√
C2 − 4

�
C −√

C2 − 4

2

�n

. (B.17)

B.17 can be rewritten as

φn =

�
C +

√
C2 − 4

2

�n
−

�
C −√

C2 − 4

2

�n
�
C2 − 4

φ1. (B.18)

B.3. Optical Matrix Elements

Using Eq. 3.12 and Eq. 2.13 the matrix elements pθ,θ′ (kx) ≡ �+, θ, kx|px|−, θ
′

, kx� for
an interband transition from a valence band state |−, θ, kx� to a conduction band state
|+, θ

′

, kx� are obtained as

Pθ,θ
′ = (xθ

′ − xθ)
im0

�
�θ|H|θ′� (B.19)
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Pθ,θ
′ =

im0

�Ω

N"
n=1

N"
m=1

�
eik(x

B
m−xA

n ) sin(nθ) sin(mθ
′

)�An|H|Bm�(xB
m − xA

n )

− eik(x
A
m−xB

n ) sin(nθ
′

) sin(mθ)�Bn|H|Am�(xA
m − xB

n )



.

(B.20)

Considering only the nearest neighbors, each atom with some index n has two neigh-
bors with index N −n+1 and one neighbor with index N −n, see Fig. 3.1. Therefore,
the index m has only three values with �An|H|Bm� = t. So we have

Pθ,θ
′ =

�
im0

�Ω

��
i
√
3acct

2

�
N"

n=1

��
ei

√
3kxa/2 − e−i

√
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�
sin(nθ) sin((N − n+ 1)θ

′

)

−
�
e−i

√
3kxa/2 − ei

√
3kxa/2

�
sin(nθ

′

) sin((N − n+ 1)θ)



,

(B.21)

after some algebra and replacing Ω from Eq. 3.16, the optical matrix elements are

Pθ,θ
′ =

−2
√
3m0acct

�(2N + 1)
sin

�√
3

2
kacc

�
N"

n=1

�
sin(nθ) sin((N − n+ 1)θ

′

)−

sin(nθ
′

) sin((N − n+ 1)θ)



.

(B.22)
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Appendix C.

QCL Linear Stability Analysis

The standard Maxwell-Bloch equations with a SA added can be rewritten as [128]:

∂tE = − c

n
∂zE − c

n

iµP

�l0Dth

− c

2n
(l0 − γ̄|E|2)E, (C.1)

∂tP =
iµ

2�
DE − P

T2

, (C.2)

∂tD =
Dp −D

T1

+
iµ

�
(E∗P − c.c.). (C.3)

The dynamics of a two-level QCL gain medium with ring cavity can be described using
the Maxwell-Bloch equations. After transformation of the variables, the Maxwell-
Bloch equations can be simplified to:

∂tE = − c

n
∂zE − c

n
iP − c

2n

�
l0 − γ̄|E|2�E, (C.4)

∂tP = − i

2
DE − P

T2

, (C.5)

∂tD =
pf l0
T1T2

− D

T1

+ i (E∗P − c.c.) . (C.6)

To proceed with the linear stability analysis, we express each of the variables as the
sum of the steady-state value and the small perturbations δE, δP , and δD.

The steady state solution can be found by setting the left-hand sides of the Eqs. (C.4)-
(C.6) to zero. The steady state solutions has the form E = Ē, P = P̄ , and D = D̄
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are constants in time and space satisfying:

D̄ =
l0
T2

− γ̄Ē2

T2

, (C.7)

P̄ =
i

2

�
l0 − γ̄Ē2

�
Ē, (C.8)

pf + 1 =

�
1− γ̄Ē2

l0

��
1 + Ē2T1T2

�
. (C.9)

The resulting equations regarding the fluctuations are

∂tδPI =
1

2

�
D̄δER + δDĒ

�− δPI

T2

, (C.10)

∂tδD = −T2D̄Ē∂ER − 2ĒδPI − δD

T1

, (C.11)

∂tδER =
c

n

	
−∂zδER + δPI −

�
l0 − 3γĒ2

� δER

2

�
, (C.12)

∂tδPR = −1

2
D̄δEI − δPR

T2

, (C.13)

∂tδEI =
c

n

	
−∂zδEI − δPR − �

l0 − γĒ2
� δEI

2

�
. (C.14)

The two sets of equations, (C.10)-(C.12) and (C.13)-(C.14), are decoupled, and transla-
tionally invariant. Thus their eigenfunctions are plane waves [126]. It holds δPI(z, t) =
δPI(t)e

ikz, and similar for relations δD and δER. The stability of the cw solution is
determined by the eigenvalues of the matrix
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M =


������������
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������������

. (C.15)

If all eigenvalues have a negative real part, the cw solution is stable.

For l0 = 0 and γ̄ = 0, the eigenvalue with the greatest real part is λ0(K) = −ick/n.
Putting λ(K) = λ0(K) + λ1(K) into the characteristic polynomial of M and equating
the parts which are first order in l0, γ̄, and λ1(K), one arrives at

λmax =− iΩ− l0c

2n

(ΩT1 + i)ΩT2 − 2(pf − 1)

(ΩT1 + i)(ΩT2 + i)− (pf − 1)

+
γ�2(pf − 1)

µ2T1T2

(ΩT1 + i)(3ΩT2 + 2i)− 4(pf − 1)

(ΩT1 + i)(ΩT2 + i)− (pf − 1)
,

(C.16)

where pf = Dp/Dth and Ω = kc/n. Taking the real part of Eq. C.16 one obtains
Eq. 5.6.
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