


To Xalo Rêbwar



Kurzfassung

Die Skalierung der CMOS-Technologie steht vor fundamentalen physikalischen und
finanziellen Grenzen. Die steigende Nachfrage nach kostengünstiger Elektronik mit
verbesserte Leistung beschleunigte die Erforschung neuer Konzepte und alternativer
Technologien, um bestehende CMOS-Lösungen zu ersetzen oder zumindest zu ergänzen.
Die Ruhezustandsverlustleistung auf Grund von Leckströmen ist zu einer bedeutenden
Herausforderung in heutigen CMOS-VLSI-Schaltungen geworden. Die Einführung von
Nichtflüchtigkeit in CMOS-Schaltungen ist eine vielversprechende Lösung, um dieses
Problem zu bewältigen. Speziell die aufstrebenden nichtflüchtigen Widerstandsschalt-
speicher, welche vielversprechende Kandidaten für zukünftige universelle Speicher
sind, sind sehr attraktiv. Diese haben auch großes Potenzial für neue Anwendun-
gen jenseits der nichtflüchtigen Speicher, da diese neue funktionale Merkmale für
Berechnungen sowie Messungen ermöglichen, die in konventionellen Systemen nicht
zugänglich sind.

Diese Dissertation befasst sich mit zustandsbehafteter Logik auf Bauelement-,
Schaltungs- und Architekturebene. Zustandsbehaftete Logik erlaubt die simultane
Verwendung von memristiven Bausteinen als nichtflüchtige Speicher (Flipflop) und
Recheneinheit (Gatter). Daher verwirklicht nichtflüchtige Logik in Speicherschaltun-
gen einen inhärent energieverbrauchslosen Ruhezustand und eröffnet die Möglichkeit
einer Abkehr von der Von Neumann Architektur. Neben der Anwendung als Speicher
oder Logikgatter sind auch Analog- und Messapplikationen möglich. Die einzigarti-
gen Eigenschaften von memristiven Bauelementen werden für neuartige ladungs- und
flussbasierte Messschemata genutzt.

Auf Grund seiner unbegrenzten Zustandshaltung und Kompatibilität mit CMOS wird
die STT-MTJ (spin-transfer torque magnetic tunnel junction) als ein sehr vorteil-
haftes Bauteil für zustandsbehaftete Logik vorgeschlagen. Zusätzlich wird gezeigt, dass
diese im Gegensatz zu anderen Bauelementen (z.Bsp. Memristoren basierend auf Ti-
tandioxid) keine Zustandsdriftfehlerakkumulation wegen ihrer Bistabilität aufweisen.
Daraus resultierend wird die Notwendigkeit eines Auffrischungskreises in zustands-
behafteten Logikschaltkreisen eliminiert. Ein neues auf STT-MTJ-basierendes Imp-
likationslogikgatter mit einer stromgesteuerten Schaltungstopologie wird vorgeschla-
gen. Eine Zuverlässigkeitsmodellierung und eine Analyse zustandsbehafteter Logikar-
chitekturen zur Optimierung und zum Vergleich unterschiedlicher zustandsbehafteter
Logikgatter wird präsentiert. Es wird gezeigt, dass das Implikationsgatter die dem
aktuellen Stand der Technik entsprechenden Gatter bezüglich Zuverlässigkeit und En-
ergieverbrauch übertrifft. Eine inhärent strukturelle Asymmetrie des vorgeschlagenen
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Implikationslogikgatters verursacht jedoch eine signifikante Begrenzung des Fan-Out
und der Flexibilität von Berechnungen. Dank der einfachen Integration von MTJs
oberhalb von CMOS-Schaltkreisen kann dieses Asymmetrie-Problem mittels der Ver-
wendung des Zugriffstransitors einer Ein-Transistor/Ein-MTJ-Zelle (1T/1MTJ) als
spannungsgesteuerter Widerstand elegant gelöst werden. Da die 1T/1MTJ-Zelle das
Basiselement des kommerziellen STT-operierenden MRAM (magnetoresisitve random-
access memory) darstellt, kann die vorgeschlagene Implementierung auf eine zus-
tandsbehaftete STT-MRAM-Logikarchitektur erweitert werden. Die Logikarchitektur
bietet ein vollständiges Logiksystem, weist eine simple Schaltkreisstruktur auf, de-
lokalisiert die Berechnungsexekution, adressiert das Fan-Out-Problem und eliminiert
die Notwendigkeit von Zwischenschaltkreisen. Es wird dadurch auch die parallele
Ausführung von Berechnungen ermöglicht. Die Vorteile der MRAM-basierten zus-
tandsbehafteten Logik werden auf Logikfunktionsausführungsebene demonstriert und
auf Schaltungsebene für MRAM-basierte nichtflüchtige Halb- und Volladdiererimple-
mentationen belegt.

Zusätzlich werden in dieser Dissertationsschrift neue ladungs- und flussbasierte Mess-
schemata vorgeschlagen, in dem die einzigartige Eigenschaft von memristiven Bautei-
len den applizierten Strom- und Spannungsverlauf aufzuzeichnen genutzt wird. Die
memristive Messmethode reduziert die Kapazitäts-, Induktivitäts- und Leistungsmes-
sung auf eine (simple) Widerstandsmessung. Unter Ausnützung der speziellen Eigen-
schaften der Domänenwanddynamik und deren Abhängigkeit von Form und Geometrie
eines Domänenwand-Spintronik-Memristors, wird die Möglichkeit ladungsbasierter Ka-
pazitäts- und flussbasierter Induktivitätsbestimmung mittels zweier unterschiedlicher
geometrischer Profile für Domänenwand-Spintronik-Memristoren aufgezeigt. Die mem-
ristive Messmethode ist auch für zeitlich variierende Induktivitäten und Kapazitäten
geeignet und zeigt daher großes Potenzial für Verwendung in induktiven und kapazi-
tiven Sensoranwendungen.
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Abstract

The scaling of CMOS technology is facing fundamental physical and financial limita-
tions. The increasing demand for cost effective electronics with enhanced performance
has accelerated the investigation of new concepts and alternative technologies to re-
place or at least to supplement CMOS. Standby power dissipation due to leakage has
become a major challenge of today’s CMOS VLSI circuits. Introducing non-volatility
into CMOS circuits is a promising solution to overcome this issue. Especially, emerging
non-volatile resistance switching memory (memristive) devices, which are promising
candidates for future universal memory, are very attractive. They also have a great
potential to lead novel applications beyond the non-volatile memory by the possibility
to provide novel functional properties in computing as well as sensing that are not
accessible in conventional systems.

In this thesis, stateful logic systems are studied at the device, circuit, and architecture
levels. Stateful logic enables memristive devices to serve simultaneously as non-volatile
memory (latches) and computing units (gates). Therefore, it inherently realizes non-
volatile logic-in-memory circuits with zero-standby power and opens the door for a shift
away from the Von Neumann architecture. Besides memory and logic applications also
analog and sensing applications are feasible. The unique properties of the memristive
devices are exploited to introduce novel non-volatile charge- and flux-based sensing
schemes.

Because of unlimited endurance and CMOS compatibility, the spin-transfer torque
magnetic tunnel junction (STT-MTJ) is proposed as a very favorable device for state-
ful logic. In addition, it is shown that unlike other devices (e.g. memristors based on
titanium dioxide), the STT-MTJ-based logic gates do not show any state drift error
accumulation due to the magnetic bistability. As a result, the need for refreshing cir-
cuits in stateful logic circuits is eliminated. A new STT-MTJ-based implication logic
gate with a current-controlled circuit topology is proposed. Reliability modeling and
analysis of the stateful logic architectures for optimization and comparison of different
stateful logic gates are presented. It is demonstrated that the implication gate outper-
forms state-of-the-art gates in terms of reliability and energy consumption. However,
an inherent structural asymmetry of the proposed implication logic gate causes signif-
icant limitations for the non-volatile fan-out and the flexibility of the computations.
Thanks to the easy integration of MTJs on top of a CMOS circuit, an elegant so-
lution is presented to address this asymmetry issue by using the access transistors
of one-transistor/one-MTJ (1T/1MTJ) cells as voltage-controlled resistors. Because
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a 1T/1MTJ cell is the basic element of the commercialized STT-operated magne-
toresistive random-access memory (MRAM), the proposed implementation becomes
generalizable to a stateful STT-MRAM logic architecture. This logic architecture is
computationally complete, has a simple circuit structure, delocalizes computational
executions, addresses the fan-out issue, and eliminates the need for intermediate cir-
cuitry. It also enables parallel computations. Advantages of the MRAM-based stateful
logic are demonstrated at the level of logic functions executions and are proven at the
circuit level by considering MRAM-based non-volatile half adder and full adder im-
plementations.

In addition novel charge- and flux-based sensing schemes are proposed in this thesis
by using the unique ability of memristive devices to record the historic profile of
the applied current/voltage. The memristive sensing method reduces the capacitance,
inductance, and power measurements to a (simple) resistance measurement. Using the
pecularities of the domain wall dynamics depending on the shape and the geometry of
a domain wall spintronic memristor, the possibility of charge-based capacitance and
flux-based inductance sensing is demonstrated, when two different spatial shapes of
the domain wall spintronic memristors are employed. The memristive sensing method
is also suitable for measuring time-varying inductances and capacitances and thus
shows great potential for use in inductive and capacitive sensor applications.
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Kurte

Biçûkkirdin̂ı têknoloĵıy CMOS xer̂ıke rrûberrûy berbestgel̂ı binerret̂ıy f̂ıẑık̂ı û abûr̂ı
bibêt-ewe. Zêdebûn̂ı dawakar̂ı bo amêre êlêktiron̂ıyekan be nirx̂ı guncaw û lêhatûŷıy
perepêd-iraw, gerran bedway çemkgel̂ı niwê û têknoloĵıy cêgirewey hênawete ara takû
cêgey CMOS bigrinewe yan lan̂ıkem al̂ıkar̂ı bin. Hêẑı ledestçû lekat̂ı “standby” da
behoy dizekirdin buwete milmilanêyek̂ı serek̂ı bo xulgekan̂ı CMOS-VLSÎı em serdeme.
Hênan̂ı cêĝıryet̂ı (non-volatility) bonaw xulgekan̂ı CMOS rrêgeçareyek̂ı dillxoşkere bo
zallbûn beser em kêşe da. Betaybet, serhelldan̂ı amêrgel̂ı b̂ırgey cêĝır wekû sŵıç̂ı
bergir-binema û b̂ırge-bergir (memory-resistor; memristor), ke berbijêrgelêk̂ı dillxoşker-
in bo dahatûy b̂ırgey gişt̂ı, zor serincrrakêşe. Ciya le b̂ırgey cêĝır, ew amêrgele herweha
bellênder̂ı kellkgel̂ı niwên eŵış le rrêgey dab̂ınkirdin̂ı taybetmend̂ıgel̂ı niwê le jimêrkar̂ı
û herweha le hestpêkirdin da ke le ŝıstimgel̂ı ner̂ıt̂ı da leberdest da n̂ın.

Lem têze da, ŝıstime mentiq̂ıye doxhellgirekan (stateful logic systems) le astekan̂ı amêr
(device), xulge (circuit) û mê'mar̂ı (architecture) da lekoll̂ıneweyan leser kirawe. Men-
tiq̂ı doxhellgir detwanêt amêre “memristive”ekan hawkat wekû b̂ırgey cêĝır (flip-flop) û
herweha yekey jimêrkar̂ı (derwazey mentiq̂ı) bekar bihênêt. Kewate, be şêwazêk̂ı sirûşt̂ı
mentiq̂ı-naw-b̂ırgey cêĝır be hêẑı “zero-standby” be dest dexat û derkey dûrkewtinewe
le mê'mar̂ıy “Von Neumann” dekatewe. Cige le kellkgel̂ı mentiq û b̂ırge, herweha kel-
lkgel̂ı “analog” û hestpêkirdin cêy ĥıwain. Taybetmend̂ıye nawazekan̂ı amêre “mem-
ristive”ekan bo nasandin̂ı nexşe niwêkan̂ı hestpêkrdin̂ı barge (charge)-binema û lêşaw
(flux)-binema bekar hênrawin.

Beboney bergegirtin̂ı bêsinûr û tiwanaŷıy xoguncandin letek CMOS, STT-MTJ (spin-
transfer torque magnetic tunnel junction) wek amêrêk̂ı zor pesindkiraw bo mentiq̂ı dox-
hellgir pêşniyar kirawe. Herweha, n̂ışan dirawe ke be pêçewaney amêrekan̂ı d̂ıke (bo
wêne “memristor”̂ı “titanium dioxide”-binema), derwaze mentiq̂ıyekan̂ı STT-MTJ-
binema, behoy seqamĝır̂ıy dûlayeney mugnat̂ık̂ı, ĥıç seryekkewtineweyek̂ı helley gi-
wastinewey dox (state drift error) n̂ışan naden. Kewate, kêşey pêŵıst̂ı be xulgekan̂ı
niwêkirdinewe le xulge mentiq̂ıye doxhellgirekan çareser dekrêt. Derwazeyek̂ı mentiq̂ıy
“implication”̂ı niwê leser binemay têknoloĵıy STT-MTJ û topoloĵıy xulgeŷı ke be tezû
kontiroll dekrên pêşniyar kirawe. Modêlsaẑıy mitmanepêkirawyet̂ı û ş̂ıkar̂ıy mê'mar̂ıye
mentiq̂ıye doxhellgirekan xirawnete berçaw bo baştirkrdin û hellsengandin̂ı derwazegel̂ı
mentiq̂ıy doxhellgir̂ı ciyawaz. Selmênrawe ke derwazey “implication”̂ı pêşniyarkiraw
be pêwergel̂ı mitmanepêkiraŵı û lekarkirdin̂ı wize serkewtûtire le baştir̂ın derwazekan̂ı
henûke. Bellam, nahawcêŷıyek̂ı sirûşt̂ıy em derwazeye debête hoy sinûrdarkirdin̂ı
berçaw bo “fan-out”̂ı cêĝır û herweha kemkirdin̂ı sazgar̂ıy jimêrkar̂ıyekan. Xoşbextane
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behoy yekxistin̂ı sakar̂ı MTJ leser xulgey CMOS, rrêgeçarêk̂ı ĵırane pêşkeş kirawe takû
kêşey nahawcêyet̂ı çareser bikat be bekarhênan̂ı transistor-ekan̂ı xanegel̂ı yek transis-
tor/yek MTJ (1T/1MTJ) wekû bergirêk ke be volltaj kontiroll bikrêt. Leber ewey ke
xaney 1T/1MTJ xişt̂ı binerret̂ıye bo têknoloĵıy STT-MRAM (STT-magnetoresistive
random-access memory) ke nêrdirawete bazarr̂ış, piyadesaẑıy pêşniyarkiraw gişitĝır
debêt bo ast̂ı mê'mar̂ıy mentiq̂ıy STT-MRAM-̂ı doxhellgir. Em mê'mar̂ıye men-
tiq̂ıye le rriwangey jimêrkar̂ıyewe tekmı̂le, pêkhateyek̂ı xulgeŷıy sakar̂ı heye, jimêrkar̂ı
le şêwaẑı nawçeŷı der dehênêt, kêşey “fan-out” çareser dekat, û pêŵıst̂ı be komelle
xulgey nawinĉı derrewênêtewe. Herweha, tiwanaŷıy jimêrkar̂ıy hawrêk derrexsênêt.
Qazancekan̂ı mentiq̂ı doxhellgir̂ı MRAM-binema le ast̂ı ı̂cray nexşekan̂ı mentiq p̂ışan
dirawe û le ast̂ı xulge da le rrêgey leberçawgirtin̂ı piyadesaẑıy xulgegel̂ı tewawkoker û
n̂ıwkoker̂ı cêĝır selmênrawe.

Herweha, nexşe niwêkan̂ı hestpêkirdin̂ı barge-binema û lêşaw-binema lem têze da
pêşniyar kirawin eŵış le rrêgey bekarhênan̂ı tiwanaŷıy nawazey amêr̂ı “memristive”
lebo tomarkrdin̂ı ŝımay mêjûŷıy tezû û volltaj. Şêwaẑı hestpêkirdin̂ı “memristive”
pêwerekan̂ı bargegir̂ı, hander̂ı, û hêz kem dekatewe ta ast̂ı pêwerêk̂ı bergir̂ıy sade. Be
bekarhênan̂ı taybetmend̂ıyekan̂ı cimucûll̂ı d̂ıwar̂ı pawan ke bestirawetewe be şikll û
hendesey “memristor”̂ı spintironic, tiwanaŷıy hestpêkirdin̂ı bargegir̂ıy barge-binema û
hander̂ıy lêşaw-binema p̂ışan dedrê, eŵış le katêk da ke dû şikll̂ı ciyawaẑı “memristor”̂ı
spintironic bekar dehênrên. Şêwaẑı hestpêkirdin̂ı “memristive” herweha bo pêwan̂ı
hander̂ı û bargegir̂ıy bigorr-bepêy-kat şiyawe û kewate lêhatuŷıyek̂ı mezin p̂ışan dedat
bo sazkirdin̂ı hestpêker̂ı “memristive”̂ı hander-binema (inductive) û bargegir-binema
(capacitive).
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1. Introduction

1.1. Motivation

The exponential growth of the semiconductor industry has successfully proceeded for
about four decades supported by continued improvement of complementary metal-
oxide-semiconductor (CMOS) technology. For the next several years, there will be no
apparent substitutes for the CMOS technology and its future development is already
charted by the International Technology Roadmap for Semiconductors (ITRS) [1].
However, fundamental physical and economic limitations [2–4] such as leakage, high
power densities, process variability, and soaring costs will bring the scaling of CMOS
devices to an end. Therefore, besides exploring and introducing new materials, device
structures, and design technologies, investigating possible alternative technologies to
replace or at least to supplement CMOS is important to proceed with the perfor-
mance enhancement of logic devices and circuits [5–15]. Right now there are many
different devices under investigation with widely varying performance parameters e.g.
energy, speed, area, et cetera. Spintronic devices [16–29] especially magnetoresistive
devices [30,31] with a tunnel barrier junction structure [32], are strong candidates due
to their non-volatility and compatibility with CMOS technology [33–40].

Despite the advantages of high speed and unlimited endurance, the first generation
of magnetic tunnel junctions (MTJs) [41–43], which utilized Oersted fields for the
magnetization switching, was unfavorable in terms of scalability and energy consump-
tion. By using the spin-transfer torque [44,45] switching technique [46,47], the second
generation of the MTJ (STT-MTJ) [48–50] eliminates the need for current lines adja-
cent to memory cells, which were required previously for generating a switching field.
Thus, by using the same interconnects for reading and writing operations, the STT-
MTJ is more scalable and yields smaller switching energies [22, 23]. Magnetoresistive
random-access memory (MRAM) with STT-MTJs as memory elements combines the
speed of static RAMs (SRAMs), the density of dynamic RAMs (DRAMs), the non-
volatility of flash memory, and has all the characteristics of a universal memory [39].
STT-MTJ technology is also attractive for building logic configurations which combine
non-volatile memories and logic circuits (so-called logic-in-memory architecture [51])
to overcome scaling obstacles of CMOS logics [37,52–60]. Furthermore, STT-operated
spintronic devices realize memristive behavior [61–68].

The memristor (memory-resistor) is the fourth fundamental circuit element predicted
from a symmetry argument of circuit theory in 1971 [69]. However, its first physical

1



realization, in titanium dioxide (TiO2), was announced about four decades later [70].
It can be thought as a passive programmable resistor. It holds a resistance state that
depends on the history of the applied voltage/current even when the power is off.
Memristive devices and systems [71–73] are capable of storing and processing infor-
mation and offer unique properties which cannot be achieved in conventional elec-
tronic circuits by combining resistors, capacitors, and inductors. The most obvious
application of memristive devices is non-volatile memory. Their great potential has
attracted significant attention for developing alternative logic architectures [74–83].
In addition, memristive devices can be used as artificial synapses for neuromorphic
applications [84–91]. As a basic element added to the circuit theory [92], memris-
tors are also potentially suited for a wide range of tasks including analogue-to-digital
and digital-to-analogue converters [93], electronic filters [94], temperature [95,96] and
power [97] sensors, oscillators [98], signal processing [99], differential [100] and pro-
grammable [101] analog circuits, and control systems [102,103].

1.2. Scope of the Thesis

Recently, it has been shown that a fundamental Boolean logic operation called ma-
terial implication (IMP) is naturally realized using TiO2 memristive switches to en-
able stateful logic by using memristive devices simultaneously as latches and logic
gates [76]. Stateful logic inherently provides a non-volatile logic-in-memory architec-
ture with zero-standby power and is free from the leakage power issue. It also allows
to shorten the interconnection delay by eliminating the need for intermediate sense
amplifiers as well as the data transfer between separate memory and logic units and,
by that, to lift a prerequisite of the Von Neumann computing architecture. In this
thesis, implication logic gates are studied and optimized using an accurate nonlinear
memristive device switching model. It is shown that due to error accumulation in TiO2

memristive devices, spintronic devices are preferable to build up stateful logic circuits,
as they do not show error accumulation and exhibit almost unlimited endurance.

A novel spintronic stateful logic gate is proposed, which stores the result of the im-
plication logic operation directly into the memory devices. This thesis covers several
issues regarding device, circuit, and architecture levels of the proposed logic frame-
work. Special emphasis is put on the performance analyses of stateful logic devices
and circuits and it is shown that the reliability is an essential prerequisite of stateful
logic systems. Furthermore, it is demonstrated that the presented logic gate, which
enables an implication logic framework, significantly improves the reliability compared
to similar circuits available from literature, which are based on reprogrammable archi-
tectures to realize conventional Boolean logic operations including AND, OR, NAND,
and NOR operations.

Due to an easy integration of MTJs on top of a CMOS circuit plane, hybrid CMOS/MTJ
circuits are used to facilitate the generalization of the proposed logic gates to large-
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scale non-volatile logic circuits. An innovative idea to utilize the access transistors of
the one-transistor/one-MTJ (1T/1MTJ) cells not only as on-off switches but also as
voltage-controlled resistors, is presented to address an asymmetry issue in the impli-
cation logic gates and to extend the functionality of the STT-MRAM architectures to
perform logic operations with no extra hardware added. It is shown that the STT-
MRAM-based logic provides non-volatile logic fan-out and exhibits high flexibility
with regard to the delocalized computations execution, and eliminates the need for in-
termediate circuitry. It also enables parallel non-volatile computations and, therefore,
it is suited for implementing complex logic functions. Advantages of the MRAM-based
stateful logic are demonstrated by considering the STT-MRAM-based implication of
the fundamental arithmetic functions. Through design examples like a stateful full
adder, the possible tradeoffs to optimize the execution time, the energy consumption,
and the reliability of the MRAM-based stateful logic architectures are also investi-
gated.

The last part of the thesis describes novel charge- and flux-based sensing schemes
utilizing the unique property of memristors to memorize the historic profile of the
applied current/voltage. The device history can be revealed instantaneously by mea-
suring its varying resistance (memristance). The proposed method, which is indepen-
dent of the memristor material, can be used for capacitance, inductance, and power
measurements. Although inductance and capacitance sensing are far from being new
problems, the use of a memristor reduces the measurement to a straightforward resis-
tance measurement. Depending on the sensing application, particular characteristics
of the memristor are exploited. In order to have the possibility of both charge- and
flux-based sensing, we suggest spintronic memristors which exhibit rich geometry de-
pendent behavior with regard to the dynamic properties of a propagating magnetic
domain wall in a magnetic device. The memristive sensing method is also suited for
measuring time-varying inductances and capacitances and has the potential to be used
in novel inductive and capacitive sensors.

1.3. Thesis Outline

The thesis is organized as follows. Chapter 2 reviews the background knowledge on
memristive devices and systems. TiO2-based stateful logic gates are studied in Chap-
ter 3. Chapter 4 concentrates on spintronic stateful logic devices and circuits. A new
improved implication logic gate is proposed, analyzed, and compared to the exist-
ing logic gates. Its generalization for large-scale logic application and parallelization
for high performance computing is described in Chapter 5. Chapter 6 describes new
memristive sensing schemes and explains how spintronic memristors can be used for
coincident charge- and flux-based sensing. Finally, Chapter 7 concludes the thesis
with a brief summary and an an outlook to possible future development.

3



2. Fundamentals of Memristive
Devices and Systems

2.1. Theory

2.1.1. Memristor: The Fourth Element

The four fundamental circuit variables are electric current i, voltage v, charge q, and
flux ϕ, where q and ϕ are defined as the time integrals of i and v, respectively [72].

q(t) :=

� t

−∞
i(τ) dτ, (2.1)

ϕ(t) :=

� t

−∞
v(τ) dτ. (2.2)

The three conventional two-terminal basic circuit elements resistor, capacitor, and
inductor are defined in terms of the constitutive relationships between two of these
four variables as [69]

R = dv/di, (2.3)

C = dq/dv, (2.4)

L = dϕ/di. (2.5)

R, C, and L are the resistance, capacitance, and inductance, respectively. Eq. 2.1-
Eq. 2.5 express five from six possible relations between the fundamental circuit vari-
ables (Fig. 2.1). For the sake of completeness, Leon Chua postulated the existence
of a fourth fundamental two-terminal circuit element called memristor (memory resis-
tor) [69] characterized by a constitutive relationship between q and ϕ in which q and
ϕ are not necessarily accessible to any physical interpretation [72]. The constitutive
relation of charge-controlled and flux-controlled memristors are obtained as Eq. 2.6
and Eq. 2.7, respectively [72].
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In fact, a charge (flux)-controlled memristor is characterized by a q − ϕ curve and
its memristance (memductance) at q (ϕ) is equal to the slope of the curve ϕ = ϕ(q)
(q = q(ϕ)). A device with dM(q)/dq = 0 (dW (ϕ)/dq = 0) is just a linear resistor
(conductor), while if dM(q)/dq �= 0 (dW (ϕ)/dq �= 0) the device operates like a variable
resistor (conductor) and exhibits memristive behavior. In Chapter 6 we will see that
memristors with dM(q)/dq = const. (dW (ϕ)/dq = const.) are suited for a new charge
(flux)-based memristive sensing scheme.

The memristor acts as a programmable resistor since its electrical resistance depends
on the time integral of the applied current/voltage. Ideally, when the power is turned
off (i = v = 0), the memristor preserves its resistance forever, as the values of q and ϕ
are left unchanged [72]. Therefore, it records the historic profile of the applied current
or voltage in the memristance/memductance which can be revealed instantaneously
by measuring its electrical resistance. This is a unique property of memristors which
cannot be realized by electric circuits combining resistors, capacitors, and inductors.
The most straightforward application of a memristor is non-volatile memory either as
an analog (continuously tunable or multilevel) memory or as a digital switch, depend-
ing on the physical operating mechanisms of the resistance switching in the memristive
device. In general, one can say a memristor operates as an analog device in a low-
voltage regime, while under large voltages it operates as a digital switch between two
states, characterized by low and high resistances corresponding to the minimum and
the maximum achievable resistance values limited by the physical properties of the
device.

Since the memristor is a passive device, its current-voltage characteristic exhibits a
hysteresis loop pinched at the origin and confined to the first and the third quad-
rants [72]. In fact, when the current (voltage) applied to the memristor goes to zero at
t = t0, the memristor acts as an ordinary resistor (conductor) with a finite resistance
R = M0 (conductance G = W0) and thus the voltage (current) of the memristor goes
to zero as well. Therefore, the i − v curve passes through the origin and pinches the
memristor hysteresis loop. It is clear that the i − v characteristics of any nonlinear
resistor (e.g. memristor) cannot be a straight line that passes through the origin,
otherwise it is a linear resistor. Four decades after Chua’s seminal paper ( [69]) on
memristor, he recently has shown that all forms of two-terminal non-volatile memories
based on resistance switching can be classified as memristor since they demonstrate
memristor fingerprint characterized as a pinched i− v hysteresis loop [72,73].

2.1.2. Memristive Systems

The definition of a memristor can be extended to a (passive two-terminal) memristive
system [71] described by two coupled equations as

v = R(w, i) i, (2.14)
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called State-dependent Ohm’s law [72] and

dw

dt
= f(w, i), (2.15)

called State equation [72], where v is the voltage across the device, R represents the
generalized (nonlinear) resistance of the device, w denotes a state variable which can
be a vector w = (w1, w2, ..., wn), i is the current through the device, and f expresses
the functional dependence of dw/dt on w and i. The i − v curve passes through the
origin (v, i) = (0, 0) as R(w, 0) �= ∞ [72]. As we will see later, the state variable w can
describe physically reasonable device parameters and thus this general definition of
a memristive system can be successfully utilized to model various memristive devices
with different operating mechanisms.

2.2. Physical Implementation

Physical demonstration of the memristor was missed for decades. However, as Chua
showed recently, regardless the device material and switching mechanism, any resis-
tance switching phenomenon depicts a memristive behavior [72,73]. This phenomenon
was observed in titanium dioxide (TiO2) [104] even before Chua’s envision in 1971.
Nevertheless, it revived interests in memristor development only after Hewlett Packard
Laboratories announced the first memristor array fabricated in 2008 [70] based on
a Pt/TiO2/Pt thin-film structure. Moreover, it has been shown that due to ionic
motion in metal/oxide/metal thin-film stacks, including both anion-based [105–108]
and cation-based [109–114] switching materials, these structures exhibit resistance
switching and thus demonstrate memristive behavior forming an important class of
memristive devices [82, 115].

The electrons spin degree of freedom allows for realization of a memristive behavior
when the spin-transfer torque effect is employed to change the resistance state of a
spintronic device. After the first announcement of the memristor based on TiO2 thin-
films, the spin-based memristor has drawn a lot of attention as it ensures a more
convenient control of the resistive state, than the ionic transport, especially at the
nanoscale. Therefore, several spintronic memristive devices [61–68,116,117] have been
proposed and explored.

Furthermore, there have been several reports of providing memristive behavior by
using new internal state variables based on other phenomena and technologies like
insulator-to-metal phase transition [118], phase change memory [119], piezoelectric
effect [120], chemical immobilization of ferritin molecules [121], defect-scattering in
a single-walled carbon nanotube [122], nickel titanium smart alloy [123, 124], Graetz
bridge loaded with an RLC filter [125], thickening/thinning of Ag nanofilaments in
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amorphous manganite thin-films [126], nanoscale plasmonic [127], multi-terminal sili-
con nanowires [128], and volatile resistive switching effect at a prototypical Schottky
metal/oxide interface [129].

2.3. Memristive Device Modeling

Beside the extensive efforts for physical implementation of resistance switching and
memristive devices, significant progress has also been made regarding the model-
ing [88, 130–144] as well as better understanding of the working principles and im-
proving the performance [145–159] of the memristive devices. However, most of the
presented memristor models rely on a linear ionic drift model for TiO2 memristive
devices suggested in [70] which is not adequately accurate, especially in high voltage
switching regimes, and can be used only for limited applications as will be shown in
Chapter 3. In [139] a more detailed but quite complicated and computationally ex-
pensive physical model based on the Simmons tunneling barriers [160] is presented.
It takes into account the asymmetric switching behavior as well as the nonlinearities
observed in TiO2 memristive devices [148–150]. To my best knowledge, this nonlin-
ear ionic drift model [139] (its SPICE implementation is presented in [140]) is up to
now the most accurate model for the TiO2 memristive devices. More computationally
effective and simpler models including nonlinearities of memristive devices as well as
additional physical operating mechanisms for different types of memristive devices,
have been presented in [141–144] based on voltage/current thresholds.
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3. TiO2-Based Memristive Stateful
Logic Gates

3.1. Overview

At present, the most commonly used logic circuits consist of memory units for data
storage and separated logic units for holding data and performing arithmetic and logi-
cal operations, which are typically implemented based on CMOS technology (Fig. 3.1).
These CMOS-based logic circuits retain information as long as power is applied (volatil-
ity) and any power supply interruption can cause loss of information. As the dimen-
sions of the CMOS transistors shrink down the leakage currents increase. As a result,
the continuously powered memory units cause large static (standby) power consump-
tions in CMOS-based logic circuits. In fact, they have become as large as the dynamic
power consumption [3]. Furthermore, the increasing length of the interconnections
between logic and memory limits the chip performance and results in the increment
of both power and interconnection delay.

As one of the solutions of the above-described problems, non-volatility has been in-
troduced to the logic circuit. Non-volatile elements retain the information and the
logical state of the system is not lost, if the power supply is interrupted. In addition,
distributing non-volatile memory elements over the CMOS logic circuit plane (logic-in-
memory architecture [51]) combines logic and memory elements and allows extremely

Figure 3.1.: Separated logic and memory units in a two-dimensional CMOS logic
system.
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Table 3.1.: Truth tables of the basic implication operations, IMP and NIMP (negated
IMP).

State s t s → t t → s

1 0 0 1 0

2 0 1 1 1

3 1 0 0 0

4 1 1 1 0

Besides the AND, OR, and NOT operations, the IMP operation has been classified by
Whitehead and Russell as one of the four basic logic operations in 1910 [161]. How-
ever, by modeling Boolean logic with circuits built with relays and switches, Shannon
founded modern digital electronics [162] only based on AND, OR, and NOT opera-
tions due to their straightforward implementation. Since then, the IMP operation has
been ignored in digital electronics. Only recently, it was demonstrated that memristive
switches intrinsically enable the IMP operation in a crossbar array [76].

Fig. 3.2 shows the circuit topology of the TiO2 memristive implication logic gate [76]
combining two TiO2 memristors, S and T, with a conventional resistor RG. The initial
resistance states of the source (S) and target (T) memristors (denoted by the logic
variable s and t, respectively) are the logic inputs of the gate. The final resistance
state of T after performing the logic operation (t�) is the logic output of the gate.
Performing the logic operation (t� = s → t) involves simultaneous application of two
negative voltage pulses, VSET and VCOND, to the non-common terminals of S and T.
VCOND is a negative voltage with smaller amplitude than VSET (|VSET| > |VCOND|).

Table 3.2.: Realized conditional switching behavior is equivalent to the operation IMP
or NIMP depending on the definitions for the high and low resistance states
(HRS and LRS) as logical ‘0’ and ‘1’.

Implication operation HRS≡0, LRS≡1 HRS≡1, LRS≡0

(conditional switching) t�= s → t t�= t → s

State s t s� t� s t t� s t t�

1 HRS HRS HRS LRS 0 0 1 1 1 0

2 HRS LRS HRS LRS 0 1 1 1 0 0

3 LRS HRS LRS HRS 1 0 0 0 1 1

4 LRS LRS LRS LRS 1 1 1 0 0 0
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Therefore, the voltage drop on S is smaller than VON (the voltage level required
for memristor high-to-low resistance switching) and it remains unchanged after the
operation for any input patterns. However, depending on the resistance state of S,
the voltage VCOND changes the voltage level on the common terminal of S and T
(VG) and modulates the voltage drop on the target memristor T. This provides a
conditional switching behavior in T, which is shown in Table 3.2. In fact, the negative
voltage pulse VSET enforces a high-to-low resistance switching of T only, when both
memristors are initially in the high resistance state (State 1). The voltage VSET has a
higher amplitude compared to VON as it must compensate the voltage drop on RG.

According to Table 3.2, depending on the logical definitions for the memristor low
(LRS) and high (HRS) resistance states, LRS ≡ logic ‘1’ and HRS ≡ logic ‘0’ or
vice-versa, the realized conditional switching behavior is corresponding to the IMP
or NIMP (negated IMP) operation (Table 3.1). In accordance with the convention of
Shannon, if we define HRS ≡ 1 and LRS ≡ 0, the logic output of the implication gate
corresponds to the NIMP operation as

{t� = t NIMP s} ≡ t → s ≡ {t� = t.s = t AND s}, (3.1)

where t� is the final state of the variable t after the operation. In combination with the
low-to-high resistance switching, which corresponds to the TRUE operation (writing
logic ‘1’) according to the above definition, the NIMP operation forms a complete logic
basis to compute any Boolean function. Therefore, it enables stateful logic operations
by memristive devices used simultaneously as non-volatile memory and logic gates [76].
For instance, stateful universal NOR and NAND operations can be performed in three
and five sequential steps as Eq. 3.2 and Eq. 3.3, respectively.

Step 1 (TRUE) : a = 1

Step 2 (NIMP) : a → b ≡ {a� = a.b = b}
Step 3 (NIMP) : a → c ≡ {a� = a.c = b.c = b+ c = b NOR c} (3.2)

Step 1 (TRUE) : a = 1

Step 2 (NIMP) : a → b ≡ {a� = a.b = b}
Step 3 (NIMP) : c → a ≡ {c� = c.a = c.b}
Step 4 (TRUE) : a = 1

Step 5 (NIMP) : a → c ≡ {a� = a.c = c.b = b NAND c} (3.3)

Here, a (a�) represents the initial (final) logic variable equivalent to the resistance
state of a third memristor storing the logic result of intermediary logic steps and the
final result of stateful NAND and NOR operations. It should be noted that each logic
variable (e.g. a) used as an input in Step i is equal to the final logic value (a�) from the
previous step (Step i − 1) since it has been directly stored in a non-volatile memory
element (A).
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3.3. Modeling

As explained before, by applying the voltage pulses VSET and VCOND, a (desired) high-
to-low resistance switching (shown in bold in Table 3.2) is enforced in T only in State 1.
However, the current flowing through the memristors tends to decrease their electrical
resistances and change the internal state variable w. This phenomenon is called “state
drift” (SD) [163] and its accumulation after a specific number of sequential (N)IMP
operations causes an undesired switching event (computation error) either in S or T.
This is due to the fact that, although the TiO2 memristive switches are used as two-
resistance-state devices for binary data storage, they actually act as analog elements
since the parameter w changes continuously [143]. The design procedure of the IMP
gate involves determining the proper values of the circuit parameters (RG, VSET and
VCOND) to minimize the SD errors (SDEs). The design procedure presented in [163],
which is the only existing design procedure to the author’s knowledge, is based on a
linear ionic drift model for the TiO2 memristive devices described below. However, as
it is shown in the following, a more accurate model of the TiO2 memristive device has
to be employed to analysis and optimize the stateful logic gates.

According to Fig. 3.2, the voltage drops on S and T are given by

vS = VCOND − VG = iSMS (3.4a)

vT = VSET − VG = iTMT, (3.4b)

where
VG = (iS + iT)RG. (3.5)

VG denotes the voltage drop on RG and iS (iT) and MS (MT) are the current and
the memristances of the memristive devices S (T), respectively. As, in general, the
memristance is a nonlinear resistance which depends on the historic profile of the
current (voltage) applied to the memristor, MS and MT are a function of iS (vS) and
iT (vT) as well as their initial resistance states (the logic input pattern). Therefore, in
order to optimize the implication gate and to investigate the switching behavior of S
and T, one has to solve Eq. 3.4 coupled with an appropriate memristor device model
which accurately describes the i− v characteristics of S and T. In the following, two
TiO2 memristor device models and simulation studies obtained from these models are
presented.

Fig. 3.3 shows a schematic of the TiO2 memristor structure containing a sandwiched
TiO2 thin film and two platinum (Pt) electrodes. During an electroforming process,
as dopant acting oxygen vacancies are created in the TiO2 thin-film except a narrow
tunnel barrier of w [139]. Therefore, the thin film is divided into a (high conducting)
doped region and an (insulating) undoped region and its total resistance (internal
resistance) is equal to the sum of the variable resistances on each region:

Rint = Rdoped +Rundoped (3.6)

13





ΔQ =

� τ0

0

i(t)dt =

� τ0

0

v0
Rint(w)

dt, (3.9)

where according to Eq. 3.8 we have

i(t)dt =
wmax

µvRon

dw. (3.10)

Therefore, ΔQ is obtained as

ΔQ =

� wmax

0

wmax

µVRon

dw =
w2

max

µVRon

. (3.11)

According to Eq. 3.11, derived from the linear ionic drift model, ΔQ has a constant
value and is independent of the v0 and τ0. Therefore, it predicts that the switching time
is inversely proportional to the voltage pulse amplitude (τ0 ∝ v−1

0 ). Indeed, according
to the State-dependent Ohm’s law for a memristive system (Eq. 2.14), at a time t0
(0 < t0 < τ0) where the electrical resistance of the memristor is R0 (Ron < R0 < Roff),
the rate of the charge flow (i) is directly proportional to the voltage pulse amplitude
(v0). As a result, the amount of charge flowing through the memristor is proportional
to the product of the voltage level and the time (Δq ∝ v0Δt) and thus we have
ΔQ ∝ v0τ0. As according to the memristor linear ionic drift model ΔQ is a constant,
the switching time required for a complete switching from Ron to Roff must be inversely
proportional to the pulse amplitude (τ0 ∝ v−1

0 ).

The OFF-switching energy consumption is also obtained as function of ΔQ by

Eswitch =

� τ0

0

v0i(t)dt = v0ΔQ. (3.12)

This predicts an inverse relationship between the switching energy and the switching
time as Eswitch ∝ v0 ∝ τ−1

0 . However, these predictions regarding the switching dy-
namic behavior (τ0 ∝ v−1

0 and Eswitch ∝ τ−1
0 ) are quite inconsistent with experimental

data which demonstrate an inverse log-linear relationship between the switching time
and the voltage pulse amplitude as τ0 ∝ exp(−v0) [150] and a direct log-log relation-
ship between the switching energy and the switching time as log(Eswitch) ∝ log(τ0) [76].
The main reason is that the switching dynamic behavior is significantly affected by the
electron tunneling effect through the insulating region which exponentially decrease
the total electrical resistance of the TiO2 memristor device during the switching [139].
Therefore, although the linear ionic drift model has been used to simulate the elec-
trical properties of the memristor for different applications [88, 130–135], in a high
voltage regime, however, the tunneling effect dominates the memristor i − v charac-
teristics. For the sake of (acceptable) fast switching, the applied voltage levels in logic
applications are so high that the memristive devices act as digital switches with two
resistance states of Ron and Roff . As a result, it is necessary to use a more accurate
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model for digital (logic) applications. The switching dynamic behavior obtained from
the nonlinear ionic drift model [139] explained below, shows a good agreement with
experimental data. For example, this model predicts a direct log-log relationship be-
tween the switching energy and the switching time (log(Eswitch) ∝ log(τ0)) for both
micro-scale (5 × 5 µm2) and nano-scale (50 × 50 nm2) TiO2 memristive devices (see
Fig. S7 in Supplementary Information of [139]).

3.3.2. Nonlinear Ionic Drift Memristive Model

To the author’s best knowledge, the nonlinear ionic drift model presented in [139],
which uses the Simmons i − v expression for the insulating region as a rectangular
barrier with image forces [160], is up to now the most accurate model for the TiO2

memristive devices. By using physically reasonable parameters, it properly describes
both the static electric conduction as well as the switching dynamic behaviors and
provides a good fit to the experimental data from micro-scale and nano-scale TiO2

memristive devices which exhibit switching behaviors effectively insensitive to the
device size [139].

According to this model, the voltage across the thin-film is given by

vint = iRdoped + vg (3.13)

where vg is the voltage across the insulating region which acts as a tunneling barrier
and i is the current flowing through the device and its functional form is determined
by [139]

i =
j0A
Δw2

�
φI e

(−B
√
φI) − (φI + e|vg|) e

�
−B

√
φI+e|vg|

��
. (3.14)

The quantities from Eq. 3.14 are given by [139]

j0 =
e

2πh
, Δw = w2 − w1, (3.15)

w1 =
1.2λw

φ0

, w2 = w1 + w



1− 9.2λ

3φ0 + 4λ− 2e|vg|
�
, (3.16)

λ =
e2ln(2)

8πkε0w
, (3.17)

B =
4πΔw

√
2m

h
, (3.18)
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φI = φ0 − e|vg|w1 + w2

w
− 1.15λw

Δw
ln



w2(w − w1)

w1(w − w2)

�
, (3.19)

where A describes the insulating region area, e is the electron charge, h is Planck’s
constant, φ0 is the barrier height, k is the dielectric constant, and m is the electron
mass. The modulation of the effective insulating region width w with respect to the
device current has been expressed

for i > 0 (OFF switching):

dw

dt
= foff sinh



i

ioff

�
exp

�
−exp



w − aoff

wc

− |i|
b

�
− w

wc

�
(3.20)

with the fitting parameters foff = 3.5±1 µm/s, ioff = 115±4 µA, aoff = 1.20±0.02 nm,
b = 500± 90 µA, and wc = 107± 4 pm;

and

for i < 0 (ON switching):

dw

dt
= fon sinh



i

ion

�
exp

�
−exp



w − aon

wc

− |i|
b

�
− w

wc

�
(3.21)

with the fitting parameters fon = 40 ± 10 µm/s, ion = 8.9 ± 0.3 µA, aon = 1.80 ±
0.01 nm, b = 500 ± 90 µA, and wc = 107 ± 3 pm for physical TiO2 memristive
devices characterized in [139]. The model fits the experimental data using the device
parameters determined as φ0 = 0.95 ± 0.03 eV, A = 104 ± 2500 nm2, k = 5 ± 1,
Rdoped = 215Ω [139].

The total resistance of the device (memristance) is equal to

Rtotal =
vout
i

= Rint +RPt = Rdoped +
|vg|
i

+RPt (3.22)

where vout is the applied voltage on the memristor, i is the current flowing through
the device, and RPt = 2.4kΩ accounts for the Pt electrodes resistance [140].

This model properly describes the nonlinear switching dynamics arising from the ionic
motion which modulates the effective width of the insulating region (Eq. 3.20 and
Eq. 3.21) as well as the electron tunneling effect through the insulating region which
is a function of the width of the insulating region and the applied voltage/current
(Eq. 3.14). Eq. 3.20 and Eq. 3.21 successfully model the nonlinear drift velocity
of ionized dopants [139] featuring an exponential dependence on the applied cur-
rent/voltage [149] and the asymmetric switching behavior [139] caused by the volt-
age polarity dependent competitive or cooperative behavior of ionic drift and diffu-
sion [148].
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values of VS,C where

VS,C =
VSET − VCOND

VSET

. (3.23)

As follows from Fig. 3.7, the optimum RG corresponds to the maximum ΔVG which
maximizes the modulation of the voltage drop on T between State 3 and State 1 and
thus minimizes the SDEs in T shown in Fig. 3.6. Therefore, it is uniquely defined by
the memristor’s properties, VSET and VCOND. By using Fig. 3.7, an optimum RG is
obtained for each value of VS,C and then one can optimize VS,C to minimize the gate
error (Fig. 3.8).

In fact, the voltage modulation ΔVG increases with increased VCOND and minimizes
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Figure 3.6.: Modulation of wS and wT during the logic operation for different input
patterns.
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TiO2 memristive switches enable stateful implication logic by serving simultaneously
as non-volatile memory and logic gates. Although the digital data is stored in the high-
and low-resistance state of the memristive device, the internal state variable w shows
analog behavior (Fig. 3.6). Therefore, during the logic operations the voltage drops
on S and T tend to push w toward won, also when their switching is undesired. This
causes the state drift error, which accumulates in sequential logic steps and results
in a one-bit error after a certain number of implication operations. Thus, refreshing
circuitry is required to avoid this error [163]. Fig. 3.9 shows the cumulative SD in T
during 20 implication operations with 1 ms pulse duration when T and S are in high
and low resistance states, respectively (State 3). It illustrates that after 14 steps the
sate variable w is equal to the median value of (woff + won)/2 �1.65 nm which can
be readout either as high- or low-resistance state. Whereas any resistance switching
in State 3 is considered as an undesired switching, the initial logic state of T has to
be rewritten before w reaches 1.65 nm. It is worth mentioning that the linear model
predicts a SD of 48.9% [163] for a particular design example which means a refreshing
is required after each implication operation. Compared to the nonlinear ionic drift
model, the linear drift model exhibits higher state drift values since it assumes that
the state drift is directly proportional to the current or voltage of the memristive
devices. However, according to experimental data, the ionic drift velocity shows an
exponential dependence on the applied current or voltage [149] which is taken into
account in the nonlinear model by Eq. 3.20 and Eq. 3.21. Once again one has to note
that, as high switching voltages are used for (high-speed) computing, the memristor
nonlinear model has to be used to take the tunneling effect and dynamical memristor
behavior into account.

Fig. 3.10 shows only a slight increase of the optimized VSET pulse amplitude with the
implication switching time decreased in contrast to the linear model. This results in
large power consumption benefits at higher IMP speed (Fig. 3.11) and shows a good
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Figure 3.9.: Cumulative state drift effect in T for State 3.
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as it shows an increase with the IMP speed increased.

E IMP =
1

4

4�
i=1

EIMP(i), (3.25)

where EIMP(i) denotes the implication energy consumption when the memristive de-
vices S and T are initially in State i.

3.5. Summary

The realization of the stateful implication logic, a new kind of logic based on mate-
rial implication which is computationally complete, provides zero-standby power for
intrinsic logic-in-memory designs based on TiO2 memristive devices. In this chapter,
studies on TiO2-based memristive stateful logic gates are presented. As under high
voltage regimes required for (relatively) high-speed computing (Fig. 3.10), the elec-
tron tunneling significantly affects the electrical behavior of the of TiO2 memristive
devices, a nonlinear memristor model has been employed to analyze and optimize the
TiO2-based memristive stateful logic gates. The circuit parameters of the gate are
optimized to ensure correct implication logic behavior and to minimize the state drift
error accumulations for different input patterns. Simulation results based on the non-
linear memristor model show a good agreement with experimental observations and
illustrate that, in order to avoid a state computation error, a refreshing is required
after a limited number of logic steps (10–20 steps) as the state drift errors accumu-
late in sequential logic steps. This is very unfavorable as it needs extra hardware
for refreshing and increases complexity. Furthermore, limited number of cycles for
reversibly and reliably switching (so-called endurance) is still a major challenge for
metal/oxide/metal technology to be used as universal memory cells or computing de-
vices [164–167]. Compared to the spintronic devices, TiO2 memristive switches exhibit
at least three orders of magnitude lower endurance [82]. In addition, spintronic devices
provide a very fine level of control and faster switching [65,168] compared to the TiO2

memristive devices which exhibit a very low mobility of dopants (oxygen vacancies)
in the TiO2 thin film [70].

24



4. Spintronic Memristive Stateful
Logic Gates

4.1. Overview

Spintronics emerged with the discovery of the giant magnetoresistance (GMR) of mag-
netic multilayers in 1980s [30,31] which brought the Nobel prize to Fert and Grünberg
in 2007 [24]. Spintronic devices exploit the electrons’ spin degree of freedom to provide
novel functional properties. Spin dependent tunneling in magnetoresistive devices with
a tunnel barrier junction structure shows a higher resistance as well as a higher resis-
tance modulation compared to other magnetoresistive devices [32]. Therefore, mag-
netic tunnel junctions (MTJs) are very favorable for magnetoresistive random-access
memory (MRAM) technology [22, 23]. Despite the advantages of CMOS compatibil-
ity, high speed, and unlimited endurance, the first generation of MTJs [41–43], which
utilized Oersted fields for the magnetization switching, was unfavorable in terms of
scalability and energy consumption. By using the spin-transfer torque [44,45] switch-
ing technique [46,47], the second generation of the MTJ (STT-MTJ) [48–50] eliminates
the need for current lines adjacent to memory cells, which were required previously
for generating a switching field. Thus, by using the same lines for reading and writing
operations, the STT-MTJ is more scalable and allows for smaller switching ener-
gies [22, 23].

As one of the most promising non-volatile storage technologies, STT-MTJ is also at-
tractive for non-volatile logic applications to overcome scaling obstacles of CMOS logic
circuits like the leakage power issue [37, 52–60]. By using the STT-MTJ technology
the effective area and interconnection delay can be reduced due to an easy three-
dimensional integration of the MTJs on top of the CMOS layers (Fig. 4.1). However,
in hybrid CMOS/MTJ logic circuits the MTJs are used only as ancillary devices,
which store solely the computation results. Therefore, sensing amplifiers [169] are
required to read the data at each logic stage and to provide the next stage with an
appropriate voltage or current signal as input. This increases the device count, delay,
and power consumption. In addition, the generalization to large-scale logic systems
is problematic. The use of spintronic devices as the main computing elements (logic
gates) in novel computational architectures is a promising solution to address the
above-described issues. The focus of this chapter is stateful logic gates which employ
spintronic devices as logic gates.
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Figure 4.1.: Logic-in-memory architecture and the three-dimensional structure of the
magnetic logic circuits.

4.2. Implication Logic Using DW-TMR Memristors

Combining the domain wall (DW) motion induced by the spin-transfer torque (STT) [44,
45] with the tunnel magnetoresistance (TMR) effect [170] has launched new concepts
for spintronic memristive devices [62,65,97]. The TMR effect is observed as a change
in the electrical resistance of a magnetic device depending on the relative magnetiza-
tion states of two ferromagnetic layers separated by a non-magnetic insulating layer
(whether ferromagnetic layers are in a parallel or an antiparallel alignment). Com-
pared to the memristive devices based on ionic motion (e.g. TiO2 memristor), spin-
tronic memristors are more favorable in terms of speed, endurance, fine-tunability, and
CMOS compatibility [66,82,117,137]. In this section it is shown that the implication
logic operation can be implemented based on DW-TMR memristive devices (Fig. 4.2),
with the DW positions serving as state variables. This enables stateful logic operations
that extends spintronics from non-volatile memory to logic applications, for which the
spintronic memristor serves simultaneously as gate and latch.

4.2.1. DW-TMR Memristor

The STT effect allows to manipulate the local magnetization in a magnetic device by
transfusion of magnetic momentum from a spin polarized current. Therefore, a spin-
polarized current can induce motion in magnetic domain walls. Because of its potential
applications, STT domain wall motion (STT-DWM) has generated wide interest and
has been well studied theoretically and experimentally [171–178]. In a spintronic
device, when the total electrical resistance depends on the magnetization state, on
one hand, and the current flowing through the device can modulate the magnetization
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i(t)/A), the dynamics of r is obtained as [138]

dr

dt
=

1

L

dx

dt
=

1

L
VDW(t) =

ΓDW

L
jeff(t), (4.5)

where

jeff(t) =

�
0, j(t) < jcr

j(t), j(t) ≥ jcr
(4.6)

ΓDW is a DW velocity coefficient related to the device characteristics and A is the DW
cross-sectional surface. The DWM appears when the current density j(t) is above a
critical current density (jcr) [138]. Eq. 4.4 and Eq. 4.5 demonstrate that the device
acts as a memristive system. Recently, a physical realization of DW-TMR memristive
devices has been reported in [65].

4.2.2. Domain Wall Dynamics

The DW-TMR memristor model described above includes simplifying assumption
from [138] regarding the dynamics of the current-induced DWM (VDW ∝ jeff). Here,
a more accurate modeling of the current-induced DWM is presented which can be
used to drive the State equation (Eq. 2.15) of the DW-based devices operating as
memristive systems (see Section 2.1.2).

The modified Landau-Lifshitz-Gilbert (LLG) equation [179] with an added spin-torque
term [45] can be used to describe the magnetization dynamics of a current-induced
DWM as [175,176]

∂:m

∂t
= −γ0:m× :Heff + α:m× ∂:m

∂t
− jPµB

eMs

�
(:u.:∇):m− β:m×

�
(:u.:∇):m


�
. (4.7)

:m(r) is a unit vector representing the direction of the local magnetic moments, γ0
is the gyromagnetic ratio, :Heff denotes the effective magnetic field, α represents the
Gilbert damping parameter. The third term in Eq. 4.7 represents the spin-torque term
of the current flowing in the direction :u, where j shows the injected current density, P
denotes the spin polarization of the current, µB is the Bohr magneton, Ms represents
the saturation magnetization, and β defines the strength of the non-adiabatic spin-
torque.

By using the collective coordinate approach which assumes that the configuration of
the DW can be explained by the collective coordinates the DW position (x) and the
angle between spins at the wall center and the easy plane (φ), the LLG is simplified
to Eq. 4.8 [180,181].
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Figure 4.5.: MS and MT during the implication operation for different initial logic
states (State 1 – State 4) explained in Table 3.2.

jcr when they are initially in the high resistance state (jS2 in State 2 and jT3 in State 3
shown in Fig. 4.4). Therefore, the DW-TMR memristive gate exhibits the conditional
switching behavior shown in Table 3.2. This is equivalent to the basic operation of
the implication logic and enables spintronic stateful logic.

Fig. 4.6 shows the energy consumption of the DW-TMR gate (Ei) at different initial
states (State i) as a function of RG

Ei =
� τimp

0

[MSi
2
S +MTi

2
T +RG(iS + iT)

2]dt, (4.9)

According to Fig. 4.6, a higher RG increases the implication energy consumption.
However, its minimum value is limited by State 3 to provide a correct logic behavior
as shown in Fig. 4.4. In fact, a higher RG increases the difference between jT1 and
jT3 and ensures that MT is not switched in State 3. Therefore, Point A for which
jS1 = jT3 (shown in Fig. 4.4) indicates an optimum value of RG to ensure the correct
logic behavior in all states.
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4.3.2. Reliability Modeling and Analysis

Initially, there was no performance analysis regarding STT-MTJ-based logic gates
available, which are very favorable for stateful logic applications as discussed before.
However, as it is shown in the following, the reliability analysis of the stateful logic op-
erations is as an essential prerequisite for benchmarking and performance comparison
of different STT-MTJ-based logic architectures. Here, based on the mechanism of the
conditional switching behavior in stateful logic, a framework needed to perform the re-
liability modeling and analysis for the STT-MTJ-based stateful logic gates is described
and used for investigating, optimizing, and comparing different STT-MTJ-based logic
gates and architectures.

4.3.2.1. Reliable Switching

In order to analyze the stateful logic gates explained before and to further extend
stateful logic to cover more devices and circuit topologies, the conditional switching
behavior of a memristive device can be described by using Fig. 4.9, which shows the
switching dynamic of a memristive element as a function of the applied voltage/current
pulse amplitude. The horizontal axis denotes the voltage (or current) level applied
to a memristive element for a specific time (a pulse duration of τ). The solid curve
indicates the high-to-low (or low-to-high) resistance switching behavior of the device
where the vertical axis represents a normalized internal state variable of the device.
The internal state variable can represent the deterministic switching model of the
memristive device (e.g. w(t) in a TiO2 memristive switch or the relative domain
wall position r in a spintronic memristor) or the switching probability of a spintronic
memristive element with a stochastic switching model (e.g. Psw in a STT-MTJ).
Region A shows a reliable switching region for which the dashed line represents the
minimum reliable switching voltage (Va) (or a corresponding current Ia). Region
B denotes a reliable non-switching region for which the dashed line represents the
maximum reliable non-switching voltage (Vb) below that the disturbance due to the
applied voltage/current is negligible and it cannot force a switching event. When
Vb �= 0, the memristive device has a nonzero switching voltage/current threshold
which is in general a function of the pulse duration τ .

In the TiO2 or the DW-TMR memristive implication logic gates explained before,
there are four possible high-to-low resistance switching cases depending on the initial
resistance states, when the voltage pulses VSET and VCOND are applied to the gates.
However, only when both S and T are in the high resistance state (State 1), the
voltage drop on T (the current flowing through T) is higher than Va. In the other
cases, the voltage drops on S and T are below Vb and, therefore, undesired switching
events are avoided. For example, as in State 3 S is in the low-resistance state, the
voltage or current of T is decreased and thus its high-to-low resistance switching is
avoided. This conditional switching behavior, which comprises a set of desired and
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flowing through the MTJ (i) and is determined by [189]

I1 = exp



−Δ

�
1− i

IC0(AP→P)

��
(4.10)

and

I2 = exp



−Δ

�
1− i

IC0(P→AP)

��
. (4.11)

Δ is the thermal stability factor and is equal to Eb/kBT . Eb represents the energy
barrier between the parallel and the antiparallel magnetization states of the MTJ, kB
is the Boltzmann constant, and T is the temperature. IC0(AP→P) > 0 and IC0(P→AP) < 0
denote the critical currents for the antiparallel-to-parallel and parallel-to-antiparallel
switching cases and are extrapolated to the critical switching time t0 = 1ns. It has
been shown that the time required to charge the capacitors C1 and C2 by exactly 1 V
with the capacitance of 1 nF are given by [189]

tC1 =
(1 nF )(1 V )

I1
= 1 ns× exp



Δ

�
1− i

IC0(AP→P)

��
(4.12)

and

tC2 =
(1 nF )(1 V )

I2
= 1 ns× exp



Δ

�
1− i

IC0(P→AP)

��
. (4.13)

In the thermally-activated switching regime (switching time t >10 ns), Eq. 4.12
(Eq. 4.13) is identical to the relationship between the critical switching time tp and
the critical switching current (IC) of antiparallel-to-parallel (parallel-to-antiparallel)
MTJ switching as [189]

IC = IC0

�
1−Δ ln(

tp
t0
)

�
. (4.14)

As the critical values of switching time and current are usually defined for the MTJ
switching probability of 50% [189], the decision circuit enforces an immediate switch-
ing to the bistable circuit as soon as the switching probability is 50%. The curve fitting
circuit is used to take the voltage-dependent effective TMR ratio into account, which is
important to determine the resistance-voltage characteristic of the MTJ. This SPICE
model covers the major electrical characteristics of the STT-MTJs. It is, however,
not possible to calculate the switching probabilities of the STT-MTJs required for
reliability analysis and comparison of the STT-MTJ-based logic gates only based on
this SPICE model (Fig. 4.11). Therefore, in order to calculate the STT-MTJ switch-
ing probability (Psw), the theoretical expression for the thermally-activated switching
regime [190] is used

Psw = 1− exp



− τ

t0
exp

�
−Δ



1− IMTJ

IC0

���
, (4.15)

where IMTJ is current flowing through the MTJ and τ is the pulse duration.
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circuit shown in Fig. 4.10 characterized as

PAP→P = 1− exp



− τ

t0
I1

�
(4.16)

and

PP→AP = 1− exp



− τ

t0
I2

�
. (4.17)

Fig. 4.11 compares the experimental results from [50] with the unmodified and the
modified STT-MTJ SPICE models. It illustrates that although the decision signals
V1 in the (old) STT-MTJ SPICE predicts the correct critical switching current where
the probability of the switching is 50%, it cannot fit the experimental data equally
well.

In order to calculate the current flowing through the STT-MTJs in the stateful MTJ
logic gates (described later), the voltage-dependent effective TMR model [191] is used,
which determines the resistance characteristic of the MTJs in the antiparallel MTJ
state as a function of the MTJ voltage (vMTJ) as

RAP = RP(1 + TMRv) = RP

1 +
TMR0

1 +
v2MTJ

V 2
h

 . (4.18)

TMR0 and TMRv are the TMR ratio under zero and non-zero bias voltage across the
MTJ, respectively. Vh is the bias voltage equivalent to TMRv = TMR0/2.

4.3.3. Improved Implication Logic Gate

As explained before, due to the magnetic bistability of the MTJ, STT-MTJ logic gates
eliminate error accumulation in stateful logic and thus are inherently suited for digi-
tal computing and are preferable over TiO2-based or domain wall-based technologies,
which exhibit error accumulation due to their analog behavior. In this section, STT-
MTJs are employed to perform implication logic based on the conventional voltage-
controlled (VC) implication gate topology (Fig. 4.12a) and a novel current-controlled
(CC) topology (Fig. 4.12b). Based on the description of the reliable conditional switch-
ing cases (Section 4.3.2.1) and the modified STT-MTJ model (Section 4.3.3), the
performance of these gates are compared and it is demonstrated that the proposed
CC-IMP gate outperforms the conventional VC-IMP gate in terms of reliability and
power consumption.

Similar to the memristive stateful implication gate (Table 3.2), in the voltage- and
current-controlled implication gates (Fig. 4.12a and Fig. 4.12b) the logic operation
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and T, respectively. Therefore, the error probabilities are given by

E2 = Ps2, E3 = Pt3. (4.20)

When both MTJs are in the low resistance state (State 4), there is no possible switching
event and the error probability E4 is zero. It is obvious that a reliable logic behavior
of an operation is ensured only, when the logic gate exhibits correct functionality for
all input patterns. Therefore, by assuming equal incidence probabilities for all input
patterns, the average implication error probability (EIMP) is obtained by

EIMP =
1

4

4�
i=1

Ei =
1

4
(1− Pt1 + Ps1Pt1 + Ps2 + Pt3). (4.21)

From a circuit point of view, the parameters (Iimp and RG in the CC-IMP and VCOND,
VSET, and RG in the VC-IMP gates) can be optimized to minimize the error probability
EIMP for given MTJ device characteristics. Fig. 4.14a shows the error probabilities Ei

for different input states of the CC-IMP gate as function of Iimp for a fixed RG with
MTJ devices characterized by TMR = 250%, Δ = 40, IC0(AP → P) = 325 µA, and
RP = 1.8 kΩ. Iimp has to be high enough to enforce a desired switching of T in State 1.
However, there is an optimum Iimp, as increasing Iimp increases the probabilities for
undesired switching events in both T and S in State 1, State 2, and State 3.

In the CC-IMP gate RG provides a structural asymmetry which increases the current
flowing through T compared to S, when both MTJs are in the high resistance state
(State 1). Therefore, increasing RG reduces the error probability E1 as it increases
(decreases) the probability of the desired (undesired) switching event Pt1 (Ps1) as
shown in Fig. 4.14b. However, its maximum value is limited by E3. In State 3, S
is in the low resistance state and thus the current flowing through S is increased as
compared to State 1. Therefore, the current flowing through T is decreased to a lower
level, below the critical current required for the STT switching. Because a higher RG

decreases the effective resistance modulation of its corresponding branch (the source
branch comprises RG and S), it increases the error probability E3 (Fig. 4.14b).

As explained before, a higher RG reduces the error probabilities in State 1 and State 2
but is limited by the required current modulation in State 3. The current modulation
in State 3 relies on the modulation of the MTJ resistance between its antiparallel
and parallel magnetization states described by the MTJ’s TMR ratio. From this
follows that the TMR ratio is the main device parameter affecting the reliability of
the implication gate. A higher TMR ratio provides a higher current modulation and
allows higher values of RG for CC-IMP circuit parameters optimization. Fig. 4.15a
shows the two dominant error probabilities (E1 and E3) for two different TMR ratios.
It illustrates that a higher TMR ratio has a negligible effect on E1 but it decreases E3.
Therefore, for MTJs with increased TMR, the CC-IMP gate with optimized circuit
parameters exhibits a more reliable logic behavior. In fact, as the current modulation
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Figure 4.14.: Error probabilities (Ei) for different input states of the CC-IMP logic
gate as function of (a) Iimp and (b) RG.

between State 1 and State 3 depends on the TMR ratio, a higher TMR ratio allows
for higher values of RG (lower E1 shown in Fig. 4.14b) when the circuit parameters
are optimized. Fig. 4.15b shows an example of a two-dimensional circuit parameters
optimization for the CC-IMP logic gate.

In order to compare the performance of the CC-IMP and VC-IMP gates, the circuit
parameters are optimized and the error probabilities and the energy consumptions are
calculated. According to Fig. 4.16, the optimal RG of the implication gate based on the
conventional topology (Fig. 4.12a) is higher by a factor of two to three as compared
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Figure 4.16.: Optimized RG in the conventional (VC-IMP) and the proposed (CC-
IMP) implication logic gates depending on the TMR ratio.

Figure 4.17.: (a) The IMP energy consumption and (b) the average error depending
on the TMR ratio for both conventional and proposed topologies.
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Robust implication logic behavior requires a high enough state dependent modulation
in both topologies. This modulation on the target MTJ (T) which is caused by the
difference between the high and low resistances of the source MTJ (S), is directly
proportional to the TMR ratio of the MTJ. Therefore, from the device point of view,
we expect that the error EIMP decreases with the increase of the TMR ratio which is
a determinant device parameter for the logic reliability. Fig. 4.17b demonstrates that
the error Eimp decreases exponentially with increasing TMR ratio. At a fixed TMR
ratio the CC-IMP gate topology provides a higher modulation on T, thus reduces the
average error probability by about 60% as compared to the conventional one. As the
proposed CC-IMP gate enables a more energy-efficient and reliable implementation
for implication logic framework, in the following we employ the CC-IMP gate for the
performance comparison between the STT-MTJ-based implication logic gates and the
state-of-the-art (reprogrammable) gates.

4.4. Reprogrammable Logic Using STT-MTJs

Recently, it has been demonstrated that by using direct communication between STT-
MTJs, logic operations can be realized for which the MTJ devices are used simulta-
neously as memory and computing elements in intrinsic logic-in-memory architec-
tures. In [55] and [56] experimental demonstrations of two-input and three-input
reprogrammable logic gates (Fig. 4.18) are reported to realize the basic Boolean logic
operations AND, OR, NAND, NOR, and the Majority operation. This section de-
scribes the operating principle and presents a reliability analysis of the reprogrammable
gates.

The basic Boolean logic operations using reprogrammable gates are executed in two
sequential steps. These steps comprise an appropriate preset operation (parallel or
antiparallel state) in the output MTJ and then applying a voltage pulse (VA) with
a proper amplitude to the gate. Depending on the logic states of the input MTJs
(Xi), the preset in the output MTJ (Y), and the voltage level applied to the gate, a
conditional switching behavior in the output MTJ is provided that corresponds to a
particular logic operation [56].

Table 4.1 and Table 4.2 illustrate how the AND, OR, NAND, and NOR operations are
performed employing the two-input reprogrammable gate in two steps. The variable
xi show the logic states of an input MTJ (Xi) and y represents the logic state of
the output MTJ (Y). In order to perform a logic operation, first a preset of y = 1
(setting Y in the high-resistance state (HRS) shown in Table 4.1) or y = 0 (setting
Y in the low-resistance state (LRS) shown in Table 4.2) is performed in the output
MTJ (Step 1). In Step 2 a proper voltage level (VA < 0 or VA > 0 with optimized
amplitude explained in Section 4.3.2) is applied to the gate to enforce the desired
(high-to-low or low-to-high) resistance switching event in the output MTJ to execute
the logic operation AND/OR or NAND/NOR. Compared to the (N)AND operation,
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Table 4.2.: Realized conditional switching behavior is equivalent to the NAND and
NOR operations with a preset of y = 0 using the two-input reprogrammable
gate.

Input Patterns
y� ← x1 NAND x2 y� ← x1 NOR x2

Step 1 Step 2 Step 1 Step 2

State x1 x2 y y� y y�

1 LRS (0) LRS (0) LRS (0) HRS (1) LRS (0) HRS (1)

2 LRS (0) HRS (1) LRS (0) HRS (1) LRS (0) LRS (0)

3 HRS (1) LRS (0) LRS (0) HRS (1) LRS (0) LRS (0)

4 HRS (1) HRS (1) LRS (0) LRS (0) LRS (0) LRS (0)

Conditional switching corresponding to specific logic operations in reprogrammable
logic gates (Fig. 4.18) are performed by applying a proper voltage VA to the gates.
For given MTJ device characteristics, the value of the circuit parameter VA has to be
optimized to ensure a reliable conditional switching behavior of the output MTJ for
any possible input pattern. Indeed, for any logic operation performed by the repro-
grammable gates, this optimization is required to maximize (minimize) the switching
probability in the output MTJ (P → 1 or P → 0), when it is a desired (an undesired)
switching event in Step 2 (Table 4.1 and Table 4.2). Therefore, for the reliability
analysis, the error probability of a given input state (State i) is defined as Ei = 1−Pi

(Ei = Pi) for a desired (undesired) switching event, where Pi is the switching proba-
bility of the output MTJ in State i. It should be noted that the input MTJs are left
unchanged and thus their switching probabilities are negligible as the current flowing
through the output MTJ splits between the inputs, and their currents are below the
critical current required for the STT switching.

Similar to the implication gates (Eq. 4.21), by assuming equal incidence probabilities
for all input patterns, we obtain the average error probability (Eb) of a basic logic
operation b implemented by the reprogrammable gate as

Eb =
1

2n

2n�
i=1

Ei, (4.22)

where n is the number of input MTJs. By using Table 4.1, Table 4.2, and Eq. 4.22,
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|ΔRin(4, 3)| − |ΔRin(3, 1)| = (Rin(4)−Rin(3))− (Rin(3)−Rin(1))

= (Rin(4)−Rin(2))− (Rin(2)−Rin(1))

=



RAP

2
− RP RAP

RP +RAP

�
−



RP RAP

RP +RAP

− RP

2

�
=

(RP −RAP)
2

2(RP +RAP)
> 0 (4.25)

It is clear that a higher resistance modulation in the input MTJs provides a higher
current modulation in the output MTJ of a reprogrammable logic gate (Fig. 4.18).
As a result, according to Eq.4.25, the current flowing through the output MTJ has a
higher modulation, when State 2 (or State 3) is compared to State 4 rather than to
State 1.

|Rin(4)−Rin(2, 3)| >|Rin(2, 3)−Rin(1)|
⇒|Iout(4)− Iout(2, 3)| > |Iout(2, 3)− Iout(1)| (4.26)

Therefore, the modulation between the nearest desired (P2,3) and undesired (P4)
switching events for the (N)AND operation is higher than that of between the nearest
desired (P1) and undesired (P2,3) events for the (N)OR operation. Thus, the (N)AND
operation provide a more reliable behavior (Fig. 4.20).

The logic implementation using MTJ-based logic gates relies on a state dependent
current modulations on the output (target) MTJs. These modulations are caused by
the changes in the MTJs’ resistances for different initial logic states. According to
Eq. 4.18, the resistance modulation between the high and low resistance states in the
MTJ with antiparallel and parallel magnetization alignments is proportional to the
TMR ratio of the MTJs. Therefore, from a device point of view, the average error
probabilities of all MTJ-based operations are expected to decrease with increasing
TMR ratio. In fact, as we will see later, the TMR ratio is considered as a very
important device parameter for the reliability of all STT-MTJ-based logic gates. The
width of the reliable gap between the switching probabilities in the reprogrammable
gate (Pi in Fig. 4.19) is enlarged for a higher TMR ratio as the difference between the
different input states originates from the modulation between the HRS and the LRS of
the MTJs (Table 4.1 and Table 4.2). It is also clear that a resistance modulation (the
difference between the HRS and the LRS states) of one input MTJ causes a higher
current modulation in the output MTJ, when it is only connected (in parallel) to one
other input MTJ rather than two input MTJs. Therefore, compared to the three-
input reprogrammable gate, the two-input reprogrammable gate provides a higher
current modulation in its output MTJ and thus exhibits a more reliable logic behavior
(see Pi for different operations in Fig. 4.20). Accordingly, in the following we employ
only the two-input gate for the performance analysis and comparison between the
reprogrammable and the implication logic architectures.
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4.5. Comparison of Improved Implication and
Reprogrammable Gates

Fig. 4.21 compares the average error probabilities (E) of different logic operations using
the CC-IMP gate ((N)IMP operation) and a two-input reprogrammable logic gate
(AND, OR, NAND, and NOR operations) as a function of TMR ratio with optimized
circuit parameters (Iimp, RG, and VA) at each point. The MTJ device parameters are
given as RP = 1.8 kΩ, Δ = 40, IC0(AP → P ) = 325 µA, and IC0(P → AP ) = 425 µA.
It illustrates that the error decreases exponentially with increasing TMR ratio and for
the same device characteristics, the implication gate exhibits a more reliable logic
behavior as compared to the reprogrammable gate. It has to be mentioned that these
results are obtained in the MTJ thermally-activated switching regime (t = 50 ns),
which is rather slow for logic applications. However, as the MTJ-based logic mainly
relies on a current modulation required for STT switching, the superior reliability of
the implication gate is independent of the switching regime as it is demonstrated below
in Fig. 4.22.

Fig. 4.22 compares the maximum current modulations (Id − Iu)/Id for each MTJ-
based operation as a function of the TMR ratio. Id is the minimum current required
for a desired resistance switching and Iu is the maximum current which can enforce
an undesired resistance switching. For example, in the implication gate Id (Iu) is the
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Figure 4.21.: Average error probabilities for the implication and two-input repro-
grammable logic gates as a function of the TMR ratio.
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and Table 4.2)). We define the average error probability of a complex Boolean logic
function (f) implemented by using a sequence of the basic logic operations as

Ef = 1−R(f) = 1−
nf�
i=1

[1− Eb(i)], (4.27)

where R(f) is the reliability of f , nf indicates the total number of required basic logic
operations for implementing f , and Eb(i) corresponds to the average error probability
of the i−th basic logic operation. Since by applying high enough voltage/current
highly reliable TRUE and FALSE operations can be executed, we suppose that the
error probability of a TRUE or FALSE operation is negligible compared to the error
probabilities of conditional switching events in both implication and reprogrammable
gates. Therefore, nf is equal to the total number of the conditional switching events
required for performing f based on either implication or reprogrammable gates.

As an example, performing an implication-based NOR operation requires three se-
quential steps including one TRUE and two NIMP operations as shown in Eq. 3.2.
Therefore, for TMR = 250% (Fig. 4.21), nf = 2 and

ENOR = 1− [1− ENIMP]
2 � 2× ENIMP � 5.6× 10−4. (4.28)

With the reprogrammable gate, one can directly perform NOR in two steps including
one FALSE and one conditional switching as shown in Table 4.2), for which nf = 1
and

ENOR = 1− [1− ENOR]
1 � 2.4× 10−2 (4.29)

Table 4.3.: Average error probabilities for 7 distinct binary Boolean functions based on
the implication and reprogrammable logic architectures for TMR = 250%.

Reprogrammable Reprogrammable∗ Implication

AND � 1.6× 10−3 � 1.6× 10−3 � 5.6× 10−4

OR � 2.2× 10−2 � 1.1× 10−2 � 8.4× 10−4

NAND � 3.6× 10−3 � 3.6× 10−3 � 8.4× 10−4

NOR � 2.4× 10−2 � 8.8× 10−3 � 5.6× 10−4

NOT � 3.6× 10−3 � 3.6× 10−3 � 2.8× 10−4

IMP � 2.6× 10−2 � 8.8× 10−3 � 5.6× 10−4

NIMP � 5.2× 10−3 � 5.2× 10−3 � 2.8× 10−4
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A more efficient way to reduce the error probability with the reprogrammable gate is
designing and performing the logic function f only based on the more reliable AND
and NAND operations (Fig. 4.20 and Fig. 4.21). Therefore, a reprogrammable-based
NOR operation can be indirectly executed as a combination of two NAND and one
AND operations (in a sequential manner) for which nf = 3 and

ENOR = 1− [1− EAND][1− ENAND]
2 � 8.8× 10−3. (4.30)

This kind of design (shown as reprogrammable∗ in Table 4.3) exhibits a more reliable
behavior as compared to the direct realization of the reprogrammable-based NOR
operation. However, its error is still about one order of magnitude higher than the
implication-based implementation. This shows that the implication logic has a great
potential to form a highly reliable MTJ-based logic framework.

Table 4.3 shows the average error probability (Ef) of different Boolean functions for
implication and reprogrammable logic gates based on Eq. 4.27 and the error values
shown in Fig. 4.21 for TMR=250%. Reprogrammable∗ shows the results for the designs
with minimized error probabilities based on AND and NAND operations. For the sake
of completeness, performing the NOT operation requires one TRUE and one NIMP
(NAND) operation using the implication (reprogrammable [56]) logic architecture.

TRUE : t = 1

NIMP : t → s ≡ {t� = t.s ≡ NOT s} (4.31)

TRUE : a2 = 1

Preset : b1 = 0

NAND : b1 ← a1.a2 ≡ NOT a1 (4.32)

4.6. Effect of the MTJ Device Parameters on
Reliability

As mentioned before, the TMR ratio is considered as a very important device parame-
ter for the reliability of the conditional switching in MTJ-based logic gates. However,
other MTJ device parameters also affect the reliability. Fig. 4.23 shows the switching
probabilities of the MTJ device in the thermally-activated switching regime (Eq. 4.15)
as a function the MTJ current for different values of the thermal stability factor Δ. It
illustrates that a higher Δ provides sharper switching dynamics (switching windows
shown in Fig. 4.19 and Fig. 4.13). As decreasing the SWs increases the width of the
reliable gaps opened between the SWs of the desired and undesired switching events,
we expect a more reliable logic behavior for a higher Δ. In fact, according to Eq. 4.15,
the dominant term for the switching probability calculation is exp[−Δ(1 − I/IC0)].
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4.7. Summary

The realization of the spintronic stateful logic operations is demonstrated. In con-
trast to the TiO2-based devices, spintronic devices exhibit almost unlimited endurance
which is an essential demand for logic computation. STT-MTJ is proposed as a very
favorable device for stateful logic as it inherently eliminates the (state drift) error
accumulation which is an important shortcoming in the TiO2 and domain wall based
devices.

A novel (current-controlled) STT-MTJ-based logic gate is proposed. It significantly
improves the performance of the implication logic as compared to the conventional
(voltage-controlled) gate topology. A reliability modeling and analysis is presented for
optimizing and comparing STT-MTJ-based logic gates. It is shown that the proposed
implication logic gate allows to implement Boolean logic functions based on an up to
now ignored propositional logic operation of material implication and significantly im-
proves the reliability of the MTJ-based logic compared to similar circuits available from
literature based on reprogrammable architectures which realize conventional Boolean
logic operations including AND, OR, NAND, and NOR operations.
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5. Stateful STT-MRAM Arrays for
Large-Scale Logic Circuits

5.1. Overview

In Chapter 4 it has been described how the direct communication between STT-
MTJs via implication and reprogrammable circuit topologies realizes stateful logic
operations. This intrinsically enables logic-in-memory architectures and extends the
functionality of non-volatile memory circuits to incorporate logic computations. Nev-
ertheless, in order to generalize the MTJ-based logic gates to large-scale logic circuits
for performing more complex logic functions, there are some issues which need to be
addressed. For example, it is necessary to use the logic result of one implication or
reprogrammable gate as the input for the next logic stage (non-volatile logic fan-out).
However, as shown in Fig. 4.12 and Fig. 4.18, the input and the output MTJs are
physically connected to each other and any additional connection to other MTJs will
disturb the conditional switching behavior of the output (target) MTJ. This highly lo-
calizes the logic computations and limits the possibility of performing logic operations
between different inputs located in arbitrary parts of the logic circuits. Therefore,
intermediate circuitry is required to perform extra read/write operations to readout
the data stored in the output (target) MTJ and to write it to an input (source) MTJ,
which increases complexity, energy consumption, and delay.

In the current-controlled implication circuit topology (Fig. 4.12b), the target MTJ
cannot be used as a source MTJ for the next logic stage due to a structural asymmetry
caused by the resistor RG. In the reprogrammable circuit topologies (Fig. 4.18), the
output MTJ cannot be used as an input MTJ as its parallel connection to other MTJs
limits the possibility to perform the conditional switching required for MTJ-based
logic. Furthermore, in order to cover all logic input patterns, independent access to
initialize all input MTJs is necessary. Therefore, magnetic-field-based switching is
used for the input MTJs [56]. This requires extra wiring for generating a current-
induced Oersted field and thus in contrast to STT-switching is prohibitive from both
scalability and energy consumption points of view [22].

Due to the easy integration of MTJs on top of a CMOS circuit into a one-transistor/one-
MTJ (1T/1MTJ) cell, hybrid CMOS/MTJ technology is promising to address the
above mentioned issues for extending the MTJ logic gates to large-scale non-volatile
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MTJs with higher TMR ratio are required to compensate the reliability decrease.

The effect of the channel resistances of the access transistors (Ron) can be taken into
account by using the following equations [194]:

Ron =
VDS

µnCox
W
L

�
(VGS − VTH)VDS − V 2

DS

2

� : VDS ≤ VGS − VTH, (5.1a)

Ron =
VDS

µnCox
W
2L
(VGS − VTH)2(1 + λVDS)

: VDS > VGS − VTH. (5.1b)

VGS (VDS) is the voltage difference between the gate (drain) and the source of the
access transistor, µn denotes the mobility of electrons, Cox indicates the gate oxide
capacitance per unit area, W (L) represents the channel width (length), and λ is the
channel-length modulation coefficient in saturation (VDS > VGS − VTH).

For the STT-MRAM-based reprogrammable implementation of more complex Boolean
logic functions, a sequence of basic logic operations including AND, OR, NAND, and
NOR has to be constructed. As an example, we consider the implementation of the
exclusive OR (XOR) function which is a fundamental logic function in arithmetic
circuits. The output of the XOR function (a1 XOR a2 ≡ a1 ⊕ a2) is logic ‘1’, if ONLY
one of the inputs is ‘1’ and can be expressed as ‘a1.a2+a1.a2’ or ‘(a1+a2).(a1.a2)’. It can
be shown that the design based on the last expression requires a minimum of sequential
steps (6 steps) for implementation using the STT-MRAM arrays as follows:

Preset : b1 = 1

OR : b1 = a1 + a2

Preset : b2 = 0

NAND : b2 = a1.a2

Preset : a3 = 1

AND : a3 = b1.b2 ≡ a1 ⊕ a2 ≡ a1 XOR a2. (5.2)

ai and bi are the logic variables equivalent to the resistance states of the MTJs in
the Array 1 and Array 2, respectively (Fig. 5.2). a1 and a2 are the input variables
stored in two MTJs in the Array 1 and the final result (a3) is written in an MTJ in
Array 1. There are two intermediate basic operations on a1 and a2 (OR and NAND),
the respective results (b1 and b2) are stored in two arbitrary MTJs in Array 2 for
performing the final basic operation (AND). b1 and b2 are the inputs of the final
operation and Array 2 (Array 1) acts as the input (output) array.

As the output of one operation can be used as the input data for the next logic
stage, complex Boolean logic functions are designed by executing a well defined set of
subsequent basic operations. Furthermore, the MTJs can be selected arbitrarily (two
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in the input array and one in the output array). The computation framework in the
STT-MRAM architecture is flexible and not localized like in the MTJ circuits shown
in Fig. 4.18 and Fig. 4.12. MRAM-based logic not only extends the functionality of
the STT-MRAM architecture to perform non-volatile logic, but also eliminates the
need for data transfer between separated memory and logic units which allows to shift
away from the Von Neumann architecture and to shorten the interconnection delay.

By assuming the optimized VA for each basic operation, we use the minimum Eb(i)
values (Fig. 4.20) for calculating Ef . For example, by using Eq. 4.27 and Fig. 4.21 for
TMR = 300%, the average error probability of the XOR function described in Eq. 5.2
is obtained as

EXOR = 1− (1− EOR)(1− ENAND)(1− EAND) � 2× 10−2. (5.3)

For the sake of higher reliability, one can design a complex logic function based solely
on the AND and NAND operations, as these are more reliable compared to the OR and
NOR operation in the reprogrammable implementation. However, the reliability-based
design increases the number of required basic logic operations for implementation and
thus, increases the computation time and the energy consumption. For example,
the reliability-based design of the XOR function requires the following steps in the
reprogrammable MRAM-based logic architecture:

Preset : b1 = 1

AND : b1 = a1.a2

Preset : a3 = 0

Preset : b2 = 1

NAND : a3 = b1.b2 = b1 = a1.a2

Preset : b1 = 0

NAND : b1 = a1.a3 = a1.b1 = a1.a1.a2

Preset : b2 = 0

NAND : b2 = a2.a3 = a2.a1.a2

Preset : a3 = 0

NAND : a3 = b1.b2 = (a1 + a2).(a1.a2) ≡ a1 ⊕ a2 (5.4)

The average error probability of the XOR operation for this design is about � 5×10−3,
which is four times smaller than that of the design with minimized steps. However,
the number of sequential steps and therefore, the computation time and the energy
consumption are approximately doubled.

63







It should be noted that the nonzero ON resistance of the access transistors (Ron)
decreases the effective TMR ratio of the 1T/1MTJ cells which can be defined as

TMReff =
RAP −RP

RP +Ron

(5.5)

Therefore, a robust implication operation needs MTJs with sufficiently high TMR
ratio and electrical resistance. According to Fig. 4.17b, an implication reliability
of 99.9% requires a TMR ratio higher than 250% when the effective TMR ratio of
a 1T/1MTJ is decreased by about 10%-30% based on the MTJ and the transistor
devices characterized in [50].

5.3.2. Addressing the Asymmetry Issue

The inherent asymmetry of the proposed implication logic gate causes a significant
limitation in the flexibility of the computations and forces extra read/write operations
in the MRAM-based architectures shown in Fig. 5.3 and Fig. 5.4 as discussed before.
This problems can be addressed by an innovative solution for the asymmetry issue by
using the access transistors as voltage-controlled resistors to eliminate the need for a
physical RG. If voltage pulses with different amplitudes are applied to the different
WLs, the transistors have different bias points (Fig. 5.5) and thus exhibit different
channel resistances. Fig. 5.6a shows the MTJ- and the MRAM-based CC-IMP circuit
topologies. In the MRAM array, the structural asymmetry required for the CC-IMP is

Figure 5.5.: Bias points of the access transistor in a 1T/1MTJ cell for the selecting
(point A) and pre-selecting (point B) voltages applied to the word line of
the cell.
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provided, when the select and pre-select voltage signals (Vs and Vps) are applied to two
arbitrary WLs. As Vps < Vs, the transistors exhibit different channel resistances and
the required structural asymmetry is implicitly provided by the pre-selected transistor
featuring a higher resistance which acts as RG. The logic operation is performed by
applying simultaneously the current Iimp to the common BL and Vs and Vps to the
WLs of the target and the source 1T/1MTJ cells, respectively. The logic result is
stored as the final resistance state of the selected (target) MTJ, which can be used
now as a source input by pre-selection in the next operations. This significantly
reduces the complexity, energy consumption, and delay as it eliminates the need for
extra hardware like the source line selector shown required in the MRAM architecture
(shown Fig. 5.4) as well as the intermediate read/write operations needed for reading
(writing) the target (source) data of the current (next) logic stage.

Fig. 5.6b shows the required circuit signals to implement the universal NOR operation
(a3 ← a1 NOR a2) in three steps, one TRUE and two NIMP operations, as shown in
Eq. 3.2. According to Eq. 4.27, the reliability of the implication-based NOR is then
obtained as ENOR = 1 − (1 − EIMP)

2 which is � 1.9 × 10−4 for TMR = 300%. For

Figure 5.6.: (a) MTJ- and MRAM-based implication logic architectures with no need
for a physical RG. (b) Circuit signals for performing the universal NOR
operation in MRAM-based implication logic architecture.
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Figure 5.7.: Circuit parameters optimization for minimum error probability of the sym-
metric implication gate.

a given MTJ and transistor device characteristics, the values of the circuit parameter
(Iimp and Vps/Vs) are optimized (Fig. 5.7) by using Eq. 5.1 and the reliability model
presented in the previous chapter.

5.4. Complex Logic Functions Using Improved
Symmetric Implication

In the symmetricized MRAM-based implication logic architecture (Fig. 5.6a), com-
plex logic functions are implemented by using subsequent FALSE (TRUE) and IMP
(NIMP) operations. Regardless of the number of inputs, only two extra (work) mem-
ory elements [195] are needed to compute all Boolean logic functions with maximum
n− 2 inputs in an array with n 1T/1MTJ cells. Nevertheless, in different logic func-
tion designs presented in the following we try to minimize the error probabilities and
the total logic steps (equivalent to the total operation time and energy consumption)
rather than the number of required extra memory elements (equivalent to area), since
two cells out of kilobytes or megabytes are negligible.

As an example, in the implication logic the XOR function can be designed as [76]:

a1 ⊕ a2 ≡ a1.a2 + a1.a2

≡ (a1 IMP a2) IMP (a2 NIMP a1). (5.6)
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In the MRAM logic architecture, its implementation (a3 = a1 ⊕ a2) comprises the
following sequential steps (Eq. 5.7) on four MTJs, where two MTJs are inputs (a1 and
a2) and two MTJs act as work MTJs.

TRUE : a3 = 1

NIMP : a3 → a1 ≡ {a�3 = a3.a1 = a1}
TRUE : a4 = 1

NIMP : a4 → a2 ≡ {a�4 = a4.a2 = a2}
NIMP : a2 → a1 ≡ {a�2 = a2.a1}
NIMP : a4 → a3 ≡ {a�4 = a4.a3 = a2.a1}
TRUE : a1 = 1

NIMP : a1 → a2 ≡ {a�1 = a1.a2 = 1.(a2.a1) = a2 + a1}
NIMP : a1 → a4 ≡ {a�1 = a1.a4 = (a2 + a1).(a2 + a1)}
TRUE : a3 = 1

NIMP : a3 → a1 ≡ {a�3 = a3.a1 = a2.a1 + a2.a1 ≡ a1 ⊕ a2} (5.7)

According to Eq. 4.27, as the implementation includes seven NIMP operations, the
reliability of the implication-based XOR for TMR = 300% is obtained as

EXOR = 1− (1− EIMP)
7 � 6.5× 10−4. (5.8)

This is about one order of magnitude smaller than that of the most reliable design
with the reprogrammable architecture for the same MTJ device characteristics and it
requires the same number of sequential steps compared to its reprogrammable coun-
terpart comprising 11 operations (Eq. 5.4).

5.4.1. Non-Volatile Logic Fan-Out

In the magnetoresistive (MR) non-volatile logic the resistance states of the MR de-
vices are the physical state variables. This is different compared to CMOS logic
where information is represented by charge or voltage. Most of the previous proposals
for MR-based logic circuits [19, 52, 54, 193, 196–199] require intermediate circuitry for
sensing the data stored in each non-volatile magnetic element to implement fan-out
functions [169]. This increases the power consumption, time delay, area, and inte-
gration complexity. A possible remedy is to switch to direct communication between
the MR devices thus removing intermediate circuitry [26, 56, 57, 200–202]. However,
this makes the computations localized by confining them to the MR devices which are
directly coupled. Therefore, in the state-of-the-art, large-scale integration of complex
logic functions is difficult or may be even impossible by using the non-volatile logic-
in-memory concept due to the hard linking between different gates and the need for
sensing amplifiers and intermediate circuitry. In the STT-MRAM-based implication
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logic with symmetric implementation (Fig. 5.6a), the issue of the non-volatile logic
fan-out function can be addressed as follows.

The output information of a logic operation (IMP/NIMP) can be used to perform
the next operation with an arbitrary MTJ in the array as a source or a target input.
This provides high flexibility with regard to the non-volatile logic fan-out function.
However, when the (N)IMP operation is executed, the target data is not available
anymore, as the (N)IMP result is written into the target MTJ. Therefore, as long
as the data is used only as the source data in the subsequent operations, multiple
logic fan-output is not required. But, when the data has to be reused after being the
target data of an operation, implication-based NOT and COPY (2×NOT) operations
are executed to keep the data available. As a consequence, when multiple fan-out
is required, a set of FALSE (TRUE) and IMP (NIMP) operations are performed to
execute NOT and COPY operations in the implication MRAM array (Fig. 5.6a). This
allows to copy information from the source MTJ (which could be the target MTJ of
the previous operation) to an arbitrary target MTJ in the array without the need for
intermediate sensing. As an example, the next section describes the STT-MRAM-
based implementation in the implication logic framework.

5.4.2. Stateful STT-MRAM-based Full Adder

A full adder is a basic element of arithmetic circuits. As is well known, it adds three
binary inputs (a1, a2, and cin) and produces two binary outputs, sum (s) and carry
(cout) obtained as

s = a1 XOR a2 XOR cin (5.9)

and
cout = (a1 AND a2) OR (cin AND (a1 XOR a2)). (5.10)

Since the implication gates cannot fan-out, a logical value which is required as the
target variable for an implication operation has to be copied in a work (additional)
cell (a3, a4, or a5), if it is needed as an input for subsequent operations. Eq. 5.12
and Eq. 5.13 show the TRUE/NIMP and the FALSE/IMP-based implementations
of a stateful full adder using the MRAM implication logic arrays, respectively. The
detailed derivations are given in Appendix A.

{a3 = 1, a3 → a1, a4 = 1, a4 → a2, a4 → a3, a2 → a1,

a5 = 1, a5 → a2, a5 → a4, a2 → a2, a1 → a4, a4 = 1,

a4 → cin, cin → a3, a3 = 1, a3 → a1, a3 → cin, a1 = 1, a1 → a3, }
≡ {a1 = a1.a2 + cin.(a1 ⊕ a2) = cout}

(5.11)
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{a2 = 1, a2 → a4, a3 = 1, a3 → a5, a3 → a2, a5 → a4,

a2 = 1, a2 → a3, a2 → a5, a4 = 1, a4 → a2}
≡ {a4 = a1 ⊕ a2 ⊕ cin = s} (5.12)

{a3 = 0, a1 → a3, a4 = 0, a2 → a4, a3 → a4, a5 = 0,

a4 → a5, a4 = 0, a2 → a4, a4 → a3, a3 → a5, a1 → a4,

a1 = 0, a5 → a1, cin → a1, a2 = 0, a1 → a2, a4 → a2}
≡ {a2 = a1.a2 + cin.(a1 ⊕ a2) = cout}

{a3 = 0, cin → a3, a1 = 0, a5 → a1, a3 → a1,

a3 = 0, a1 → a3, cin → a5, a5 → a3}
≡ {a5 = a1 ⊕ a2 ⊕ cin = s} (5.13)

The FALSE/IMP-based design involves only 27 subsequent (9 FALSE and 18 IMP)
operations on three input cells (a1, a2, and cin) and three additional cells (a3, a4, or
a5), in contrast to the earlier proposed implication-based scheme [203] with 19 FALSE
and 18 IMP operations (37 total) for generating s and cout, respectively, and four
additional cells. Therefore, this design decreases the total implementation time by
about 30% and reduces energy consumption and device count (area). As ‘ai NIMP
1’ and ‘ai NIMP aj’ are equivalent to ‘NOT ai’ and ‘ai AND (NOT aj)’, respectively,
some operations can be omitted to minimize the total effort.

In the magnetic full adders based on the logic-in-memory architecture presented in [54]
and [204], the MTJs are used only as ancillary devices which store the result of the
logic computations performed by the transistors. Therefore, the logic operations are
still performed by CMOS logic elements and 26 transistors for logic, 8 for MTJ writing,
and 4 MTJs for storing data are required. In contrast, the MRAM-based implication
architecture exploits the MTJs as the main devices for computations and eliminates the
need for extra logic gates. It therefore brings considerable benefit regarding the device
count. Furthermore, a key limitation of the magnetic full adders in [54] and [204] is
the necessity of different kind of inputs and outputs for which some inputs or outputs
are voltage signals, whereas the others are the resistance state of the MTJ elements.
This mismatch causes the need for extra hardware and increases complexity.

71







plex logic functions which are not inherently covered by the gates, the implication logic
architecture performs also better with respect to the power consumption (Fig. 5.9a).
In combination with ‘0’ and ‘1’ writing operations, both reprogrammable-based AND-
NAND and implication-based IMP-NIMP logic functions form complete logic bases.
Thus, any Boolean logic function can be computed in a series of subsequent steps
using these architectures. Furthermore, combining implication and (N)AND-based
reprogrammable frameworks in MRAM arrays is a possible direction in designing
large-scalable MRAM-based logic circuits featuring a minimized number of logic steps
and an optimized error, delay, and power consumption.

5.5.1. Combined Reprogrammable-Implication Logic

The implication logic outperforms the reprogrammable architecture in most aspects as
explained before (Fig. 5.9) and thus is expected to be the implementation of choice for
MRAM-based stateful logic circuits. However, in the following more design tradeoffs
are discussed by combining these logic architectures.

Due to their computational completeness, implication and reprogrammable MRAM-
based stateful logic architectures can be used independently to design any Boolean
logic function. However, their combination can minimize the number of required logic
steps as it provides more degrees of freedom by employing more fundamental logic oper-
ations and choosing the gates with the best performance with respect to their desired
attributes. Thus, the execution time and the energy consumption of complex logic
functions can be reduced. For example, in the combined reprogrammable-implication
(CRI) architecture the XOR function can be designed as:

TRUE : a3, a4 = 1

NIMP : a3 → a1 ≡ {a�3 = a3.a1 = a1}
NIMP : a4 → a2 ≡ {a�4 = a4.a2 = a2}
Preset : b1 = 0

NAND : b1 = a1.a4

Preset : b2 = 0

NAND : b2 = a2.a3

Preset : a5 = 1

AND : a5 = b1.b2 ≡ a1 XOR a2, (5.14)

According to Fig. 5.10a, the CRI design provides a lower energy consumption com-
pared to both implication and reprogrammable designs. However, its error probabil-
ities is higher than the implication design (Fig. 5.10b) since it employs basic repro-
grammable operations.
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5.6. Summary

Because of the easy integration with CMOS, the MTJ-based logic gates are general-
izable to STT-MRAM-based stateful logic architectures by using hybrid CMOS/MTJ
technology. By utilizing the access transistors of the 1T/1MTJ cells not only as on-
off switches but also as voltage-controlled resistors, the circuit implementation of the
structural asymmetry in the improved implication logic gates is addressed. This STT-
MRAM-based logic implementation enables non-volatile logic fan-out and provides
high flexibility with regard to the use of arbitrary MTJs as input and output. The
implementation is computationally complete, has a simple circuit structure (STT-
MRAM), delocalizes computational execution, and eliminates the need for intermedi-
ate circuitry. It also enables parallel non-volatile computations and, therefore, it is
suited for complex logic functions evaluation and opens an alternative path towards
zero-standby power logic systems, shifting away from the Von Neumann architecture
by eliminating the need for data transfer between separate memory and logic units to
shorten the interconnection delay.

A performance analysis and comparison of the MRAM-based implication and repro-
grammable logic architectures is presented. It is shown that for the intrinsic (N)AND
and (N)OR operations, the reprogrammable gate requires slightly less power than the
corresponding implication-based implementation. However, MRAM-based implica-
tion logic enables a more reliable logic behavior as compared to the reprogrammable
gates. Furthermore, the implication architecture outperforms the reprogrammable
gate for more complex logic functions and is thus the implementation of choice for
large-scale logic circuits. As an example, the implementation of a stateful full adder
based on the STT-MRAM implication logic architecture is described. Compared to
the previous implication-based design, the total number of logic steps is decreased
by about 30% and thus less execution time and energy are required. The possible
tradeoffs to optimize the execution time, energy consumption, and the reliability of
the reprogrammable and implication MRAM-based stateful logic architecture are also
described. It is shown that a combined reprogrammable-implication logic architecture
minimizes the total number of the required logic steps and thus the energy consump-
tions. However, it decreases the reliability of the MRAM-based computation. It is
demonstrated that the parallelization of MRAM-based computations can significantly
reduce the execution time.
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6. Memristive Charge- and
Flux-Based Sensing

6.1. Overview

The memristor concept has attracted strong attention due to its practical demonstra-
tion based on different technologies like metal/oxide/metal thin-film and spintronic.
It has the potential to lead to novel applications beyond non-volatile memory due
to its functional properties, which are not accessible in electronic circuits combining
resistors, capacitors, and inductors. As the fourth fundamental circuit element, the
memristor is potentially suited for a wide range of tasks (Chapter 1). In this Chapter,
it is shown how the unique ability of the memristor to memorize the history of the
applied current or voltage leads to novel sensing capabilities which cannot be achieved
by RLC-networks alone. The historic profile of the applied current or voltage mem-
orized in the memristance change can be revealed instantaneously by keeping track
of its varying resistance. In principle, this storage capability, which is independent of
the memristor material, can reduce the charge (flux)-based capacitance (inductance)
sensing to a simple resistance measurement.

The behavior of the basic electrical circuits are determined by Kirchhoff’s current
(KCL) and voltage (KVL) laws. A resistor relates the voltage and the current by a
(linear) relationship called Ohm’s law. Its resistance, therefore, can be determined
by measuring the current and the voltage simultaneously. Since a capacitor and an
inductor relate their voltage and current through differential equations (Section 2.1.1),
the capacitance and the inductance are typically measured indirectly and their mea-
surement techniques are entirely different from those used for a resistor. Approaches
to measuring C and L are based on time domain techniques and frequency domain
techniques. For example, in the time domain techniques C is calculated by measuring
the oscillation period of a relaxation oscillator [205,206] or the time required to reach
a threshold voltage in a charge-discharge circuit [207, 208]. In the frequency domain
technique an AC signal of a known frequency is applied to a capacitive divider (CC
circuit) or an RC circuit. The magnitude and the phase of the output signal across
the capacitor or the resistor are measured to determine C [209,210].
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6.2. Memristive Sensing Principles

The memristive sensing scheme explained below can be classified as a novel charge-
discharge (time domain) technique in which the capacitance or the inductance is cal-
culated by measuring the memristance (memductance) and thus eliminates the need
for time (frequency) measurement. In fact, the memristance (in the unit of Ω) or
memductance (in the unit of S = Ω−1) of a memristor can be simply determined
by Ohm’s law, which makes the memristive sensing straightforward and fast. Fur-
thermore, because a memristor holds the information even if its voltage/current is
turned off (non-volatility), it allows for measurement circuits with low leakage power
consumption and new functionalities.

6.2.1. Charge-Controlled Memristors

6.2.1.1. Capacitance Sensing

Consider a charge-controlled memristor connected in series with a capacitor as shown
in Fig. 6.1. According to Eq. 2.4 and Eq. 2.10 for the capacitance and memristance,
respectively, we have

C =
dqC
dvC

=
dqC/dt

dvC/dt
=

iC
dvC/dt

(6.1)

and
dM(q)

dt
=

dM(q)

dqM

dqM
dt

=
dM(q)

dqM
iM. (6.2)

As iM = iC, by substituting iM from Eq. 6.2 into Eq. 6.1 we obtain

C =



dM(q)

dqM

�−1
dM/dt

dvC/dt
=



dM(q)

dqM

�−1
dM

dvC
. (6.3)

The term dM/dqM is related to the intrinsic properties of the memristor. For a linear
resistor this term is zero. However, it is nonzero for a memristive device or system as
it is supposed to memorize the history of current flowing through the modulation in its
memristance. A charge-controlled memristor with the term dM/dqM being constant
is suited for charge-based capacitance sensing as it can reduce the measurement to a
simple memristance measurement. In fact, on one hand, as dvC ∝ dqC and dqC = dqM,
we have dvC ∝ dqM. On the other hand, as for the memristor the term dM/dqM is
constant, we have dqM ∝ dM . Therefore, dvC ∝ dM and thus dM/dvC is equal exactly
to ΔM/ΔvC. As a result, Eq. 6.3 is written as

C =



dM(q)

dq

�−1
ΔM

ΔvC
=



dM(q)

dq

�−1
M(t = t0)−M(t = 0)

vC(t = t0)− vC(t = 0)
. (6.4)
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Figure 6.1.: A diagram of the charge-based memristive capacitance sensing circuit.

This means that one can calculate the capacitance by measuring the modulation of
the memristance and the voltage across the capacitor (or the memristor). Therefore,
unlike other time domain capacitance measurement methods, memristive sensing does
not need extra hardware for time/frequency measurement since the time parameter
has been implicitly taken into account in the memristance modulation. Furthermore,
to measure the memristance modulation, a simple circuit can be employed to switch
the memristor from the MC circuit (Fig. 6.1) to a basic readout circuit employing
an arbitrary resistance read method [97], without loosing the information during the
switching due to the non-volatility of the memristor. During the readout, the mem-
ristance and the charge in the capacitor can be reset to the initial state for which the
M and vC are equal to M(t = 0) and vC(t = 0), respectively. Then, for the next mea-
surement, one should measure only M(t = t0) and probably vC(t = t0) if the capacitor
is not fully charged (vC < vs).

6.2.1.2. Power Monitoring

The unique ability of a memristor to record the historic profile of the voltage/current
applied makes it suitable for power measurement [97]. The total energy generated
by an electric power supply E =

�
Vs(t)Is(t)dt, where Vs(t) is the voltage across the

source and Is(t) is the current flowing through it. For a circuit powered by a DC
voltage source (Fig. 6.2) [97], the energy is given by:

E = Vs

� t2

t1

Is(t)dt = VsΔqM = VsΔM



dM(q)

dqM

�−1

(6.5)

Therefore, a charge-controlled memristor with a constant term dM(q)/dqM reduces
the power measurement to a memristance measurement. To minimize the impact of
the memristor on measurements, the memristance has to be much smaller than the
circuit resistance.
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Figure 6.2.: A diagram of the memristive power monitoring circuit with a charge-
controlled memristor.

6.2.2. Flux-Controlled Memristors

6.2.2.1. Inductance Sensing

According to Eq. 2.5 and Eq. 2.11 for the inductance and memductance of a flux-
controlled memristor, respectively, we have

L =
dϕL

diL
=

dϕL/dt

diL/dt
=

vL
diL/dt

(6.6)

and
dW (ϕ)

dt
=

dW (ϕ)

dϕM

dϕM

dt
=

dW (ϕ)

dϕ
vM. (6.7)

When a flux-controlled memristor is connected in parallel to an inductor (vM = vL in
Fig. 6.3), the inductance is obtained as

L =



dW (ϕ)

dϕM

�−1
dW/dt

diL/dt
=



dW (ϕ)

dϕM

�−1
dW

diL
. (6.8)

A flux-controlled memristor with a constant dW/dϕM term is thus suited for flux-
based inductance measurement. For a common conductor the term dW/dϕM is zero.
However, it is nonzero for a memristive device and is related to the intrinsic properties
of the memristor. Based on a similar discussion presented above for the MC circuit, in
the ML circuit with a memristor with dW/dϕM = const., we get diL ∝ dW . Therefore,
Eq. 6.8 is simplified to

L =



dW (ϕ)

dϕM

�−1
ΔW

ΔiL
=



dW (ϕ)

dϕM

�−1
W (t = t0)−W (t = 0)

iL(t = t0)− iL(t = 0)
. (6.9)
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Hence, the flux-controlled memristor in the ML circuit reduces the inductance mea-
surement to a straightforward memductance measurement.

Figure 6.3.: Basic memristor-inductor (ML) circuit for flux-based sensing.

6.2.2.2. Power Monitoring

Similar to the charge-based power monitoring, in a circuit powered by a DC current
source (Fig. 6.4) [97], a flux-controlled memristor with the term dW (ϕ)/dϕ being
constant reduces the power measurement to a memductance measurement.

E = Is

�
Vs(t)dt = IsΔϕM = IsΔW



dW (ϕ)

dϕM

�−1

(6.10)

To minimize the impact of the memristor on measurements, the memductance must
be much smaller than the circuit conductance. In the following section we study
different spintronic memristors which are suited for both charge- and flux-based mea-
surements.

Figure 6.4.: A diagram of the memristive power monitoring circuit using a flux-
controlled memristor.
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6.3. Memristive Devices for Sensing

6.3.1. TiO2-Based Memristors

According to Eq. 3.7, the term dM/dq for the TiO2-based memristor is obtained as

dM(q)

dq
=

Rint(w)

dw

dw

dq
=

Roff −Ron

wmax

dw

dq
. (6.11)

From Eq. 3.8, we then obtain

dw =
µvRon

wmax

iM(t)dt =
µvRon

wmax

dq. (6.12)

Therefore, we get

dM(q)

dq
=

Rint(w)

dw

dw

dq
=

µvRon

w2
max

(Roff −Ron) �
µvRonRoff

w2
max

= const. (6.13)

Thus, according to Eq. 6.4 and Eq. 6.5, this device can be used for charge-based
memristive sensing. Let us consider a memristor-capacitor (MC) circuit shown in the
inset of Fig. 6.5d. Fig. 6.5a shows the i− v characteristics of the memristor, when the
MC circuit is excited by a step voltage source vs(t) = u(t) where u(t)=0 for t < 0 and
1 for t > 0. The memristor exhibits different behavior for different capacitances. As
it is expected, the smaller the capacitance the smaller the charging time (Fig. 6.5b)
as well as the smaller the charge modulation. Thus, the memristance exhibits smaller
modulation for smaller capacitance (Fig. 6.5c). This is the key idea to measure the
capacitance by using Eq. 6.4 based on the modulations of the voltage across the
capacitor and the memristance. According to Eq. 6.4, if the measurement is performed
after the capacitor is fully charged (ΔvC = 1 V), only the memristance modulation has
to be measured. However, depending on the readout resolution, the measurement can
be performed in a time interval (much) shorter than the full charge time (Fig. 6.5d). In
Fig. 6.5, the TiO2-based memristor device characteristics are assumed as Ron = 100Ω,
Roff/Ron = 360, µv = 10−10cm2s−1V−1, and wmax = 5nm [70].

6.3.2. Spintronic Memristors

6.3.2.1. Magnetoresistive Devices

Fig. 6.6 shows two magnetoresistive spintronic memristors with current-induced do-
main wall motion in a giant magnetoresistance spin-valve (Fig. 6.6a) and a tunneling
device (Fig. 6.6b). The electrical resistance (conductance) of these devices R(r) (G(r))
is a function of the DW position (x = rL) in the magnetic free layer [95, 97, 138]. A
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Figure 6.5.: (a) TiO2 memristor i − v curves. (b) The voltage of the capacitor and
(c) the memristance as a function of time. (d) Obtained capacitances by
using Eq. 6.4.

complete antiparallel alignment results in a high-resistance state (HRS; RH = G−1
L )

of the device, while a fully parallel alignment places it in a low-resistance state (LRS;
RL = G−1

H ).

For the domain wall giant magnetoresistance (DW-GMR) the memristor R(r) is given
by [97]

R(r) =
vM
iM

= RP(r) +RAP(r) = rRL + (1− r)RH

= RH − r(RH −RL) = (1− rGMR)RL, (6.14)
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6.3.2.2. Magnetic Thin-Film Element

The dynamic properties of a propagating magnetic DW are strongly affected by the
device geometry [218]. A magnetic thin-film (MTF) element with varying width a(x)
and constant thickness b (Fig. 6.8a) has been proposed as a spintronic (DW-MTF)
memristor [62] based upon the STT-induced DW motion in the film-length direc-
tion x. The reaction force exerted by the domain wall to the electrons acts as the wall
resistance [62]. The current-induced DW motion exhibits memristive properties, when
the thin-film aspect ratio (a/b) is varying with x. Indeed, when the thickness of the
device is fixed, the mobility of the DW and thus the electrical resistance of the device,
becomes a function of the thin-film element width a(x) and is expressed as [62]

R(x) = �R�a�a
−(k+1)

, (6.18)

where �R and �a are the resistance and the width of the element, respectively, when the
DW is located at �x and k determines the DW mobility scaling with the aspect ratio
as µ ∼ (a/b)k [62]. Therefore, when the spatial dependence of the element width as a
function of the DW position is given by

a(x) = �a�x�x
ρ

, (6.19)

the i− v characteristics of the device is obtained as

v = R(x)i, (6.20)

where we have [62]

R(x) = �R�x�x
−ρ(k+1)

. (6.21)

Since the dynamics of the magnetic domain wall motion (dx/dt) is a function of x and
current density (i/(a(x)b)), the latter equation shows that this device is a memristive
system (Eq. 2.14 and Eq. 2.15). For an idealistic case in which the DW velocity is
proportional to the current density, the ϕ − q and q − ϕ constitutive relations of the
domain wall magnetic thin-film (DW-MTF) memristor are determined as [62]

ϕ(q) = Υ1q
( 1−ρk

ρ+1 ) (6.22)

and
q(ϕ) = Υ2ϕ

( ρ+1
1−ρk), (6.23)

where Υ1 and Υ2 are constant coefficients and ρ determines the spatial dependence of
the element’s width on x (Eq. 6.19) [62, 173]. According to Eq. 2.10 (Eq. 2.11) and
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Figure 6.14.: Time-averaged domain wall velocity (a) in the absence and (b) in the
presence of the non-adiabatic spin-torque effect plotted for different ge-
ometrical structures (ρ).

6.4. Sensitivity

The sensitivity of the memristive charge (flux)-based sensing scheme is determined by
the value of the memristance (memductance) modulation with respect to the charge
(flux) applied to the memristor. The amount of charge needed to pass through the
memristor to change the memristance from its minimum to its maximum value for
the TiO2 memristor is relatively high and is in the range of tens to hundreds of
microcoulombs for a nanometer-scale motion of the doping front as the mobility of
dopants (oxygen vacancies) in the TiO2 thin film is quite low (∼ 10−10cm2s−1V−1 [70]).
However, it turns out that it is in the range of nanocoulombs to picocoulombs in
the spintronic memristors for a micrometer-scale motion of the magnetic domain wall
(extracted from data presented in [95,172,173]) Therefore, the memristive sensor based
on the TiO2 memristors can measure capacitances in the range of to microfarad to
nanofarad. Because spin-based memristors can be more finely tuned compared to the
TiO2 memristor [65,168], they are promising for measuring capacitances of 3-6 orders
of magnitude smaller than that measured by using the TiO2 memristor. Nano-scale
feature size, low cost and the integration capabilities are other advantages of spintronic
memristors [97].
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6.5. Summary

Novel charge- and flux-based memristive sensing schemes are presented based on the
unique property of memristors to memorize the charge (time integral of current) and
the flux (time integral of voltage). The proposed methods can be used for capaci-
tance, inductance, and power measurements. Although inductance and capacitance
sensing are far from being new problems, the use of a memristor reduces the mea-
surement to a straightforward resistance measurement which can be performed fast.
We have shown that the TiO2 memristor can be used for charge-based measurements.
Spintronic memristors are proposed for both charge- and flux-based capacitance and
inductance measurement. The effect of the device geometry on the memristive be-
havior of a spintronic device is studied to determine proper geometries for memristive
charge- and flux-based sensing. In the presence of the non-adiabatic spin-torque effect,
the spintronic memristor shows memristive behaviors at low current/voltage regimes
and within the desired geometries the device has a constant modulation of the mem-
ristance (memductance) with respect to the charge (flux) applied, which can be used
for capacitance (inductance) measurement or both. Spintronic memristors show 3-6
orders of magnitude higher sensitivities compared to the TiO2 memristor devices.

Since the memristor holds the information, it is possible to use the memristor in a
readout circuit which measures the memristance and also resets the memristor for
the next measurement. Thus, unlike other time domain methods, memristive sensing
does not need extra hardware for time/frequency measurement. In fact, a memristive
sensor can be simply implemented by using a switch. Furthermore, memristor devices
are fabricated in nano-scale dimension and this makes memristors a candidate for
low power micro-system applications. The memristive sensing method is suitable for
measuring time-varying inductances and capacitances and it has the potential to be
used in novel inductive and capacitive sensors. For example, the simplest form of a
capacitor consists of two metal plates, separated by an insulator and the capacitance
is expressed as C = ε0εrA/d where ε0 denotes the permittivity of free space, εr is the
dielectric constant of the insulating material between the plates, A express the area
of the plates, and d is the distance between the plates. The capacitance changes, if
at least one of the parameters εr, A, or d is changed. By measuring the capacitance
periodically, any movement of the plates or changing in the dielectric constant (e.g.
due to a finger-touch on the dielectric) can be measured or detected. Due to the
non-volatility, zero-leakage, high endurance, and small cell size of the memristors,
memristive sensing is promising for ultra-low power capacitive (e.g. touch) sensors.
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7. Conclusions and Outlook

TiO2-based and spintronic memristive devices as well as implication and reprogramm-
able circuit topologies are potential candidates as the basic (latch/gate) building blocks
of the stateful logic systems. TiO2-based memristive implication logic gates are studied
based on a nonlinear memristor device model which successfully takes into account
the dynamic switching behavior and the nonlinearities observed in TiO2 memristive
devices. The gates are optimized to minimize the state drift error accumulations and
to ensure correct implication logic behavior for different input patterns. It is shown
that the use of refreshing circuitry after a limited number of logic steps (10–20 steps)
is unavoidable due to the state drift errors accumulated in sequential logic steps. This
is very unfavorable as it needs extra hardware and increases complexity. Furthermore,
limited endurance is still a major challenge for metal/oxide/metal technology to be
used as universal memory cells or computing devices.

Spintronic memristive devices, especially the tunnel magnetoresistance (TMR)-based
devices, show almost unlimited endurance and sufficiently high resistance modulation.
In addition, spintronic devices provide a very fine level of control and faster switch-
ing compared to the TiO2 memristive devices which exhibit a very low mobility of
dopants in the TiO2 thin film. It is shown that the implication logic operation can
be implemented based on domain wall (DW) TMR memristive devices, with the DW
position serving as state variable. This enables stateful logic operations that extends
spintronics from non-volatile memory to logic applications, for which the spintronic
memristor serves simultaneously as a logic gate and a latch. However, similar to the
TiO2-implication gate, the DW-TMR-based gate also suffers from the state drift error
accumulation.

The spin-transfer torque magnetic tunnel junction (STT-MTJ) is proposed as a very
favorable device for stateful implication logic as it inherently eliminates the state
drift error accumulation due to its magnetic bistability. Furthermore, it has a great
potential, because of its CMOS compatibility, scalability, unlimited endurance, and
fast switching speed. A new improved current-controlled gate topology is proposed for
STT-MTJ-based implication logic. Reliability modeling and analysis is presented for
optimizing and comparing the STT-MTJ-based logic gates. It is demonstrated that the
proposed implication gate provides a more energy-efficient and reliable implementation
as compared to the conventional (voltage-controlled) implication gate topology. It is
also demonstrated that the implication logic framework based on the proposed gate
topology significantly improves the reliability of the MTJ-based logic compared to the
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earlier proposed reprogrammable logic framework which is based on common Boolean
logic operations including AND, OR, et cetera.

STT-MRAM-based logic architectures are presented to facilitate the generalization of
the MTJ logic gates to large-scale non-volatile logic circuits. The asymmetry issue of
the proposed implication logic gate is addressed by exploiting the access transistors of
one-transistor/one-MTJ cells not only as on-off switches but also as voltage-controlled
resistor. Therefore, the functionality of the STT-MRAM circuit is extended to include
stateful logic operations with no extra hardware added. STT-MRAM stateful logic
provides non-volatile logic fan-out, exhibits high flexibility with regard to the delo-
calized computations execution, and eliminates the need for intermediate circuitry. It
also enables parallel non-volatile computations and, therefore, it is suited for large-
scale logic applications and opens an alternative path towards zero-standby power
logic systems, shifting away from the Von Neumann architecture. It is shown that
for the intrinsic (N)AND and (N)OR operations, the reprogrammable gate requires
slightly less power than the corresponding implication-based implementation. Besides
the fact that the MRAM-based implication logic enables a more reliable logic behavior
as compared to the reprogrammable gates, it outperforms the reprogrammable gate
for more complex logic functions and is thus the implementation of choice for large-
scale logic circuits. Through design examples like fundamental arithmetic functions,
the advantages of the MRAM-based stateful logic implementation are described and
the possible tradeoffs to optimize the execution time, the energy consumption, and
the reliability of the MRAM-based stateful logic architectures are also investigated.
It is also shown that, at the cost of reduced reliability, a combined reprogrammable-
implication logic architecture reduces the total number of the logic steps and thus the
energy consumptions.

The MRAM-based stateful logic via the improved implication logic gate is based on
STT-MRAM memory technology which has already been commercialized. However,
an experimental demonstration of the improved implication logic gate is still missing.
Because of the already reported successful fabrication of the reprogrammable gates,
on one hand, and improved reliability of the novel implication gate demonstrated in
the thesis, on the other hand, we believe that the fabrication of this novel gate is
quite feasible. As it is shown in this work, the reliability is an essential prerequisite of
the MTJ-based logic circuits. We demonstrated that the reliability increases almost
exponentially with the TMR ratio and the thermal stability factor of the MTJ. Due
to the strong ongoing efforts towards improving the STT-MRAM technology, these
parameters keep increasing which results in higher reliability. It is demonstrated
that, independent of the MTJ switching regime, the improved implication logic gate
intrinsically provides a more reliable conditional switching behavior as compared to
the reprogrammable gate. Nevertheless, future work may involve the investigation of
the level of superiority of the implication gate in subnanosecond (precessional) MTJ
switching regime. This is of interest to explore limits and to inquire design tradeoffs
in very high-speed MTJ logic architectures. At the architecture level, investigating
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general methods to design Boolean logic functions based on the basic implication logic
operations with minimized logic steps is another necessary future research direction.

The novel functional properties of emerging memristive devices have the potential to
lead applications beyond non-volatile memory and logic. The last part of the thesis
describes novel charge- and flux-based memristive sensing schemes based on the unique
property of memristors to record the time integral of the applied current or voltage
signals. The proposed method reduces the capacitance, inductance, and power mea-
surements to a straightforward resistance measurement. Spintronic memristive devices
are proposed for both charge- and flux-based capacitance and inductance measure-
ment. The effect of the device geometry on the memristive behavior of a spintronic
device caused by the dynamic properties of a propagating magnetic domain wall is
studied. Particular geometries corresponding to appropriate memristive characteris-
tics are exploited for charge- and flux-based sensing applications. It is shown that
in the presence of the non-adiabatic spin-transfer torque, the spintronic memristor
exhibits a constant modulation of the memristance (memductance) with respect to
the charge (flux) and can be used for capacitance (inductance) measurement. The
memristive sensing method is also suited for novel ultra-low leakage capacitive and
inductive sensor applications in nano-scale. For example, the capacitance changes due
to any movement of the capacitor plates or a change in the dielectric constant (e.g.
due to a finger-touch) can be measured or detected in future memristive capacitive
sensors.
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Appendix A.

Implication-Based Full Adder

A full adder adds three binary inputs (a1, a2, and cin) and has two outputs, sum (s)
and carry (cout) given by

s = a1 XOR a2 XOR cin (A.1)

and

cout = (a1 AND a2) OR (cin AND [a1 XOR a2])

≡ (a1 AND a2) OR (cin AND [a1 OR a2]). (A.2)

In implication-based logic systems the realized logic operation is equivalent to the
operation IMP or NIMP depending on the logical definitions for the high and low
resistance states as explained in Table 3.2). Here the detailed implementations of a
stateful full adder using the MRAM implication logic arrays are presented.

Table A.1.: Full adder truth table.

a1 a2 cin s cout

0 0 0 0 0

0 0 1 1 0

0 1 0 1 0

0 1 1 0 1

1 0 0 1 0

1 0 1 0 1

1 1 0 0 1

1 1 1 1 1
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A.1. NIMP-Based Full Adder

TRUE : a3 = 1

NIMP : a3 → a1 ≡ {a�3 = a3.a1 = a1}
TRUE : a4 = 1

NIMP : a4 → a2 ≡ {a�4 = a4.a2 = a2}
NIMP : a4 → a3 ≡ {a�4 = a4.a3 = a2.a1}
NIMP : a2 → a1 ≡ {a�2 = a2.a1}
TRUE : a5 = 1

NIMP : a5 → a2 ≡ {a�5 = a5.a2 = a2 + a1}
NIMP : a5 → a4 ≡ {a�5 = a5.a4 = (a2 + a1).(a2 + a1) ≡ a1 XOR a2}
NIMP : a3 → a2 ≡ {a�3 = a3.a2 = a1.a2}
NIMP : a1 → a4 ≡ {a�1 = a1.a4 = a1.a2}
TRUE : a4 = 1

NIMP : a4 → cin ≡ {a�4 = a4.cin = cin}
NIMP : cin → a3 ≡ {c�in = cin.a3 = cin.(a1 + a2)}
TRUE : a3 = 1

NIMP : a3 → a1 ≡ {a�3 = a3.a1 = a1.a2}
NIMP : a3 → cin ≡ {a�3 = a3.cin = (a1.a2).

�
cin.(a1 + a2)



≡ cout}

TRUE : a1 = 1

NIMP : a1 → a3 ≡ {a�1 = a1.a3 = cout}
TRUE : a2 = 1

NIMP : a2 → a4 ≡ {a�2 = a2.a4 = cin}
TRUE : a3 = 1

NIMP : a3 → a5 ≡ {a�3 = a3.a5 = a1 XOR a2}
NIMP : a3 → a2 ≡ {a�3 = a3.a2 = (a1 XOR a2).cin}
NIMP : a5 → a4 ≡ {a�5 = a5.a4 = cin.(a1 XOR a2)}
TRUE : a2 = 1

NIMP : a2 → a3 ≡ {a�2 = a2.a3 = (a1 XOR a2) + cin}
NIMP : a2 → a5 ≡ {a�2 = a2.a5 =

�
(a1 XOR a2) + cin



. (cin + (a1 XOR a2))}

TRUE : a4 = 1

NIMP : a4 → a2 ≡ {a�4 = a4.a2 = ((a1 XOR a2).cin) .
�
cin.(a1 XOR a2)



}

≡ {a�4 = cin XOR a1 XOR a2 ≡ s} (A.3)
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A.2. IMP-Based Full Adder

FALSE : a3 = 0

IMP : a1 → a3 ≡ {a�3 = a1 + a3 = a1}
FALSE : a4 = 0

IMP : a2 → a4 ≡ {a�4 = a2 + a4 = a2}
IMP : a3 → a4 ≡ {a�4 = a3 + a4 = a1 + a2}

FALSE : a5 = 0

IMP : a4 → a5 ≡ {a�5 = a4 + a5 = a1.a2}
FALSE : a4 = 0

IMP : a2 → a4 ≡ {a�4 = a2 + a4 = a2}
IMP : a4 → a3 ≡ {a�3 = a4 + a3 = a2 + a1}
IMP : a3 → a5 ≡ {a�5 = a3 + a5 = a2.a1 + a1.a2 ≡ a1 XOR a2}
IMP : a1 → a4 ≡ {a�4 = a1 + a4 = a1 + a2}

FALSE : a1 = 0

IMP : a5 → a1 ≡ {a�1 = a5 + a1 = a1 XOR a2}
IMP : cin → a1 ≡ {a�1 = cin + a1 = cin + a1 XOR a2}

FALSE : a2 = 0

IMP : a1 → a2 ≡ {a�1 = a1 + a2 = cin.(a1 XOR a2)}
IMP : a4 → a2 ≡ {a�4 = a4 + a2 = (a1.a2) + cin.(a1 XOR a2) ≡ cout}

FALSE : a3 = 0

IMP : cin → a3 ≡ {a�3 = cin + a3 = cin}
FALSE : a1 = 0

IMP : a5 → a1 ≡ {a�1 = a5 + a1 = a1 XOR a2}
IMP : a3 → a1 ≡ {a�1 = a3 + a1 = cin + a1 XOR a2}

FALSE : a3 = 0

IMP : a1 → a3 ≡ {a�3 = a1 + a3 = cin.(a1 XOR a2)}
IMP : cin → a5 ≡ {a5� = cin + a5 = cin + a1 XOR a2

IMP : a5 → a3 ≡ {a�5 = a5 + a3 = cin.(a1 XOR a2) + cin.(a1 XOR a2)}

≡ {a�5 = cin XOR a1 XOR a2 ≡ s} (A.4)
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Mobility, Stability and Walker Breakdown in Magnetic Nanowires,” Europhys.
Lett., vol. 78, p. 57007, 2007.

[218] J. Wunderlich, D. Ravelosona, C. Chappert, F. Cayssol, V. Mathet, J. Ferre,
j. P Jamet, and A. Thiaville, “Influence of Geometry on Domain Wall Prop-
agation in a Mesoscopic Wire,” IEEE Trans. Magn., vol. 37, pp. 2104–2107,
2001.

119



List of Publications

Publications in Scientific Journals

[1] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Reliability-Based
Optimization of Spin-Transfer Torque Magnetic Tunnel Junction Implication
Logic Gates”; Advanced Materials Research - Print/CD, 845 (2014); 89 - 95.

[2] T. Windbacher, A. Makarov, H. Mahmoudi, V. Sverdlov, S. Selberherr: “Novel
Bias-Field-Free Spin Transfer Oscillator”; Journal of Applied Physics, 115 (2014),
17; 17C901–1 – 17C901–3.

[3] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Reliability Analy-
sis and Comparison of Implication and Reprogrammable Logic Gates in Magnetic
Tunnel Junction Logic Circuits”; IEEE Transactions on Magnetics, 49 (2013),
12; 5620 – 5628.

[4] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Implication Logic
Gates Using Spin-Transfer-Torque-Operated Magnetic Tunnel Junctions for In-
trinsic Logic-In-Memory”; Solid-State Electronics, 84 (2013); 191 – 197.

[5] H. Mahmoudi, V. Sverdlov, S. Selberherr: “Influence of Geometry on the
Memristive Behavior of Domain Wall Spintronic Memristors and its Applica-
tions for Measurement”; Journal of Superconductivity and Novel Magnetism, 26
(2013), 5; 1745 – 1749.

[6] T. Windbacher, H. Mahmoudi, A. Makarov, V. Sverdlov, S. Selberherr: “Mul-
tiple Purpose Spin Transfer Torque Operated Devices”; Facta Universitatis, 36
(2013), 3; 227 – 238.

Chapter in Book

[1] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Stateful STT-
MRAM-Based Logic for Beyond Von Neumann Computing”; in Semiconductor
Device Technology: Silicon and Materials. CRC Press (In press–2014).

120



Patents

[1] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Electronic Cir-
cuit”; Patent: Europe, No. EP 12193826.0; submitted: 2012–11–22.

[2] T. Windbacher, H. Mahmoudi, V. Sverdlov, S. Selberherr: “Spin Torque Mag-
netic Integrated Circuit”; Patent: Europe, No. EP 13161375.4; submitted:
2013–03–27.

[3] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Electronic Cir-
cuit”; Patent: International, No. PCT/EP2013/073707; Patent priority number
EP 12193826.0; submitted: 2013–11–13.

[4] T. Windbacher, H. Mahmoudi, V. Sverdlov, S. Selberherr: “Spin Torque Mag-
netic Integrated Circuit”; Patent: International, No. PCT/EP2014/054985;
Patent priority number EP 13161375.4; submitted: 2014–03–12.

Publications in Conference Proceedings

[1] V. Sverdlov, J. Ghosh, H. Mahmoudi, A. Makarov, D. Osintsev, T. Wind-
bacher, S. Selberherr: “Modeling of Spin-Based Silicon Technology”; Talk: In-
ternational Conference on Ultimate Integration on Silicon (ULIS), Stockholm,
Sweden; (invited) 2014–04–07 – 2014–04–09; in: “Proceedings of the 15th Inter-
national Conference on Ultimate Integration on Silicon (ULIS)”, (2014), 4 pages.

[2] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “High Performance
MRAM-Based Stateful Logic”; Poster: International Conference on Ultimate
Integration on Silicon (ULIS), Stockholm, Sweden; 2014–04–07 – 2014–04–09;
in: “Proceedings of the 15th International Conference on Ultimate Integration
on Silicon (ULIS)”, (2014), 4 pages.

[3] T. Windbacher, H. Mahmoudi, V. Sverdlov, S. Selberherr: “Influence of Mag-
netization Variations in the Free Layer on a Non-Volatile Magnetic Flip Flop”;
Talk: International Conference on Ultimate Integration on Silicon (ULIS), Stock-
holm, Sweden; 2014–04–07 – 2014–04–09; in: “Proceedings of the 15th Interna-
tional Conference on Ultimate Integration on Silicon (ULIS)”, (2014), 4 pages.

[4] T. Windbacher, A. Makarov,H. Mahmoudi, V. Sverdlov, S. Selberherr: “Novel
Bias-Field-Free Large Gain Spin-Transfer Oscillator”; Talk: Annual Conference
on Magnetism and Magnetic Materials, Denver, USA; 2013–11–04 – 2013–11–
08; in: “Abstract Book of 58th Annual Conference of Magnetism and Magnetic
Materials (MMM)”, (2013), 456–457.

121



[5] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Performance Anal-
ysis and Comparison of Two 1T/1MTJ-based Logic Gates”; Talk: International
Conference on Simulation of Semiconductor Processes and Devices (SISPAD),
Glasgow, Scotland, United Kingdom; 2013–09–03 – 2013–09–05; in: “Proceed-
ings of the 18th International Conference on Simulation of Semiconductor Pro-
cesses and Devices (SISPAD)”, (2013), 163 – 166.

[6] T. Windbacher, H. Mahmoudi, V. Sverdlov, S. Selberherr: “Rigorous Simu-
lation Study of a Novel Non-Volatile Magnetic Flip Flop”; Talk: International
Conference on Simulation of Semiconductor Processes and Devices (SISPAD),
Glasgow, Scotland, United Kingdom; 2013–09–03 – 2013–09–05; in: “Proceed-
ings of the 18th International Conference on Simulation of Semiconductor Pro-
cesses and Devices (SISPAD)”, (2013), 368 – 371.

[7] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “STT-MRAM-
Based Reprogrammable Logic Gates for Large-Scale Non-Volatile Logic Inte-
gration”; Poster: International Conference on Nanoscale Magnetism (ICNM),
Istanbul, Turkey; 2013–09–02 – 2013–09–06; in: “Proceedings of the Interna-
tional Conference on Nanoscale Magnetism”, (2013), 208.

[8] T. Windbacher,H. Mahmoudi, V. Sverdlov, S. Selberherr: “Novel Non-Volatile
Magnetic Flip Flop”; Poster: International Conference on Spintronics and Quan-
tum Information Technology (SPINTECH), Chicago Illinois USA; 2013–07–29
– 2013–08–02; in: “Proceedings of Seventh International School on Spintronics
and Quantum Information Technology”, (2013), 1 page.

[9] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “STT-MTJ-Based
Implication Logic Circuits for Non-Volatile Logic-in-Memory Applications”; Talk:
Symposium on CMOS Emerging Technologies, Whistler, BC, Canada; (invited)
2013–07–17 – 2013–07–19; in: “Book of Abstracts of the 2013 Symposium on
CMOS Emerging Technologies (CMOS ET 2013)”, (2013), 1 page.

[10] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “MRAM-based
Logic Array for Large-Scale Non-Volatile Logic-in-Memory Applications”; Talk:
Proceedings of the 2013 IEEE/ACM International Symposium on Nanoscale
Architectures (NANOARCH), New York City, USA; 2013–07–15 – 2013–07–17;
in: “Proceedings of the 2013 IEEE/ACM International Symposium on Nanoscale
Architectures”, (2013), 2 pages.

[11] T. Windbacher, H. Mahmoudi, V. Sverdlov, S. Selberherr: “Novel MTJ-
Based Shift Register for Non-Volatile Logic Applications”; Talk: Proceedings
of the 2013 IEEE/ACM International Symposium on Nanoscale Architectures
(NANOARCH), New York City, USA; 2013–07–15 – 2013–07–17; in: “Proceed-
ings of the 2013 IEEE/ACM International Symposium on Nanoscale Architec-
tures”, (2013), 2 pages.

122



[12] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Design and Ap-
plications of Magnetic Tunnel Junction Based Logic Circuits”; Talk: The 9th
Conference on Ph.D. Research in Microelectronics & Electronics- PRIME 2013,
Villach, Austria; 2013–06–24 – 2013–06–27; in: “Proceedings of the 9th Confer-
ence on Ph.D. Research in Microelectronics & Electronics”, (2013), 157 – 160.

[13] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Optimization of
Spin-Transfer Torque Magnetic Tunnel Junction-Based Logic Gates”; Poster:
International Workshop on Computational Electronics (IWCE), Nara, Japan;
2013–06–04 – 2013–06–07; in: “Proceedings of the 16th International Workshop
on Computational Electronics (IWCE 2013)”, (2013), 244 - 245.

[14] V. Sverdlov, H. Mahmoudi, A. Makarov, D. Osintsev, J. Weinbub, T. Wind-
bacher, S. Selberherr: “Modeling Spin-Based Devices in Silicon”; Talk: Interna-
tional Workshop on Computational Electronics (IWCE), Nara, Japan; (invited)
2013–06–04 – 2013–06–07; in: “Proceedings of the 16th International Workshop
on Computational Electronics (IWCE 2013)”, (2013), 70 – 71.

[15] H. Mahmoudi, T. Windbacher, V. Sverdlov, S. Selberherr: “Impact of Device
Parameters on the Reliability of the Magnetic Tunnel Junction Based Implica-
tion Logic Gates”; Poster: International Workshop ”Functional Nanomaterials
and Devices”, Kyiv, Ukraine; 2013-04-08 – 2013-04-11; in: “Proceedings of the
7th International Workshop ”Functional Nanomaterials and Devices””, (2013),
68 – 69.

[16] H. Mahmoudi, V. Sverdlov, S. Selberherr: “MTJ-based Implication Logic
Gates and Circuit Architecture for Large-Scale Spintronic Stateful Logic Sys-
tems”; Talk: European Solid-State Device Research Conference (ESSDERC),
Bordeaux, France; 2012–09–17 – 2012–09–21; in: “Proceedings of the 42th Euro-
pean Solid-State Device Research Conference (ESSDERC)”, (2012), 254 – 257.

[17] H. Mahmoudi, V. Sverdlov, S. Selberherr: “A Robust and Efficient MTJ-based
Spintronic IMP Gate for New Logic Circuits and Large-Scale Integration”; Talk:
International Conference on Simulation of Semiconductor Processes and Devices
(SISPAD), Denver, USA; 2012–09–05 – 2012–09–07; in: “Proceedings of the
17th International Conference on Simulation of Semiconductor Processes and
Devices”, (2012), 225 - 228.

[18] H. Mahmoudi, V. Sverdlov, S. Selberherr: “Spintronic Stateful Logic Gates us-
ing Magnetic Tunnel Junctions Written by Spin-Transfer Torque”; Poster: The
7th International Conference on Physics and Applications of Spin-related Phe-
nomena in Semiconductors (PASPS-VII), Eindhoven, the Netherlands; 2012–
08–05 – 2012–08–08; in: “Book of Abstracts”, (2012), P–6.

123



[19] H. Mahmoudi, V. Sverdlov, S. Selberherr: “Novel Memristive Charge- and
Flux-Based Sensors”; Talk: The 8th Conference on Ph.D. Research in Micro-
electronics & Electronics- PRIME 2012, Aachen, Germany; 2012–06–12 – 2012–
06–15; in: “Proceedings of the 8th Conference on Ph.D. Research in Microelec-
tronics & Electronics”, (2012), 4 pages.

[20] H. Mahmoudi, V. Sverdlov, S. Selberherr: “State Drift Optimization of Mem-
ristive Stateful IMP Logic Gates”; Poster: International Workshop on Compu-
tational Electronics (IWCE), Madison, WI, USA; 2012–05–22 – 2012–05–25; in:
“Proceedings of the 15th International Workshop on Computational Electronics
(IWCE 2012)”, (2012), 243 – 244.

[21] H. Mahmoudi, V. Sverdlov, S. Selberherr: “Influence of Geometry on Mem-
ristive Behavior of the Domain Wall Spintronic Memristors and its Applications
for Measurements”; Poster: International Conference on Superconductivity and
Magnetism, Istanbul, Turkey; 2012–04–29 – 2012–05–04; in: “Proceedings of
International Conference on Superconductivity and Magnetism (ICSM 2012)”,
(2012), 1 page.

[22] H. Mahmoudi, V. Sverdlov, S. Selberherr: “Domain-Wall Spintronic Memris-
tor for Capacitance and Inductance Sensing”; Talk: International Semiconduc-
tor Device Research Symposium (ISDRS), Washington DC , USA; 2011–12–07
– 2011–12–09; in: “Proceedings of the International Semiconductor Device Re-
search Symposium (ISDRS 2011)”, (2011), 2 pages.

124



Publication Statistics

Author Co-author Total

Journals 4 2 6

Conferences 15 7 22

Chapter in book (under review) 1 0 1

Patents (pending) 1 1 2

Total 21 10 31

125



Curriculum Vitae

March 21st, 1985
Born in Baneh, Kurdistan, Iran

June 2003
High school graduation in Mathematics & Physics

September 2003 – September 2007
B.Sc. in Electrical Engineering-Telecommunication
K.N.Toosi University of Technology, Tehran, Iran

September 2007 – September 2009
M.Sc. in Electrical Engineering-Microelectronic Devices
Sharif University of Technology, Tehran, Iran

September 2009 – February 2011
Ph.D. student in Electrical Engineering (Quited)
Sharif University of Technology, Tehran, Iran

April 2011 – Present
Ph.D. student in Electrical Engineering
Institute for Microelectronics, Technische Universität Wien, Vienna, Austria

126




