


Kurzfassung

Der Elektronenspin als Freiheitsgrad zieht die Aufmerksamkeit vieler Forscher auf sich,
da der Elektronenspin zwei unterscheidbare Zustände in Form der Spinrichtungen ent-
lang einer gewählten Achse bereitstellt, die in guter Analogie zu den beiden Zuständen
eines digitalen Bits stehen. Obwohl Überlegungen zu spinbasierten Logikschaltkreisen
bis in die 1960er zurückreichen, sind diese erst vor Kurzem realisiert worden, als elek-
trische und optische Manipulationen des Spins ohne der Notwendigkeit eines magnetis-
chen Feldes eingeführt worden sind. Heute ist spinbasierte Elektronik (“Spintronik”)
ein sich rasch entwickelndes Forschungs- und Entwicklungsfeld, welches neue Bauteile
ermöglicht, deren Charakteristiken nicht nur vergleichbar, sondern sogar jenen ak-
tueller ladungsbasierter Bauteile überlegen sind.

Um spinbasierte Bauteile herstellen zu können, müssen die Transporteigenschaften des
Spins in Halbleitern genau untersucht werden. Da Silizium das weitverbreitetste Ma-
terial in der modernen Mikroelektronik darstellt, sind insbesondere Spinrelaxierungde-
tails in Siliziumkanälen von höchstem Interesse. Außerdem wird häufig mechanische
Spannung zur Steigerung der Ladungsträgerbeweglichkeit in modernen MOSFETs ver-
wendet. In der vorliegenden Doktorarbeit wird die k·p -Methode zur Untersuchung
der Subbandstruktur und der Wellenfunktionen in den eingeschränkten Elektronen-
systemen von Siliziumschichten unter Berücksichtigung von Scherdehnung und der
Kopplung von Spinorbitalen verwendet. Analytische Ausdrücke für den vierbandi-
gen k·p -Hamilton-Operator werden für den Fall eines quadratischen Potentialtopfs
abgeleitet. Aus den Wellenfunktionen werden die zugehörigen Matrixelemente zur
Beschreibung der Spinrelaxation berechnet. Eine Analyse der Spinlebensdauer zeigt
sowohl Beiträge der Oberflächenrauheit, als auch von Elektron-Phonon-Interaktionen
herbeigeführte Spinrelaxiation. Da die Entartung der ungestrichenen Subbänder durch
Scherdehnung aufgehoben wird, wodurch die elastischen Zwischentalstreuungen als
Hauptbeitrag zur Spinrelaxation unterdrückt werden, wird eine Erhöhung der Spin-
lebenszeit um eine Größenordnung in verspannten Siliziumschichten vorhergesagt.

Die Verwendung von Silizium in spinbasierten Feldeffekttransistoren (“SpinFETs”) ist
von großem Interesse, da es die Herstellung von spinbasierten Bauteilen mittels bere-
its hochentwickelter Prozessierungschritte für Silizium verspricht. Durch den durch
die Grenzfläche verursachten Bruch der Symmetrie der Inversion wird die vom elek-
trischen Feld abhängige Spin-Orbit-Interaktion in Schichten und Finnen aus Silizium
verstärkt. Es wird gezeigt, dass im Falle geeignet ausgelegter Schottkybarrieren eine
verstärkte Modulation des Kanalmagnetwiderstands zwischen Source bzw. Drain und
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dem Kanal auch bei Raumtemperatur bestehen bleibt. Um die Kanallänge reduzieren
zu können, muss die Transportmasse entlang des Kanals groß sein. Basierend auf dem
zweibandigen k·p -Modell wird eine stärkere Abhängigkeit des Wertes für die effektive
Spin-Orbit-Interaktion in siliziumbasierten SpinFETs mit in [100]-Richtung orientieren
Finnen vorhergesagt, womit diese für eine praktische Realisierung bevorzugt werden
sollten.
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Abstract

The spin degree of freedom attracts the attention of many researchers, because the
electron spin offers two distinguishable states with spin up and down along a chosen
axis in a good analogy to the two states of a digital bit. Although the idea of spin-
based logic was already formulated in the 60ies of the last century, however, it has not
been realized until recently, when electrical and optical spin manipulation without any
need of a magnetic field was introduced. Nowadays, spin electronics - spintronics - is
a rapidly developing research and development area which offers novel devices with
characteristics not only comparable but even superior to those of the state-of-the-art
charge-based devices.

In order to build a spin-based device the spin transport properties in semiconducting
materials must be closely examined. Because silicon is the most widely used material
of modern microelectronics, the details of spin relaxation in silicon channels are of
paramount interest. Also, strain is routinely used to achieve a charge carrier mobility
enhancement in modern MOSFETs. In this thesis the k·p method is used to examine
the subband structure and the wave functions in confined electron systems of silicon
films in the presence of shear strain and spin-orbit coupling. Analytical expressions
for the four-band k·p Hamiltonian are found in case of a square well potential. The
wave functions are used to evaluate the corresponding spin relaxation matrix elements.
The analysis of the spin lifetime comprises contributions from surface roughness and
electron-phonon mediated spin relaxation. Because the unprimed subband degeneracy
is lifted by shear strain, thus suppressing the most important elastic intervalley con-
tribution to spin relaxation, the spin lifetime enhancement by an order of magnitude
in strained silicon films is predicted.

Utilizing silicon in spin-based field-effect transistors (SpinFETs) is of a great interest,
since it promises to build spin devices using the well developed silicon processing. Due
to the interface induced inversion symmetry breaking the strength of the electric field
dependent spin-orbit interaction is enhanced in thin silicon films and fins. It is shown
that in case of properly designed Schottky barriers between the source/drain and the
channel a pronounced modulation of the channel magnetoresistance persists at room
temperature. In order to reduce the channel length, the transport mass along the
channel must be large. Based on the two-band k·p model for the conduction band,
a stronger dependence on the value of the effective spin-orbit interaction in silicon
SpinFETs with a [100]-oriented silicon fins is predicted, making them preferable for
practical realization.
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Аннотация

Спиновые степени свободы привлекают внимание многих исследователей по при-
чине того, что ориентация спина электрона вдоль выбранной оси может иметь два
хорошо определённых состояния - спин вверх и спин вниз, что является хорошим
аналогом бита информации. Хотя идея создания спиновой логики была сформу-
лирована ещё в шестидесятые годы прошлого столетия, до последнего времени
она не была реализована на практике, пока не была показана возможность управ-
лять спином посредством электрического тока или света, без магнитного поля.

В настоящее время спиновая электроника - спинтроника - быстроразвивающаяся
область исследований и разработок, которая предлагает компоненты не только
сравнимые, но зачастую и превосходящие по своим характеристикам самые со-
временные компоненты, построенные на основе использования электронного за-
ряда.

Для того, чтобы создать компонент, действующий на основе спина, необходимо
последовательно внимательно изучить свойства переноса спина в полупровод-
никах. Так как кремний является наиболее широко применяемым материалом
в современной микроэлектронике, изучение спиновой релаксации в кремниевых
каналах представляет первостепенный интерес. Механическое напряжение широ-
ко используется для увеличения подвижности носителей в современных МОП-
структурах. В диссертации k·p метод используется для изучения зонной струк-
туры и волновых функций в низкоразмерных электронных системах кремниевых
плёнок в присутствии деформации сдвига и спин-орбитального взаимодействия.
Аналитические выражения для волновых функций, полученных с помощью че-
тырёхзонного k·p гамильтониана построены для прямоугольной потенциальной
ямы. Волновые функции используются для вычисления соответствующих мат-
ричных элементов спиновой релаксации. Учитываются вклады от шероховатости
поверхности и электрон-фононного взаимодействия во время жизни спина. Вы-
рождение двух нижних подзон снимается под действием сдвиговой деформации,
что приводит к уменьшению доминирующего вклада от упругого междолинного
спинового рассеяния. Таким образом, предсказывается увеличение времени жиз-
ни спина более чем на порядок в плёнках кремния, подвергнутых деформации.

Применение кремния в спиновом полевом транзисторе представляет значитель-
ный интерес, так как это обещает создать спиновые устройства, используя хорошо
развитую технологию обработки кремния. Из-за нарушения симметрии, вызван-
ного анизотропией химических связей на интерфейсах (интерфейсно-инверсионная
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асимметрия), эффективное спин-орбитальное взаимодействие, определяемое элек-
трическим полем, оказывается сильнее в тонких кремниевых плёнках и пласти-
нах. Показано, что в случае искуственно созданных барьеров Шоттки между ис-
током/стоком и каналом, модуляция магнетосопротивления остаётся достаточно
выраженной даже при комнатной температуре. Для уменьшения длины канала,
эффективная масса вдоль него должна быть большой. На основе двухзонной k·p
модели для зоны проводимости показано что зависимость магнетосопротивле-
ния от величины эффективного спин-орбитального взаимодействия в спиновых
транзисторах с кремниевым каналом будет сильнее вдоль направления [100]. Это
делает их практическое применение более предпочтительным.
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1 Introduction

Spin-dependent effects attract a great attention since 1922 when the German physi-
cists Otto Stern and Walther Gerlach performed an experiment that confirmed that
atoms have an intrinsic angular momentum, whose projection on a chosen axis is
quantized. [40]. Thereafter the spin hypothesis was introduced in 1925 by Samuel
Goudsmit and George Uhlenbeck. The spin concept had been accepted since it helped
to describe thin spectral lines in Zeeman spectra [126]. During the following cou-
ple of decades the concept of spin had been used by Werner Heisenberg to explain
ferromagnetism [18], then Wolfgang Pauli introduced particle statistics (fermions –
particles that obey Fermi-Dirac statistics and are characterized by half-integer spin,
and bosons – particles that obey Bose-Einstein statistics and are characterized by in-
teger spin) [127], and nuclear magnetic resonance (NMR) spectroscopy was invented.
Since the 1950s magnetic effects are widely used to store data. The first devices were
quite large and were only able to store several tens of kilobytes of data. Advances in
technologies made it possible to increase the storage data density significantly [120].

In 1971 Mikhail D’yakonov and Vladimir Perel’ predicted a spin Hall effect - a spin
flow in the direction perpendicular to the current [25]. The first experimental confir-
mation of the prediction has been made by Vorob’ev [119]. Vorob’ev et al. observed a
change in the rotation rate of the plane of the polarization of light propagated in a Te
crystal. The same effect was demonstrated by Yuichiro Kato in 2004 [63]. Kato used
GaAs to demonstrate electrically induced electron-spin polarization near the edges
of a semiconductor channel. In 1976 Arkady Aronov and Gregory Pikus proposed
an idea that spin-polarized current can be injected into a semiconductor when a cur-
rent is passed through a ferromagnet/semiconductor junction [6]. Santos F. Alvarado
and Philippe Renaud in 1992 observed the experimental evidence for the tunneling of
polarized electrons from the apex of a ferromagnetic Ni tip into GaAs(110) [4].

The most impressive result of spin electronics is the giant magnetoresistant (GMR)
effect used in hard drives and magnetic random access memory. The giant magne-
toresistance is the quantum-mechanical effect observed in thin ferromagnetic films
that are connected by a thin metallic film. The effect causes a considerable change
of resistance in such structure if the orientation of ferromagnetic layers changes from
parallel to antiparallel. This effect is based on the scattering of electrons depending
on their spin orientation relative to the magnetization direction. The direction of the
magnetization of the ferromagnetic layer can be controlled by an external magnetic
field. The Physics Nobel Prize in 2007 was given to Peter Grimberg and Albert Fert
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for the discovery of the giant magnetoresistance [3]. The resistance change between
spin parallel and spin antiparallel arrangements can also be observed in magnetic tun-
nel junctions. Studies on the tunneling magnetoresistance (TMR) effect have been
advanced recently resulting further improvement of recording heads was achieved by
using TMR [93,105,132].

The last decades success in digital electronics has been provided by the advances in
silicon chip developments and its core idea that the information in microelectronic
devices can be stored and manipulated by controlling the electron charge. According
to the well-known Moore’s law the number of transistors on a chip doubles approxi-
mately every two years [78, 79]. However, the International Technology Roadmap for
Semiconductors (ITRS) in 2010 predicted that the trend will slow down to a three-
year cycle [1]. The increase of the number of transistors leads to an increase of the
power consumption and speed of the chip. Since 1965 when this trend was described
by Gordon E. Moore the progress has followed this exponential trend. This trend in
silicon–based computing will come to an end in the next decades. When the capabil-
ities of miniaturization become limited by an atom size. The size reduction leads to
large leakages currents that can be reduced by strain techniques, the use of high-K di-
electric materials, and tri-gate FET. The classic scaling ended at 130nm [66] but these
new boosters keep the trend up. Although an atomic size is an ultimate limit. The real
stopper of scaling happen earlier due to high costs and is likely to economical-based
motivation [98,99].

In 1990 a device that does not use charge to process information but spin orientation
was proposed by Supriyo Datta and Biswajit Das. This device is commonly called
Datta-Das transistor or spin field-effect transistor (SpinFET). The potential advan-
tages of such a device are to go beyond conventional silicon-based transistors. The
physical principles behind the SpinFET are similar as for the tunneling magnetoresis-
tance effect.

Electrical and optical spin manipulation is possible due to spin-orbit coupling, that
makes the spin degree of freedom respond to its orbital environment [125]. In semicon-
ductor nanostructures the strength of the spin-orbit coupling depends on the symmetry
of the system, its geometric and energy parameters, which can vary over a wide range
of values [125]. Current research is governed by the fact that utilizing spin proper-
ties of electrons for future microelectronic devices opens great opportunities to reduce
the device power consumption. In recent years spintronic devices, where the spin of
the electron is used as an additional degree of freedom to tune their properties, have
received much attention [31,128,136].
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2 Motivation

In order to achieve significant advances in future microelectronic devices in compari-
son to present technology, their operation principles will have to be enhanced or even
modified. Spintronics is a rapidly developing technology promising to benefit from the
spin properties of electrons. Utilizing spin opens great opportunities to reduce the
device power consumption in future electronic circuits. A number of potential spin-
tronic devices have already been proposed [22, 109]. Significant efforts are focused on
developing models to study the properties of future devices through simulations [26].

Silicon is the primary material for microelectronics. The long spin life time in silicon
is a consequence of the weak intrinsic spin-orbit coupling in the conduction band and
the spatial inversion symmetry of the lattice resulting in an absence of the Dressel-
haus effective spin-orbit interaction [56,70]. In addition, silicon is composed of nuclei
with predominantly zero magnetic moment. A long spin transport distance of con-
duction electrons in silicon has already been demonstrated experimentally [48]. Spin
propagation at such distances combined with a possibility of injecting spin at room
temperature [21] or even elevated temperature [69] in silicon makes the fabrication
of spin-based switching devices quite plausible in the upcoming future [49, 52]. How-
ever, the relatively large spin relaxation experimentally observed in electrically-gated
lateral-channel silicon structures [56] might become an obstacle for realizing spin driven
devices [70], and a deeper understanding of the fundamental spin relaxation mecha-
nisms in silicon MOSFETs is urgently needed [107].

In this work the influence of the intrinsic spin-orbit interaction on the subband struc-
ture, subband wave functions, and spin relaxation matrix elements due to the surface
roughness scattering in thin silicon films is investigated. An efficient approach allow-
ing to analyze surface roughness and phonon induced spin and momentum relaxation
in thin silicon films is developed.

A k·p based method [9,111] suitable to describe the electron subband structure in the
presence of strain is generalized to include the spin degree of freedom [70]. In contrast
to [70], the effective 4×4 Hamiltonian considers only the relevant [001] oriented valleys
with spin degree included, which produces the low-energy unprimed subband ladder.
Within this model the unprimed subbands in the unstrained (001) film are degenerate,
without spin-orbit effects included. An accurate inclusion of the spin-orbit interaction
results in a large mixing between the spin-up and spin-down states, resulting in spin
hot spots along the [100] and [010] axes characterized by strong spin relaxation. These
hot spots should be contrasted with the spin hot spots appearing in the bulk system
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along the same directions at the edge of the Brillouin zone [17, 70]. The origin of
the hot spots in thin films lies in the unprimed subband degeneracy which effectively
projects the bulk spin hot spots from the edge of the Brillouin zone to the center of
the 2D Brillouin zone.

Shear strain lifts the degeneracy between the unprimed subbands [111]. The energy
splitting between the otherwise equivalent unprimed subbands removes the origin of
the spin hot spots in a confined electron system in silicon, which substantially improves
the spin lifetime in gated silicon systems. Thus, shear strain applying to thin silicon
films reduces the spin relaxation.

Spin field-effect transistors (SpinFETs) are promising candidates for future integrated
microelectronic circuits. A SpinFET is composed of two ferromagnetic contacts (source
and drain), which sandwich a semiconductor channel. Current modulation is achieved
by electrically tuning the gate voltage dependent strength of the spin-orbit interaction
in the semiconductor region. A study of the transport properties of the Datta–Das
spin field-effect transistor is needed to make more reliable predictions on operation
regime for such devices.
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3 Outline of the Thesis

Following the introduction and motivation described above, the concrete structure of
the thesis is outlined as follows.

Chapter 4 provides an introduction to the band structure calculations. Principles of
the cellular and the variational methods are described. Then the k·p method and the
mechanisms of the spin relaxation in semiconductors are presented.

Chapter 5 starts from the two-band k·p Hamiltonian with shear strain and spin prop-
erly included. The presented Hamiltonian is then rotated and a semi-analytical wave
function calculation procedure is shown. The analytical solution is compared against
numerically calculated results. The wave functions and the valley splitting is then in-
vestigated for different film thicknesses, values of the in-plane wave vector, and shear
strain.

Chapter 6 presents a surface roughness matrix elements calculation procedure and
investigates intrasubband and intersubband matrix elements. Then the model for mo-
mentum relaxation time for surface roughness limited and phonon induced momentum
scattering rates is described. Afterwards the results for mobility and momentum re-
laxation time are provided.

Chapter 7 starts from the surface roughness limited spin relaxation matrix elements
calculation and the origin of hot spots are disclosed. Then spin lifetime due to intraval-
ley, intervalley scattering between equivalent and non-equivalent valleys, and surface
roughness spin relaxation is calculated. The inclusion of zero-strain valley splitting is
performed by considering the valley coupling through the Γ-point.

Chapter 8 shows the three-layer Datta-Das spin field effect transistor (SpinFET) model
and presents the results of tunneling magnetoresistance oscillations for the SpinFET
with silicon and InAs channels.
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4 Band Structure Calculations

The electron’s transport peculiarities determine the performance of most modern de-
vices. In order to describe these peculiarities the band structure must be known. In
other words the dependence of electron energy on wave vector k in different electron
bands n, En(k) and relative positions of one band to another are decisive. Current
level of technologies makes it possible to change the band structure of a material
purposefully to achieve certain characteristics.

The energy spectrum of an electron in a crystal is determined by the Schrödinger
equation �

−
�
2

m0

∇2 + U(r)

�
Ψ(r) = EΨ(r), (4.1)

where U(r) is the periodic crystal potential and m0 is the electron rest mass.

To find the eigenfunctions and the eigenvalues of Equation 4.1 the two following task
should be solved – determine the periodic potential and solve Equation 4.1 for the
determined potential. Unfortunately the exact solution requires significant calculation
recourses, thus approximate methods come into play. The task of finding the right
kind of periodic potential for a given problem, is the most important part to obtain
the correct solution. The second part of the solution is much more investigated. There
are several methods available that allow to calculate the energy spectrum in metals
and semiconductors with sufficient accuracy to reproduce experimental results.

The general idea behind most of the developed methods to solve Equation 4.1 is that
every solution can be expanded in an infinite series by using a complete basis satisfying
the same boundary conditions as the solution.

Ψ(r) =
∞"
i=1

ciΨi(r). (4.2)

The approximate solution can be obtained by taking a finite number of terms in the
expansion. Functions Ψ1, Ψ2, Ψ3,· · · , Ψn are chosen to satisfy the boundary conditions.
The following linear combination is taken for approximation

Ψ(r) ≈
n"

i=1

ciΨi(r). (4.3)
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tial U(r). This periodicity makes it possible to restrict the task of finding eigenvalues
and eigenfunctions to one primitive cell – the Wigner-Seitz cell. The Wigner-Seitz
cell has a polyhedron shape that is limited by planes perpendicular to and passing
through the midpoint of a line connected to an lattice point in the middle of the cell
and its neighbors. Thus, the Wigner-Seitz cell built for an atom covers a region of
space that is closer to the current atom than to the others. Such cells fill all the area
(for two dimensional) or the volume (for 3D) of a crystal therefore it is enough to find
a solution of Equation 4.1 in such a cell. The boundary conditions are the following

Ψk(rσ) = eiknΨk(r), (4.5)

∂Ψk(rσ)

∂rn
= −eikn

Ψk(r)

∂rn
, (4.6)

where r and rσ are location vectors of conjugate points on the surface of the Wigner-
Seitz’s polyhedron, n is the translation vector connecting these points or cell’s centers,
∂Ψk(rσ)

∂rn
and

Ψk(r)

∂rn
are normal derivatives at the point rσ and r, respectively, rn is

the outer normal for the surface of polyhedron.

Equation 4.5 is the condition for periodicity. The Solution on the edge of the cell
can be found by multiplying the solution at the opposite edge by the factor eikn.
Equation 4.6 ensures solutions continuity and smoothness at the boundary of a cell.

The solution of the Schrödinger equation is sought in the form of a linear superposition
of self-consistent atomic wave functions and radial functions. Such a representation of a
wave function is valid under the assumption that the crystal potential in the small area
around an atom inside each cell is symmetric. Wave function expansion coefficients are
chosen in such a way that they meet the boundary conditions for the finite number of
points at the surface of the cell. The described method has one considerable obstacle.
Since the Wigner-Seitz cell usually has a complicated structure the use of boundary
conditions in a direct way is almost impossible. Therefore, a simplified approach was
developed. For this approach the boundary conditions are only being required to be
satisfied in the middle of the edges. The results were not very precise, however, they
were good qualitatively. Attempts to improve the results by including more points
made the solution more complicated without significant improvement of the precision.
To avoid the difficulties caused by the boundary conditions the simplest approximation
can be applied. In this case a polyhedron is replaced by a sphere of the same volume

Ω =
4

3
πr3s , (4.7)

where rs is the radius of Wigner-Seitz sphere.

The boundary conditions are then simplified to requirements for the wave function
and its derivative continuity on the boundary of the sphere. Under these boundary
conditions the solution is considerably simplified. However, such an approximation
can not describe any state of a crystal. These conditions are only good enough for
s-type states.
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4.2 Variational Methods

Variational methods reduce the solution of the differential equation (4.1) to the vari-
ational problem of the minimization of the functional Λ

δΛ = 0. (4.8)

By substituting Equation 4.3 into Equation 4.1 and then multiplying by the com-
plex conjugate wave function and integrating over the crystal volume one can get the
following system of algebraic equations

n"
i=1

(Hji − ESji) ci = 0 j = 1, 2, · · · , n, (4.9)

where Hji and Sji are written as

Hji =

�
Ψ∗

jHΨidr, (4.10)

Sji =

�
Ψ∗

jΨidr. (4.11)

Here Sji �= δji since the functions Ψi and Ψj are not necessary orthonormal.

The system of equations (4.9) has a non-trivial solution only if determinant is equal
to zero

det |Hji − ESji| = 0. (4.12)

The characteristic equation (4.12) allows to find the eigenvalues, and then the eigen-
functions can be found by using Equation 4.9. Equation 4.12 has n solutions on E.
The smallest solution is approximately equal to the energy of the lowest state. The
higher solutions give energies of excited states. In general the quality of the solution
at higher energies is worse than the lowest solution. The task of finding the eigen-
vectors and the eigenfunctions for Equation 4.1 by taking into account the boundary
conditions Equation 4.5 and Equation 4.6 then can be reduced to a variational task
of minimizing of functional

Λ[Ψ,Ψ∗, E] =

�
Ψ∗ (H− E)Ψdr, (4.13)

where functions Ψ satisfy the boundary conditions.

A specific form of the characteristic equation (4.12) depends on the form of the func-
tional (4.13), probe wave functions and boundary conditions. The order of the equation
is determined by number of parameters ci, which is determined by number of basis
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Figure 4.2: Atomic wave.

Figure 4.3: Plane wave.

functions Ψi that is used to get a good approximation of Ψ. Thus, the quality of the
approximation depends on a good choice of probe functions Ψi.

The described approach is general and in order to solve the Schrödinger equation for a
real crystal by a composition of wave functions consisting only of plane waves or only
of atomic waves not quite satisfactory from a physical point of view.

Actually, low lying bands are fully filled and described by wave functions that oscillate
near the atom (Figure 4.2), while valence bands are characterized by wave functions
equally distributed over the crystal (Figure 4.3). For the first case methods based on
atomic waves are suitable to find a good solution for the equation. For the second case
an approximation based on plane waves for the practically free electrons is suitable.
The most interesting area for practical tasks is the intermediate region of the electron’s
energy spectrum - for semiconductors it is the conduction and the valence bands.

A lot of efforts were taken to create a procedure for constructing basic wave functions
that take into account both tendencies. An important point here is to build a procedure
that allows to calculate wave functions in the most efficient (in the terms of numerical
costs) way. The methods differ in the probe wave functions they are using.

All methods for the band structure calculation can be distinguished by the way the
potential is built. Self-consistent methods use only atomic constants as parameters.
Empirical methods use experimental data to get the best fit of the theoretical results
in comparison to the experiments. Pure theoretical predictions of the band structure
can be made only from self-consistent methods. The inconsistency of these predictions
with regard to experimental results is a consequence of the approximations that are
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used for the calculations. The weakness of the empirical methods is their dependence
on the parameters that are determined from experimental data.

Currently, all methods show approximately equal accuracy for energies below 0.5eV.
Thus, the band structures obtained for energies below 0.5eV may be considered as
correctly reproduced.

4.3 The k·p Method

The method was first introduced by Seitz in 1935 [104], then it was extended by Lut-
tinger [73], Kane [61] and Cardona [16]. As it was discussed earlier the eigenfunctions
for one electron approximation for the Schrödinger equation

HΨ =

�
p2

2m0

+ U(r)

�
Ψ = EΨ, (4.14)

are the Bloch functions

Ψ = eikrunk(r), (4.15)

where p = −i�∇ is the operator of the electron momentum, n is the band index, m0

is the electron rest mass, and the wave vector k is limited by the first Brillouin zone.
By inserting Equation 4.15 to Equation 4.14 one gets

Hkunk(r) =

�
p2

2m0

+
�

m0

kp+ U(r)

�
unk(r) = En(k)unk(r). (4.16)

The term
�

m0

kp of Equation 4.16 is absent in Equation 4.14. This term can be

considered as a perturbation. Thus, the term is called kp-perturbation.

The solution of Equation 4.16 is sought as an expansion ukn in a complete set of
functions. For a fixed k the set of ukn can be expanded as

ukn(r) =
"
n′

Ann′(k− k0)un′k0
(r). (4.17)

By isolating some part Hk0
from Hk, Equation 4.16 can be written in the following

form �
Hk0

+
�

m0

(k− k0,p) +
�
2(k2 − k2

0)

2m0

�
unk(r) = En(k)unk(r), (4.18)

where

Hk0
=

p2

2m0

+
�

m0

k0p+
�
2k2

0

2m0

+ U(r). (4.19)
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By substituting Equation 4.17 into Equation 4.18, multiplying by u∗
nk0

, and integrating
over the elementary cell one can get the following system of equations

"
n′

��
En(k0) +

�
2

2m0

(k2 − k2
0)

�
δnn′ +

+
�

m0

(k− k0,pnn′(k0))

�
Ann′ = En(k)Ann′ ,

(4.20)

where

pnn′(k0) = �unk0
|p|un′k0

� =

�
Ω0

u∗
nk0

pun′k0
dr (4.21)

is the matrix element of momentum operator for the point k = k0. It is taken into
account that functions u are orthogonal and normalized inside elementary cell�

Ω0

u∗
nk0

un′k0
dr = δnn′ . (4.22)

The system of equations (4.20) is solvable if the following determinant is zero

det

$$$$
�
En(k0)− En(k) +

�
2

2m0

(k2 − k2
0)

�
δnn′ +

�

m0

(k− k0,pnn′(k0))

$$$$ = 0. (4.23)

The secular equation (4.23) is used to find the eigenvalues En(k). To find out the
dependencies of En(k), energies and matrix elements for all bands should be known
for some k = k0. These values are usually obtained from experimental data.Pollak and
Cordona [16] calculated En(k) by using the k·p method for a number of semiconductors
(Si, Ge, GaAs, GaP , InP ).

4.4 Perturbation Theory

Frequently an exact solution of the Schrödinger equation can not be found. For a
Hamiltonian that can be divided into two parts in such way that one part is much
bigger than the other part a perturbation theory can be applied in order to find a
solution. Consider the following Hamiltonian

H = H0 + V. (4.24)

Here V is a small correction to the unperturbated Hamiltonian H0. The task that the
perturbation theory fulfills is to find approximate solutions for the eigenenergies E
and the eigenfunctions Ψ of the following equation

HΨ = (H0 + V )Ψ = EΨ, (4.25)
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4 Band Structure Calculations

provided that the eigenvectors E(0) and the eigenfunctions Ψ(0) for the unperturbated
Hamiltonian are known, the eigenfunctions Ψn in the second order of approximation
can be determined as

Ψn = Ψ(0)
n +Ψ(1)

n +Ψ(2)
n , (4.26)

where Ψ(1)
n and Ψ(2)

n are the first and the second order correction of the eigenfunction
written as [137]

Ψ(1)
n =

"
m
=n

Vmn

E
(0)
n − E

(0)
m

Ψ(0)
m , (4.27)

Ψ(2)
n =

"
m
=n


− VnnVmn�

E
(0)
n − E

(0)
m

�2 +
"
k 
=n

VmkVkn�
E

(0)
n − E

(0)
m

��
E

(0)
n − E

(0)
k

�

Ψ(0)

m , (4.28)

with

Vmn =

�
Ψ(0)

n VΨ(0)
m dq, (4.29)

where V defined as an perturbation operator.

The eigenenergies En in the second order of approximation are written as

En = E(0)
n + E(1)

n + E(2)
n , (4.30)

with the first (E(1)
n ) and the second (E(1)

n ) order corrections written as

E(1)
n = Vnn =

�
Ψ(0)

n VΨ(0)
n dq. (4.31)

E(2)
n =

"
m
=n

|Vmn|
2

E
(0)
n − E

(0)
m

. (4.32)

The condition under which the perturbation theory is applicable is

|Vmn| ≪
$$E(0)

n − E(0)
m

$$ . (4.33)

Namely matrix elements of the perturbation should be much smaller than the difference
between the unperturbated energy levels.

However, even though the k·p method is valid for all values k, this method is most
useful for the calculation of the energy spectrum in the vicinity of the high symmetry

13



4 Band Structure Calculations

point k0. If k− k0 is small enough then operator
�

m0

(k− k0,p) +
�
2(k2 − k2

0)

2m0

in

Equation 4.18 can be considered as a small perturbation to Hk0
and

�

m0

(k− k0,pnn′) +
�
2(k2 − k2

0)

2m0

(4.34)

are a small correction to the energy En(k0).

By applying the perturbation theory to the equation for the energy close to the k0

point it can be written

En(k) = En(k0) +
�
2

2

3"
α,β=1

�
1

mα,β

�
n

(kα − k0α)(kβ − k0β), (4.35)

where
1

mα,β

are the components of the inverse effective mass tensor.

4.5 Effective Mass

Consider a free electron that has rest mass m0 in a uniform electric field EE . The force
acting on the electron is

EF = −|e|EE . (4.36)

The force is directed against the field EE and related to the electron acceleration by the
following expression

Ea =
1

m0

EF =
|e|EE

m0

. (4.37)

By taking into account the expressions for the velocity Ev and the impulse derivative

over time
dEp

dt
for an electron in a crystal in a uniform electric field

Ev =
dE

dEp
, (4.38)

dEp

dt
= EF , (4.39)

acceleration can be rewritten as

Ea =
dEv

dt
=

∂Ev

∂Ep

∂Ep

∂t
=

∂2E

∂Ep 2
EF . (4.40)
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By generalizing Equation 4.40 for the three-dimensional case one gets

ax =
∂2E

∂p2x
Fx +

∂2E

∂px∂py
Fy +

∂2E

∂px∂pz
Fz,

ay =
∂2E

∂px∂py
Fx +

∂2E

∂p2y
Fy +

∂2E

∂px∂pz
Fz,

az =
∂2E

∂px∂pz
Fx +

∂2E

∂py∂pz
Fy +

∂2E

∂p2z
Fz.

(4.41)

The set of values
∂2E

∂pi∂pj
=

1

mij

, that connected acceleration and force are the second

rank tensor

m−1 =




∂2E

∂p2x

∂2E

∂px∂py

∂2E

∂px∂pz
∂2E

∂px∂py

∂2E

∂p2y

∂2E

∂px∂pz
∂2E

∂px∂pz

∂2E

∂py∂pz

∂2E

∂p2z



=


 m−1

xx m−1
xy m−1

xz

m−1
yx m−1

yy m−1
yz

m−1
zx m−1

zy m−1
zz


 . (4.42)

The tensor in Equation 4.42 is called inverse effective mass tensor.

4.6 Spin-Orbit Interaction

4.6.1 Spin

Otto Stern and Walther Gerlach showed in 1922 that a beam of silver atoms directed
through an inhomogeneous magnetic field would be forced into two beams [40]. This
was consistent with the prediction of an intrinsic angular momentum and a magnetic
moment by individual electrons. Classically this can be explained if the electron were
a spinning ball of charge, and this property was called electron spin. This experiment
confirmed the quantization of the electron spin into two orientations and made a major
contribution to the development of the quantum theory of the atom.

The Schrödinger equation for a hydrogen atom is written as�
p2

2m0

+ U(r)

�
Ψ = EΨ, (4.43)

where H =
p2

2m
+U is the Hamiltonian, p = −i�∇ is the momentum operator, U(r) =

−|e|2/r is the potential energy, m0 is the electron mass, |e| is the electron charge, Ψ(r)
is the wave function (the square of the wave function determines probability to find the
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electron in the volume dV ), E is the electron energy. The solution of Equation 4.43
leads to three integer quantum numbers appear - n, l, ml. These numbers determine
the eigenfunction for Equation 4.43 that describes the probability for an electron
position on atom. By taking into account the spin properties of the electron the fourth
quantum number ms appears. The spin magnetic quantum number ms characterizes
the spin angular momentum of the electron projection. In experiments it was shown
that the electrons’ spin can have only two opposite projections on a fixed axis. For the
electron, ms can have only two values +1/2 and −1/2. Usually this axis is chosen as
Z-axis. One of the spin orientations is parallel to the Z-axis and another is antiparallel
to the chosen axis. Thus, the two spin states are postulated as |↑� and |↓�. For the
spin the following orthogonal eigenstates are introduced

|↑� →

�
1
0

�
, (4.44)

|↓� →

�
0
1

�
. (4.45)

The spin operator s =
1

2
(xσx + yσy + zσz) is described by the following Pauli matri-

ces

σx =

�
0 1
1 0

�
, (4.46)

σy =

�
0 −i
i 0

�
, (4.47)

σz =

�
1 0
0 −1

�
. (4.48)

4.6.2 Spin-Orbit Hamiltonian

An electron feels an atomic magnetic field while moving in a crystal. This field acts
on the spin of the electron. The following Hamiltonian describes this impact

HSO =
1

4m2c2
p [Eσ × (∇V (x))] . (4.49)

Here m is the free electron mass, c is the speed of the light in vacuum, Eσ = (σx, σy, σz) is
the Pauli matrices, V (x) is the periodic potential, p is the momentum of the electron,
and ∇V (x) /|e| is the electron felt electric field.
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Figure 4.4: Sketch of Elliott-Yafet spin relaxation mechanism.

4.6.3 Spin Relaxation in Semiconductors

Spin relaxation is the process characterizing the non-equilibrium spin vanishing. There
are different mechanisms responsible for the spin relaxation: spin-orbital (Elliot-Yafet,
D’yakonov-Perel’), electron-hole exchange interaction(Bir-Aronov-Pikus), and hyper-
fine interaction.

The Elliott-Yafet mechanism was proposed by Elliott [27] and Yafet [130]. The mech-
anism is important for small gap semiconductors with large spin-orbit splitting [10].
In electronic band structures the spin-up and the spin-down states are mixed by spin-
orbit interaction [27]

Ψkn↑(r) = (akn(r)| ↑�+ bkn(r)| ↓�) e
ikr, (4.50)

Ψkn↓(r) =
�
a∗−kn(r)| ↓� − b∗−kn(r)| ↑�

�
eikr. (4.51)

The spin-up state contains spin-down and the spin-down state also contains a contribu-
tion from spin-up. However, the spin mixing is usually very small thus |bkn| ≪ |akn|.
In the presence of such mixing spin relaxation events can be caused by any spin-
independent scattering. In the absence of scattering events the spin state is conserved.
This process is called the Elliott process. The Yafet process is due to a spin-orbit in-
teraction in which the spin-orbit coupling of the conduction electrons to the lattice
potential can be modulated by lattice vibrations. This leads to an interaction in which
the spin of the electron is coupled to the quantum of the lattice vibrations (phonon).

The D’yakonov-Perel’ relaxation mechanism [25] is an important spin-flip mechanism
for conduction electrons. In semiconductor nanostructures without inversion sym-
metry there exists an effective spin-orbit contribution equivalent to a k-dependent
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Figure 4.5: Sketch of D’yakonov-Perel’ spin relaxation mechanism.

effective magnetic field

HSO =
1

2
EΩ(k)σ, (4.52)

where EΩ(k) is the spin precession frequency. The spin of moving electrons precess
due to the effective magnetic field until scattering occurs. After the scattering event
the precession starts again but with a different EΩ(k). At the scattering event the
momentum k changes randomly, hence spin precesses randomly after the scattering
event. This relaxation has a notable feature - stronger momentum scattering leads to
a longer spin lifetime. The D’yakonov-Perel’ mechanism was found to be dominated
in Si quantum well structures but at low temperatures [31, 128].

The Bir-Aronov-Pikus mechanism [8] describes the electron-hole exchange scattering
that can lead to the electron spin relaxation in p-type semiconductors. Fluctuations in
the effective hole concentration, due to different effective mass, produce a fluctuating
effective magnetic field generated by the total spin of holes. This induces a precession
of the electron spin around an instantaneous axis, analogously to the D’yakonov-Perel’
mechanism.

The forth mechanism responsible for the spin relaxation is hyperfine interaction. Hy-
perfine interaction is the magnetic interaction between the magnetic moments of elec-
tron and nuclei. This interaction is too small to cause effective spin relaxation of free
electrons in bulk semiconductor [90, 136].
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5 Effective k·p Hamiltonian

In this chapter the effective k·p Hamiltonian with shear strain and properly included
spin-orbit interaction is introduced. The wave functions and the valley splitting is
investigated for different parameters.

5.1 Relaxed Silicon Structure

Silicon has a diamond lattice structure (Figure 5.1). The diamond lattice is of a
face centered cubic Bravais lattice which contains two identical atoms per unit cell.
The distance between the two atoms is equals to one quarter of the diagonal of the
cube. The first Brillouin zone is sketched in Figure 5.2. It has the shape of a truncated
octahedron and can be visualized with eight hexagonal faces and six square faces (Fig-
ure 5.2). The following symmetry points are shown: Γ the point in the center of the
zone (origin of k space), X - the point in the middle of square faces, L - the point
in the middle of hexagonal faces, and K - the point in the middle of the edge shared
by two adjacent hexagons. The directions are: Δ - the axis connecting the Γ and X

Figure 5.1: Sketch of the diamond crystal lattice.
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5 Effective k·p Hamiltonian

where H1, H2, and H3 are written as

H1 =




�
2k2

z

2ml

+
�
2
�
k2
x + k2

y

�
2mt

−
�
2k0kz
ml

+ U(z) 0

0
�
2k2

z

2ml

+
�
2
�
k2
x + k2

y

�
2mt

−
�
2k0kz
ml

+ U(z)


, (5.2)

H2 =




�
2k2

z

2ml

+
�
2
�
k2
x + k2

y

�
2mt

+
�
2k0kz
ml

+ U(z) 0

0
�
2k2

z

2ml

+
�
2
�
k2
x + k2

y

�
2mt

+
�
2k0kz
ml

+ U(z)


, (5.3)

H3 =


 Dεxy −

�
2kxky
M

(ky − kxi)ΔSO

(−ky − kxi)ΔSO Dεxy −
�
2kxky
M


 . (5.4)

Here, εxy denotes the shear strain component, M−1 ≈ m−1
t −m−1

0 , D=14eV is the
shear strain deformation potential, mt and ml are the transversal and the longitudinal
silicon effective masses, k0=0.15×2π/a is the position of the valley minimum relative
to the X point in unstrained silicon, and U(z) is the confinement potential.

The spin-orbit term τy ⊗ΔSO(kxσx − kyσy) with [70]

ΔSO =
�
2

2m3
0c

2

$$$$$
"
n

�X1|pj|n��n|[∇V × p]j|X2′�

En − EX

$$$$$ , (5.5)

couples the states with the opposite spin projections from the opposite valleys. In the
perturbation theory expression for ΔSO En is the energy of the n-th band at the X
point, EX is the energy of the two lowest conduction bands X1 and X2′ degenerate at
the X point, p is the momentum operator, V is the bulk crystal potential, σx, σy, and
σz are the spin Pauli matrices, τy is the y-Pauli matrix in the valley degree of freedom
and c is the speed of light.

In the presence of strain and confinement the four-fold degeneracy of the n-th unprimed
subband is partly lifted by forming an n+ and n− subladder (the valley splitting),
however, the degeneracy of the eigenstates with the opposite spin projections n± ⇑�
and n± ⇓� within each subladder is preserved. | ⇑� is the superposition of the spin-up
and the spin-down eigenstates, | ⇓� is the superposition of the spin-down and the
spin-up eigenstates.

The degenerate states are chosen to satisfy

�⇑ n± |f |n± ⇓� = 0, (5.6)

with the operator defined as [137]

f = cos (θ) σz + sin (θ) (cos (ϕ) σx + sin(ϕ )σy) , (5.7)
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Figure 5.3: Empirical pseudopotential calculations of the spin-orbit interaction strength by
evaluating the gap opening at the X-point between X1 and X2′ for finite kx.

where θ is the polar ϕ and is the azimuth angle defining the orientation of the injected
spin. In general, the expectation value of the operator f computed between the spin
up and down states from different subladders is non-zero, when the effective magnetic
field direction due to the spin-orbit interaction is different from the injected spin
quantization axis

f̄ = �⇑ n± |f |n∓ ⇓� �= 0. (5.8)

For a zero value of the confinement potential the energy dispersion of the lowest
conduction bands is given by

E(k) =
�
2k2

z

2ml

+
�
2
�
k2
x + k2

y

�
2mt

±

��
�2kzk0
ml

�2

+

�
Dεxy −

�2kxky
M

�2

+Δ2
SO

�
k2
x + k2

y

�
.

(5.9)

This expression generalizes the corresponding dispersion relation from [70] by including
shear strain.
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In order to evaluate the strength ΔSO of the effective spin-orbit interaction Equa-
tion 5.9 is used. Close to the X point in the unstrained sample the gap between the
X1 and X2′ conduction bands can be opened by ΔSO alone if one evaluates the dis-
persion for kx �= 0 but ky = kz = 0. The band splitting along the x-axis is then equal
to the 2 |ΔSOkx|. The empirical pseudopotential method (EPM) [111], [117] is used to
obtain the splitting numerically. The result is shown in Figure 5.3. The dependence
on kx is indeed linear at small values of kx. By fitting this dependence with a linear
function (shown in Figure 5.3) at small kx the value ΔSO = 1.27meVnm is found which
is close to the one reported in [70].

5.3 Analytical Wave Function Calculation

To find the wave functions in a analytical manner, the Hamiltonian (5.1) is ro-
tated by means of the following unitary transformation. The four basis functions
X1↑, X1↓, X2′↑, X2′↓ for the two [001] valleys with spin up, spin down are transformed

by (5.10-5.17) with tan (Θ) =
ΔSO

�
k2
x + k2

y

Dεxy −
�
2kxky
M

. The transformation decouples the spins

with opposite direction in different valleys.

Ψ1 =
1

2

��
X1↑ +X ′

2↑

�
+
�
X1↓ +X ′

2↓

� kx − iky 
k2
x + k2

y



, (5.10)

Ψ2 =
1

2

��
X1↑ +X ′

2↑

�
−
�
X1↓ +X ′

2↓

� kx − iky 
k2
x + k2

y



, (5.11)

Ψ3 =
1

2

��
X1↑ −X ′

2↑

�
+
�
X1↓ −X ′

2↓

� kx − iky 
k2
x + k2

y



, (5.12)

Ψ4 =
1

2

��
X1↑ −X ′

2↑

�
−
�
X1↓ −X ′

2↓

� kx − iky 
k2
x + k2

y



, (5.13)

X1 = Ψ1 cos

�
Θ

2

�
− iΨ3 sin

�
Θ

2

�
, (5.14)

X2 = Ψ2 cos

�
Θ

2

�
+ iΨ4 sin

�
Θ

2

�
, (5.15)
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X3 = Ψ3 cos

�
Θ

2

�
− iΨ1 sin

�
Θ

2

�
, (5.16)

X4 = Ψ4 cos

�
Θ

2

�
+ iΨ2 sin

�
Θ

2

�
. (5.17)

The Hamiltonian (5.1) can now be cast into a form in which spins with opposite
orientation in different valleys are independent

H =

�
H1 H3

H3 H2

�
, (5.18)

H1, H2, and H3 are written as

H1 =




�
2kz
2ml

+
�
2
�
k2
x + k2

y

�
2mt

− δ + U(z) 0

0
�
2kz
2ml

+
�
2
�
k2
x + k2

y

�
2mt

− δ + U(z)


 (5.19)

H2 =




�
2kz
2ml

+
�
2
�
k2
x + k2

y

�
2mt

+ δ + U(z) 0

0
�
2kz
2ml

+
�
2
�
k2
x + k2

y

�
2mt

+ δ + U(z)


 (5.20)

H3 =




�
2k0kz
ml

0

0
�
2k0kz
ml


 (5.21)

with δ =

��
Dεxy −

�2kxky
M

�2

+Δ2
SO

�
k2
x + k2

y

�
.

Following [111] the wave functions are found analytically in the same manner as for
the two band k·p Hamiltonian written in the vicinity of the X-point of the Brillouin
zone for silicon films under uniaxial strain.

5.4 Validation of the Analytical Solution

In order to validate the Hamiltonian the analytical results are compared to other
approaches. For instance, Figure 5.4 shows the splitting between the lowest unprimed
electron subbands as a function of the wave vector k taken along [110] and [-110]
directions in a confined system. The results computed by the linear combination of
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Figure 5.6: Subband splitting for a film thickness of 4nm for kx=0.25nm−1 and
ky=0.25nm−1 as a function of shear strain.

bulk bands (LCBB) method [30] and the perturbative k·p approach are shown. For
the [-110] direction the dependence is smooth without any sharp features. For the
curves calculated along [110] direction a sharp decrease of the splitting is observed.
Although the positions of the minima calculated by the k·p and by the LCBB methods
do not match completely, the agreement is quite spectacular.

The valley splitting in a quantum well as a function of the well width is shown in
Figure 5.5. The in-plane wave vector k along the [110] direction is chosen. The results
for the wave vectors with the components kx=0.1nm−1, ky=0.1nm−1 and kx=1nm−1,
ky=1nm−1 are shown for convenience. As predicted [38, 118], the valley splitting
develops sharp minima for small values of k. For larger k the valley splitting computed
with the k·p method decays monotonically when the film thickness is increased. The
results obtained by the LCBB methods are in good agreement with those obtained by
the k·p approach.

Finally, the analytical solution is compared to the numerical [7]. Figure 5.6 demon-
strates an excellent agreement between the analytical and the numerically obtained
results for a silicon film of 4nm thickness for kx=0.25nm−1 and ky=0.25nm−1. For the
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Figure 5.7: Compare calculated wave functions with envelope function.

numerical calculations a barrier of 10eV height has been assumed.

5.5 Numerical Wave Functions Calculation

The eigenvector for the Hamiltonian (Equation 5.18) for the lowest subband is a four-
component vector. For k = 0 spin-up and spin-down states are eigenstates, i.e. spin-up
wave-function does not contain any spin-down states and vice versa. For kx �= 0 or
ky �= 0 the spin-orbit term does not vanish, thus, two eigenstates are mixed. Therefore,
the four-component wave function for spin-up electron contains a finite but small part
of the spin-down state. Figure 5.7 shows the small spin-down component of the spin-up
wave-function in a valley along [001] direction. The wave functions is quite accurately
described by its envelope function times the phase factor eik0z+φ, where φ is the wave
functions phase.

Figure 5.8 and Figure 5.9 show the majority and the minority components of the
spin-up wave function for different shear strain values. The absolute value of the
small part of the wave function shown in Figure 5.8 significantly decreases with strain
applied. The derivative at the interface also becomes smaller for the strain value of 1%
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Figure 5.8: Wave functions for different shear strain values. The small part of the four-
component wave function is shown.
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Figure 5.9: Wave functions for different shear strain values. The big part of the four-
component wave function is shown.
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Figure 5.10: Dependence of the overlap of wave functions between the two lowest conduc-
tion subbands on the spin injection direction for kx=0.1nm−1, ky=0.1nm−1,
the shear strain value is 0%.

compared to the unstrained wave function. The absolute value of the big component
of the wave function shown in Figure 5.9 changes insignificantly.

The decrease of the spin-down component in the spin-up wave function leads to a
decrease of the Elliott contribution (Equation 4.50) to the spin relaxation.

5.6 Overlap Calculation

Figure 5.10, Figure 5.11, and Figure 5.12 show the dependence of f̄ (Equation 5.8)
on the orientation of the injected spin for kx = 0.1nm−1, ky = 0.1nm−1 for different
values of shear strain. The absolute value of the overlap f̄ characterizes the strength
of the spin up/down states mixing caused by the spin-orbit interaction. The spin
mixing significantly decreases with shear strain increased in the whole range of spin
orientations.
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Figure 5.11: Same as Figure 5.10 for the shear strain 0.1%

Figure 5.12: Same as Figure 5.10 for the shear strain 1%
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Figure 5.13: Splitting between the lowest unprimed electron subbands as a function of the
conduction band offset at the interface for different thicknesses for εxy=0,
kx=0.1nm−1 and ky=0.1nm−1.

5.7 Valley Splitting

In this section the value of the energy splitting between the subbands with the same
quantum number n but from different subsets n+ and n− as a function of the conduc-
tion band offset at the interface and for different values of the quantum well thickness is
investigated. It is assumed that the spin is injected along the z-direction and the com-
ponents of the wave vector k are kx=0.1nm−1 and ky=0.1nm−1. Figure 5.13 shows the
subband splitting for three different values of the film width, namely 1.36nm, 3.3nm,
and 6.5nm.

The Schrödinger differential equation, with the confinement potential appropriately
added in the Hamiltonian (5.1), is solved using efficient numerical algorithms available
through the Vienna Schrödinger-Poisson framework (VSP) [7, 62].

Figure 5.13 demonstrates a complicated behavior which strongly depends on the
thickness value, in contrast to the valley splitting theory in SiGe/Si/SiGe quantum
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Figure 5.14: Valley splitting as a function of the conduction band offset for a film thickness
of 3.3nm for kx=0.1nm−1 and ky=0.1nm−1 and different shear strain values.

wells [38], which predicts that in the case of a symmetric square well without an elec-
tric field the valley splitting is simply inversely proportional to the conduction band
offset ΔEC at the interfaces. Figure 5.13 shows that for the quantum well of 1.36nm
width the splitting first increases but later saturates. For the quantum well of 3.3nm
width a significant reduction of the valley splitting around the conduction band offset
value 1.5eV is observed. A further increase of the conduction band offset leads to an
increase of the subband splitting value. For the quantum well of 3.3nm thickness the
valley splitting saturates at about 0.17meV.

For the quantum well of 6.5nm width a significant reduction of the valley splitting
is observed around the conduction band offset value of 0.2eV. The subband splitting
saturates at a value of 0.04meV. Although for the values of the conduction band
offset smaller than 4eV the valley splitting depends on ΔEC , for larger values of the
conduction band offset it saturates.

The valley splitting dependence on strain as a function of the conduction band offset for
the film of 3.3nm thickness is shown in Figure 5.14. Without shear strain the valley
splitting is significantly reduced around the conduction band offset value of 1.5eV.
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Figure 5.15: Dependence of the valley splitting on the conduction band offset at the inter-
face for different values of the electric field, the shear strain value is 0.125%,
and the quantum well width is 3.3nm.

For the shear strain value of 0.25% and 0.5% the sharp reduction of the conduction
subbands splitting shifts to a smaller value of ΔEC . However, the region of significant
reduction is preserved even for the large shear strain value of 0.5%. The value of
the valley splitting at saturation for large shear strain is considerably enhanced as
compared to the unstrained case.

The influence of the effective electric field on the region of sharp splitting reduction is
demonstrated in Figure 5.15. With the electric field applied the reduction in the region
of interest around the conduction band offset value 1.5eV becomes smoother. However,
for values of the conduction band offset smaller than 1.5eV the reduction of the valley
splitting is still observed. For the values larger than 1.5eV the subband splitting
slightly increases and then saturates. For the electric field value of 0.05MV/cm the
saturation value of the valley splitting is almost equal to the saturated valley splitting
value without electric field. For the stronger electric field of 0.5MV/cm the valley
splitting reduction vanishes completely and the splitting becomes almost independent
of the conduction band offset.
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Figure 5.16: Splitting of the lowest unprimed electron subbands as a function of the silicon
film thickness for several values of the band offset at the interface, the shear
strain value is 0.05%, kx=0.1nm−1, ky=0.2nm−1.

The splitting of the lowest unprimed electron subbands as a function of the silicon film
thickness for several values of the conduction band offset at the interfaces is shown in
Figure 5.16. The valley splitting oscillates with increasing film thickness. According
to the theory [9], the equation for the valley splitting in an infinite potential square
well is generalized including the spin-orbit coupling as [111,124]

ΔEC =
2y2nB

k0t
 
(1− y2n − η2) (1− y2n)

×

$$$$$sin
��

1− y2n − η2

1− y2n
k0t

�$$$$$ , (5.22)

with yn, η, and B defined as

yn =
πn

k0t
, (5.23)

η =
mlB

k2
0�

2
(5.24)
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B =

�
Δ2

SO

�
k2
x + k2

y

�
+

�
Dεxy −

�2kxky
M

�2

. (5.25)

Here t is the film thickness. As it was shown earlier the conduction band value of
4eV provides a subband splitting value close to the saturated one. Because (5.22)
is written for an infinite potential square well, a slight discrepancy is observed be-
tween the theoretical curve and the numerically computed curve calculated for the
conduction band offset value 4eV in Figure 5.16. A large value of the conduction band
offset demonstrates a better agreement between the theory and numerically obtained
results.

Following (5.22), the results shown in Figure 5.13 can be understood as a consequence

of vanishing of the

$$$$$sin
��

1− y2n − η2

1− y2n
k0t

�$$$$$ term. Although the conduction band

offset is not included explicitly in the equation for the valley splitting, it can be taken
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Figure 5.18: Intervalley splitting as a function of shear strain for different values of the well
width for kx=0.25nm−1 and ky=0.25nm−1.

into account through an effective film width of a finite potential well as [38]

teff = t+
2

α
, (5.26)

α =

!
2m (ΔEC − E)

�2
, (5.27)

where E is the subband energy. Thus, increasing the potential barrier height leads
to a decrease of the effective film thickness, which then results in the energy splitting
dependence shown in Figure 5.13.

The valley splitting reductions shown in Figure 5.14 are also the result of the oscillating
sine term in (5.22). The small increase of the shear strain leads to a decrease of the�

1− y2n − η2

1− y2n
term. This means that in order to obtain zeros of the sine term for larger

shear strain values the effective quantum well thickness must be larger. A decrease in
the conduction band offset leads precisely to such an increase of the effective thickness.
Thus, the results shown in Figure 5.14 are in very good agreement with theory.
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Figure 5.19: Splitting of the lowest conduction subbands as a function of shear strain for
different values of the electric field, the quantum well thickness is 4nm, the
conduction band offset is 4eV, kx=0.5nm−1, ky=0.1nm−1.

Figure 5.17 shows the dependence of the energy splitting on shear strain for the in-
plane wave vector k components are kx=0.25nm−1 and ky=0.25nm−1. The significant
valley splitting reduction around the strain value 0.145% appears to be independent of
the quantum well width. According to (5.22), the valley splitting is also proportional
to B, and the valley splitting reduction around the shear strain value 0.145% is caused

by vanishing of the Dεxy−
�
2kxky
M

contribution. At this minimum the valley splitting is

determined by the spin-orbit interaction term alone. The other valley splitting minima
in Figure 5.17 depend on the film thickness and are caused by vanishing values of the$$$$$sin

��
1− y2n − η2

1− y2n
k0t

�$$$$$ term.

The valley splitting as a function of the quantum well width for different values of the
effective electric field is shown in Figure 5.18. Without electric field the valley splitting
oscillates as shown in Figure 5.16. With electric field the oscillations are not observed
in thicker films. This is due to the fact that in thick films the subband quantization
is caused by the electric field. Indeed, for thin structures, when the quantization is
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still caused by the second barrier of the quantum well, the shape of the oscillations is
similar to that in the absence of an electric field. According to [38], the condition for
the independence of the valley splitting from the quantum well width is

t3 >
2π2

�
2

mleEfield

(5.28)

For an electric field of 0.05MV/cm the quantum well width must be larger than 6.9nm
in order to observe the valley splitting independent on the quantum well width. This
value is in good agreement with the simulation results shown in Figure 5.18.

Figure 5.19 shows the dependence of the valley splitting on strain. Without electric
field the valley splitting reduces significantly around the strain values 0.116% and
0.931% as shown in Figure 5.19. With electric field applied the minimum around the
strain value 0.931% becomes smoother, however, for a strain value around 0.116% the
sharp reduction of the valley splitting is preserved. For a large electric field the valley
splitting reduction around the value 0.931% vanishes completely.

For the strain value 0.116% the sharp reduction of the valley splitting is still preserved
at a minimum value only slightly affected by the electric field. As follows from (5.22),

for kx=0.5nm−1, ky=0.1nm−1 the strain value 0.116% causes the term Dεxy −
�
2kxky
M

to vanish and minimizes the valley splitting, in good agreement with the first sharp
valley splitting reduction in Figure 5.19. Thus, the valley splitting at this strain
value is solely determined by the spin-orbit interaction term. The second minimum
in the valley splitting around the strain value 0.931% in Figure 5.19 is caused by

vanishing of the

$$$$$sin
��

1− y2n − η2

1− y2n
k0t

�$$$$$ term. The effective electric field alters the

confinement in the well and is therefore able to completely wash out the minimum in
valley splitting due to the sine term. However, in agreement with (5.22), it can only
slightly affect the first minimum due to the shear strain dependent contribution, in
agreement with Figure 5.19.

38



6 Momentum Relaxation and

Mobility Calculations

6.1 Surface Roughness Limited Scattering Matrix

Elements

The interface between Si and SiO2 plays an important role in determining transport
in MOSFETs. Because of non-ideality small perturbations at the interface appear,
that lead to field fluctuations and contribute to the scattering. These fluctuations
are of several atomic layers size due to processing. Surface roughness scattering is
an important relaxation mechanism that is be accounted in MOSFETs simulations.
Ultrathin sandwiched structures, where a thin silicon film is placed between two silicon
oxides, are more sensitive to surface roughness scattering. Thus, the importance of
the surface roughness scattering increases.

Since devices sizes become smaller and the limit of 5nm [39] film thickness after which
the surface roughness starts dominating over all other scattering mechanisms achieved
in near future, understanding the details of that mechanism is needed.

If one assumes a non-degenerate parabolic band dispersion and an infinite barrier at
the silicon-oxide interface the surface roughness scattering matrix elements are propor-
tional to the product of the subband eigenfunction derivatives at the interface [55]

Mi,j(q) =

�
�
2

2ml

dΨi(z)

dz

dΨj(z)

dz

�$$$$$
z = ±

t

2

Δ(q), (6.1)

Here, Δ(q) is the Fourier transform of the random variation of the interface position
with respect to the in-plane r coordinate, q is the wavevector change due to scattering,
Ψi,j are the subband eigenfunctions in a silicon film, and t is the film thickness. The
generalization of this expression to the k·p theory when the subband functions consist
of several components is required. An additional difficulty appears in strained films
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Figure 6.1: Dependence of the ratio of the surface scattering elements calculated by

Equation 6.1 (M
[1]
i,j ) to the surface scattering elements calculated by Equa-

tion 6.3 (M
[2]
i,j ) and longitudinal effective mass normalized to its value at zero

strain value for the film thickness 2.48nm, for kx=0.25nm−1, and ky=0.25nm−1.

where the longitudinal mass is the function of shear strain

ml(εxy) =
ml(εxy = 0)

1−


�� Dεxy

�
2k2

0

ml(εxy = 0)


��

2 . (6.2)

In order to resolve the question which mass to use, an alternative approach by Es-
seni [29] is being followed, where the surface roughness intrasubband scattering matrix
elements are

Mi,j(q) = [ΔEC (Ψi(z),Ψj(z))]

$$$$
z = ±

t

2

Δ(q). (6.3)

In the limit of ΔEC → ∞ Equation 6.1 and Equation 6.3 must produce the same
result [29, 55].

Figure 6.1 shows the dependence of the longitudinal effective mass obtained from the
ratio of the surface scattering elements calculated with Equation 6.1 and Equation 6.3,
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Figure 6.2: Intrasubband scattering matrix elements normalized by their values for zero
strain as function of shear strain for different electric field for kx=0.95nm−1,
ky=0, t=4nm, ΔEC=10eV.

for several values of ΔEC , as a function of shear strain. Also the dependence of the
longitudinal effective mass normalized to the ml at zero strain on the shear strain
according to Equation 6.2 is shown.

The observed effective mass obtained from the ratio of the matrix elements calculated
with two different methods changes only a little with strain. These changes are be-
coming smaller as the conduction band offset increased. It means that the longitudinal
effective mass in Equation 6.1 must not depend on shear strain. Therefore, within the
k·p method the surface roughness scattering matrix elements are generalized as

Mi,j(q) =

�
�
2

2ml(εxy = 0)

�
dΨi(z)

dz
,
dΨj(z)

dz

��$$$$$
z = ±

t

2

Δ(q). (6.4)

Here, (a, b) is the scalar product between the two multi-component subband functions
a and b. An expression similar to Equation 6.4 has been employed in the six-band k·p
calculations [35].
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Figure 6.3: Intersubband scattering matrix elements normalized to the value of the intra-
subband scattering at zero strain as a function of strain for different electric
field. Parameters are the same as for Figure 6.2. Scattering between subbands
is limited by kinetic energy, thus the intersubband scattering matrix elements
for Efield=5MV/cm drop off after shear strain value 1.3%.

The surface roughness induced momentum relaxation matrix elements normalized to
the value of the intrasubband scattering at zero strain are then calculated as

Mi,j =
dΨiσ(z)

dz

dΨjσ(z)

dz�
dΨiσ(z)

dz
dΨiσ(z)

dz

�$$$$
εxy=0

$$$$$
z = ±

t

2

, (6.5)

where σ = ±1 is the spin projection to the [001] axis.

The surface roughness at the two interfaces is assumed to be equal and statistically
independent. It is described by a mean and a correlation length [35]. Figure 6.2 and
Figure 6.3 show the dependences on strain of the matrix elements for intrasubband
and intersubband scattering normalized to the value of the intrasubband scattering at
zero strain, for two values of the effective electric field. The intrasubband scattering
matrix element within the lowest unprimed subband only marginally depends on shear
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strain. Indeed, it shows a few percent increase which becomes smaller at high shear
strain, where it starts approaching unity again. This is expected in the limit of high
stress. In this limit both valleys merge at the common minimum in the X point and
the band dispersion is well described by a parabolic approximation [111]. Thus the
lowest subband energy and the intrasubband scattering matrix element must approach
their respective values in unstrained film where the dispersion is also parabolic.

The intrasubband scattering matrix element in the second subband displays a slight
decrease with strain increased, which saturates at high strain. In the high strain
limit the second subband, which was equivalent to the first unprimed subbands in the
unstrained film, transforms into the second subband of the triangular well potential.
Thus the carriers are located effectively further away from the interface. This reduces
the value of the intrasubband scattering matrix elements as compared to the unstrained
case, in agreement with Figure 6.2. The dependence on the electric field is explained
by a slight reduction of the derivative of the wave function at the interface due to its
stronger penetration under the potential barrier for higher effective fields.

As shown in Figure 6.3, the intersubband matrix scattering element is zero in an
unstrained film, in agreement with the general rule that elastic scattering does not
produce transitions between the equivalent subbands originating from the opposite
equivalent valleys [55]. Shear strain lifts the subband degeneracy and thus results in a
sensible intersubband scattering. Because of the subband splitting, the intersubband
scattering depends strongly on the kinetic energy within the lowest subband: if the
kinetic energy becomes lower than the subband splitting, the scattering vanishes.
The intersubband splitting is larger at stronger effective electric fields, therefore, the
intersubband scattering is suppressed already at weaker strain provided the kinetic
energy within the subband is the same, in agreement with Figure 6.3.

6.2 Surface Roughness Limited Momentum

Relaxation Rates

The surface roughness momentum relaxation rate is calculated in the following way [29,
117]

1

τSRi (Ki)
=

2π

� (2π)2

"
j

� 2π

0

πΔ2L2 1

ǫ2ij (Ki −Kj)

�
4

4m2
l

|Kj|$$$$∂E (Kj)

∂Kj

$$$$
·

·

��
dΨiKiσ

dz

�∗ �dΨjKjσ

dz

��2
z = ±

t

2

exp

�
− (Kj −Ki)L

2

4

�
dϕ.

(6.6)

Ki,Kj are the in-plane wave vectors before and after scattering, ϕ is the angle between
Ki and Kj, ǫ is the dielectric permittivity, L is the autocorrelation length, Δ is the
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mean square value of the surface roughness fluctuations, ΨiKi
and ΨjKj

are the wave
functions, and σ = ±1 is the spin projection to the [001] axis.

6.3 Phonon Induced Momentum Scattering Rates

The momentum scattering relaxation rate is calculated as

1

τPH
i (Ki)

=
2πkBT

�ρυ2
PH

"
j

� 2π

0

dφ

2π

1

(2π)2
Kj$$$$ ∂Ej

∂Kj

$$$$


1−

$$$$∂E (Kj)

∂Kj

$$$$ f (E (Kj))$$$$∂E (Ki)

∂Ki

$$$$ f (E (Ki))


 ·

· 2π

� t

0

�
Ψ†

jKjσ
(z)MPHΨiKiσ

(z)
	 �

Ψ†
jKjσ

(z)MPHΨiKiσ
(z)

	
dz·

· θ (Ei − Ej) ,

(6.7)

where υPH =
2υTA + υLA

3
[51], and MPH is defined as

MPH =




Ξ 0 0 0
0 Ξ 0 0
0 0 Ξ 0
0 0 0 Ξ


 , (6.8)

with Ξ = 12eV [34,36].

6.4 Momentum Relaxation Time Calculation

The momentum relaxation times are calculated by thermal averaging [35,70,107] as

1

τ
=

"
i

�
1

τi (Ki)
f (Ei) (1− f (Ei)) dKi

#
i

�
f (Ei) dKi

, (6.9)

f (E) =
1

1 + exp

�
E − EF

kBT

� , (6.10)

�
dKi =

� 2π

0

� ∞

E
(0)
i

Ki$$$$ ∂Ei

∂Ki

$$$$
dϕdE, (6.11)
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Figure 6.4: Dependence of the momentum relaxation time induced by surface roughness
(SR) and acoustic phonons (PH) on temperature for two different thicknesses,
εxy=0, and electron concentration of 1.29·1012cm−2.

where kB is the Boltzmann constant, T is the temperature, EF is the Fermi energy,
E = E

(0)
i + Ei(Ki), E

(0)
i = Ei(Ki = 0) is the energy of the bottom of the subband i,

and $$$$ ∂Ei

∂Ki

$$$$ =
$$$$∂E (Ki)

∂Ki

$$$$
ϕ,E

, (6.12)

is the derivative of the subband dispersion along Ki at the angle ϕ defining the Ki

direction.

Figure 6.4 shows the dependence of the momentum relaxation time on temperature for
surface roughness and acoustic phonons. For the film thicknesses 2.1nm and 1.36nm
the contribution from the surface roughness is dominant at low temperatures. How-
ever, for a temperature around 280K the contributions from the surface roughness and
from the acoustic phonons for the film of thickness 2.1nm are equal. Any further in-
crease of temperature leads to higher values of the momentum relaxation time caused
by acoustic phonons. Figure 6.4 illustrates that the dominant relaxation mechanism
strongly depends on film thickness. The phonons limited momentum relaxation is
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Figure 6.5: Dependence of the momentum relaxation time induced by surface roughness
(SR) and acoustic phonons (PH) on shear strain for 1.36nm and 2.1nm film
thickness, for T=300K, and electron concentration 1.29·1012cm−2.

characterized by a much weaker thickness dependence and does not change signifi-
cantly when the thickness decreases from 2.1nm to 1.36nm. The surface roughness
limited momentum relaxation decreases by more than an order of magnitude as ex-
pected [35, 55]. Thus, for the thickness of 1.36nm the surface roughness induced spin
relaxation is the dominant mechanism for the whole range of considered tempera-
tures.

Figure 6.5 shows the dependence of the different mechanisms of the momentum relax-
ation together, including the total momentum relaxation time, as a function of shear
strain. The improvement of the momentum relaxation time due to the shear strain is
around 82% for the film thickness of 2.1nm and around 120% for the film thicknesses
1.36nm. The acoustic phonons limited momentum relaxation improves around 45% for
2.1nm and around 92% for 1.36nm. The surface roughness limited momentum relax-
ation time increases around 110% for 2.1nm and around 120% for 1.36nm. Due to the
dominant surface roughness mechanism for the film thickness of 1.36nm, the increase
of the total momentum relaxation time is higher for 1.36nm than for 2.1nm. The in-
crease of the momentum relaxation time is due to the corresponding scattering matrix
elements dependence on strain. Combined with the strain induced transport effective
mass decrease it should result in an even better mobility improvement supporting the
use of uniaxial tensile strain as the mobility booster in fully depleted ultra-thin SOI

46



6 Momentum Relaxation and Mobility Calculations

0 0.2 0.4 0.6 0.8 1 1.2 1.4
ε

xy
 [%]

10
-3

10
-1

10
1

10
3

M
o
m

en
tu

m
 r

el
ax

at
io

n
 [

p
s]

SR

PH

Intrasubband

Intersubband

Figure 6.6: Dependence of the intersubband and intrasubband components of the momen-
tum relaxation time induced by surface roughness (SR) and acoustic phonons
(PH) on shear strain for the film thickness 1.36nm, T=300K, and electron con-
centration 1.29·1012cm−2.

FETs.

Figure 6.6 demonstrates the contribution of the inter- and intrasubband processes to
the acoustic phonon and surface roughness limited momentum relaxation. The domi-
nation of the intrasubband relaxation processes for both mechanisms of the momentum
relaxation is shown, in agreement with the selection rule that the elastic processes
result in strong intrasubband relaxation. The dominance of the surface roughness
mechanism for the film thickness 1.36nm shown in Figure 6.4 and Figure 6.5 is the
consequence of the high intrasubband relaxation rate.

6.5 Mobility Calculation

The electron mobility in the inversion layer in the [110] direction is calculated as [35]

µ110 =
e

4π2�2kBTns

"
i

� 2π

0

dφ

� ∞

E
(0)
i

dE
|Ki|$$$$∂E (Ki)

∂Ki

$$$$
·

·

�
∂E(Ki)

∂Ki

�2

ϕ=π/4,E

τ
(i)
110f(E) (1− f(E)),

(6.13)
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shows a slight decrease at strain values bigger than 1.2%. This behavior is dictated
by the corresponding enhancement of the inverse surface roughness scattering matrix
elements (Figure 6.10). The mobility enhancement shown in Figure 6.9b and their ratio
shown in Figure 6.9a are consistent with the total mobility enhancement observed in
Figure 6.7. Indeed, for the t=2.1nm film the unaccounted mobility enhancement is
mostly due to the surface roughness limited mobility increase. Although the surface
roughness limited mobility growths even stronger for t=2.48nm, the main contribution
limiting the mobility is the phonon scattering. For this reason the whole mobility is
slightly less enhanced as compared to that in the t=2.1nm film.
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7 Spin Relaxation

7.1 Strain Dependence of Surface Roughness

Limited Spin Relaxation Matrix Elements

The surface roughness induced spin relaxation matrix elements are calculated between
wave functions with opposite spin projections. The matrix elements are calculated in
the same manner as in Chapter 6, i.e. the spin relaxation matrix elements normalized
to the value of the intrasubband scattering at zero strain are written as

Mi,j =
dΨi−σ(z)

dz

dΨjσ(z)

dz�
dΨiσ(z)

dz
dΨiσ(z)

dz

�$$$$
εxy=0

$$$$$
z = ±

t

2

. (7.1)

Figure 7.1 and Figure 7.2 show the spin relaxation matrix elements (normalized to
intravalley scattering at zero strain) on the angle between the incident and scattered
wave vectors together with the valley splitting for the scattered wave. Oscillations of
the valley splitting are observed. In Figure 7.1 the sharp increase of the relaxation
matrix element is correlated with the reduction of the valley splitting which occurs

for the values of the angle determined by zeroes of the Dεxy −
�
2kxky
M

term. This

is the condition of the formation of the so called spin hot spots characterized by the
maximum spin mixing. In contrast to Figure 7.1, the valley splitting reduction due

to the

$$$$$sin
��

1− y2n − η2

1− y2n
k0t

�$$$$$ term shown in Figure 7.2 does not lead to a sharp

increase of the spin relaxation matrix elements on the angle between the incident and
scattered waves.

The splitting between the subbands depends on Dεxy − kxky/M and their degeneracy
is lifted by the kinetic-like term kxky/M even without shear strain. This results in a
strong dependence of the surface roughness induced spin relaxation matrix elements on
the angle between the incident and outgoing wave vectors (Figure 7.1 and Figure 7.2).
Figure 7.3 shows the dependences of the relaxation matrix elements on this angle
for different values of shear strain. The sharp peaks in Figure 7.3 for shear strain
values 0.05% and 0.1% nature of which were discussed for Figure 7.1 and Figure 7.2
are observed for similar angle values. However, the intersubband matrix relaxation
elements for higher strain show lower values, except peaks. For the shear strain of 1%
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Figure 7.1: Dependence of the normalized spin relaxation matrix elements and valley split-
ting on the angle between the incident and scattered waves for the quantum well
thickness is 4nm, the conduction band offset is 4eV, kx=0.5nm−1, ky=0.1nm−1,
Efield=0MV/cm, ε=0.01%.
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Figure 7.2: Dependence of the normalized spin relaxation matrix elements and valley split-
ting on the angle between the incident and scattered waves for the quantum well
thickness is 4nm, the conduction band offset is 4eV, kx=0.5nm−1, ky=0.1nm−1,
Efield=0MV/cm, ε=0.92%.
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Figure 7.3: Dependence of the normalized spin relaxation matrix elements on the angle
between the incident and the relaxed wave for different values of strain for
kx=0.8nm−1, ky=0, t=4nm, ΔEC=10eV.

no peaks are observed and the matrix element values are smaller by several orders of
magnitude. As follows from Figure 7.3, shear strain leads to the reduction of the spin
relaxation matrix element.

Figure 7.4 and Figure 7.5 show the dependences on strain and electric field of the
matrix elements for the intrasubband and intersubband scattering. The intrasubband
scattering matrix elements have two decreasing regions shown in Figure 7.4. These
regions are in good agreement with the valley splitting minima in Figure 5.19. For
higher fields the second decreasing region around the shear strain value of 0.931%
vanishes. For the electric field of 0.5MV/cm the intrasubband matrix elements are
sharply reduced only for the shear strain value of 0.116%. At the same time, the
intersubband matrix elements show a sharp increase around the shear strain value of
0.116%. The electric field does not affect much the valley splitting provided by the

zero value of the term Dεxy −
�
2kxky
M

, and the sharp increase in the intersubband

matrix elements is observed at higher fields. At the same time the electric field washes
out a sharp minimum around the shear strain value of 0.931% in Figure 7.5. With
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Figure 7.4: Intravalley scattering matrix elements normalized by their values for zero strain
as a function of shear strain for different electric field values.
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Figure 7.5: Intervalley scattering matrix elements normalized to the value of the intravalley
scattering at zero strain as a function of strain for different electric field values.

55



7 Spin Relaxation

0 0.3 0.6 0.9 1.2 1.5
ε

xy
 [%]

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

R
el

ax
at

io
n

 m
at

ri
x

 e
le

m
en

t

E
field

 = 0MV/cm 

E
field

 = 0.05MV/cm 

E
field

 = 0.5MV/cm 

Figure 7.6: Spin relaxation matrix elements normalized to intravalley scattering at zero
strain dependence on shear strain for several values of the electric field,
kx=0.5nm−1, kx=0.1nm−1.

the electric field increased the confinement pushes the carriers closer to the interface
which results in both an intersubband and an intrasubband scattering matrix elements
increase.

The dependence of the spin relaxation matrix elements on shear strain for several
values of the electric field is shown in Figure 7.6. The spin relaxation matrix elements
increase until the strain value 0.116%, the point determined by the spin hot spot con-
dition. Applying strain larger than 0.116% suppresses the spin relaxation significantly,
for all values of the electric field. In contrary to the scattering matrix elements (Fig-
ure 7.4 and Figure 7.5), the relaxation matrix elements demonstrate a sharp feature
only for the shear strain value of 0.116% at zero electric field. Large electric field leads
to an increase of the relaxation matrix elements due to the additional field-induced
confinement resulting in higher values of the surface roughness induced spin relaxation
matrix elements.

Figure 7.7 displays the normalized spin relaxation matrix elements for an unstrained
film. The "hot spots" are along the [100] and [010] directions. Shear strain pushes the
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7 Spin Relaxation

Figure 7.7: Intersubband relaxation matrix elements normalized to the intrasubband scat-
tering elements at zero strain for an unstrained sample. The Fermi distribution
for 300K is also shown.

Figure 7.8: Normalized intersubband relaxation matrix elements for shear strain 0.5%
shown together with the Fermi distribution at 300K.
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7 Spin Relaxation

"hot spots" to higher energies (Figure 7.8) outside of the states occupied by carriers.
This leads to a reduction of the spin relaxation.

7.2 Spin Relaxation Rate

7.2.1 Surface Roughness Induced Spin Relaxation Rate

The surface roughness spin relaxation rate is calculated in the following way [29,117]

1

τSRi (Ki)
=

4π

� (2π)2

"
j

� 2π

0

πΔ2L2 1

ǫ2ij (Ki −Kj)

�
4

4m2
l

|Kj|$$$$∂E (Kj)

∂Kj

$$$$
·

·

��
dΨiKi−σ

dz

�∗ �dΨjKjσ

dz

��2
z = ±

t

2

exp

�
− (Kj −Ki)L

2

4

�
dϕ.

(7.2)

Ki,Kj are the in-plane wave vectors before and after scattering, ϕ is the angle between
Ki and Kj, ǫ is the dielectric permittivity, L is the autocorrelation length, Δ is the
mean square value of the surface roughness fluctuations, ΨiKi

and ΨjKj
are the wave

functions, and σ = ±1 is the spin projection to the [001] axis.

7.2.2 Phonons

All atoms in an ideal crystal lattice are fixed at their periodic positions. However,
ions in non-ideal lattices oscillate around their fixed position. The oscillations depend
on the lattice temperature and are called ion temperature oscillations. The nature of
such oscillations is described by phonons. Since phonons have an oscillating nature
a characteristic frequency ωq can be associated with them. The energy of a phonon
is characterized by the frequency ωq is �ωq. Oscillation are usually considered for a
primitive cell. If the center mass of the cell during oscillations does not move then
consider optic phonons, otherwise - acoustic phonons [64,65,131,133]. The number of
optic modes for the primitive cell that contains p atoms is determined by the expression
3(p − 1), while the number of acoustic modes is always 3. Each of the modes has
three components - two transversal (TA1, TA2, TO1, TO2) and one longitudinal (LA,
LO).

Following Ehrenreich and Overhauser [26] the phonons polarization vectors are written
as

eLA =
1

q


 qx

qy
qz


 , (7.3)
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eTA1 =
1 

q2x + q2y


 qy

−qx
0


 , (7.4)

eTA2 =
1

q
 
q2x + q2y


 qxqz

qyqz
−
�
q2x + q2y

�

 , (7.5)

with q =
�
q2x + q2y + q2z .

Spin relaxation rates for transitions from band i to band j by mechanism m (i.e., acous-
tic phonon or optical phonon), are calculated using Fermi’s second Golden Rule [45,
86, 107]

1

τi (Ki)
=

2(4)π

�

�
d2Kj

(2π)2
|Mm;i,j(Ki,Kj)|

2 δ(Ej − Ei +ΔEm), (7.6)

where M is the momentum scattering (spin relaxation) matrix element, the material
volume is chosen as the unit volume, 4π for spin relaxation accounts for the fact that
the net number of spin polarized electrons changes by two with each spin flip [107].

7.2.3 Intravalley and g-Intervalley Relaxation Processes Rates

The acoustic phonons scattering rate for the wave vector Ki in subband i is written
as [35]

1

τAC
i (Ki)

=
4πkBT
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� t
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µKj

(z) exp (−iqzz)ΨνKi
(z)

$$$$$
2

·

· θ (Ei − Ej) .

(7.7)

Here, q = (Kj −Ki, qz) is the phonon wave vector, D
(ν,µ)
αβ is the deformation potential,

α, β = {x, y}, eβ (q) = {eLA (q) , eTA1 (q) , eTA2 (q)} is the polarization vector.
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By applying Fubini’s theorem the modulus in Equation 7.7 is replaced with the re-
peated integral

1

τAC
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4πkBT
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(7.8)

where MAC is the deformation potential matrix, the exact form of the matrix de-
pends on phonon mode and is given further, the IAC term depends on the spin-flip
process and the phonon mode [106, 107]. By replacing the order of the integration
in Equation 7.8 the acoustic phonon relaxation rate is written as
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(7.9)

Intervalley g-Process Spin Relaxation. The g-process describes scattering between
opposite valleys. Following [106,107] the IAC ≡ 1 for intervalley scattering. By taking
into account the Dirac delta function

2πδ(z − z′) =

� ∞

−∞

e−i(z−z′)qzdqz, (7.10)

and applying the following property of the Dirac delta function�
dz′

�
Ψ†

jKj
(z′)MACΨiKi

(z′)
	
δ (z − z′) = Ψ†

jKj
(z)MACΨiKi

(z) , (7.11)
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Equation 7.9 is simplified to [87]
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(7.12)

where υLA = 8700
m

s
[51], the matrix MAC (for the intervalley g-process spin relaxation

denote it by M ′) contains the Elliott and Yafet contributions [107] is written as

M ′ =

�
MZZ MSO

M †
SO MZZ

�
, (7.13)

MZZ =

�
Ξ 0
0 Ξ

�
, (7.14)

MSO =

�
0 DSO (ry − irx)

DSO (−ry − irx) 0

�
, (7.15)

where Ξ = 12eV is the acoustic deformation potential, (ry, rx) = Ki +Kj, and DSO =
15meV/k0 [107] with k0 = 0.15 · 2π/a which is defined as the position of the valley
minimum relative to the X-point in unstrained silicon.

Intravalley Transversal Acoustic Phonons Spin Relaxation. Intrasubband tran-
sitions are important for the contributions determined by the shear deformation po-
tential. The IAC due to the transversal acoustic phonons is [106]

IAC =

�
q2x − q2y

�2
q2x + q2y

+
4q2xq

2
yq

2
z�

q2x + q2y
�
|q|2

. (7.16)

Applying the theory of residues with Q2 = q2x+q2y , the following integral is calculated� ∞
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(7.17)
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The matrix MAC for the intrasubband transversal acoustic phonons (M) is written
as

M =




0 0
D

2
0

0 0 0
D

2
D

2
0 0 0

0
D

2
0 0



. (7.18)

Here D=14eV is the shear deformation potential.

Then Equation 7.9 for the intrasubband transversal acoustic phonons is then written
as
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(7.19)

where ρ=2329
kg

m3
is the silicon density [51], υTA=5300

m

s
is the transversal phonons’

velocity, (qx, qy) = Ki −Kj.

Intravalley Longitudinal Acoustic Phonon Spin Relaxation. The IAC due to the
longitudinal acoustic phonon is given by [106]

IAC =
4q2xq

2
y

|q|2
. (7.20)

Applying theory of residues with Q2 = q2x + q2y , the following integral is calculated� ∞
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(7.21)

62



7 Spin Relaxation

The matrix MAC for the intrasubband longitudinal acoustic phonons is the same as
in Equation 7.18.

From this follows, the intravalley spin relaxation rate due to longitudinal acoustic
phonons is calculated as [87]
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7.3 Spin Lifetime Calculations

The dependence of the spin lifetime on temperature for phonon scattering, and surface
roughness scattering for different carrier concentrations is shown in Figure 7.9. The
spin relaxation is more efficient for higher carrier concentrations for all three consid-
ered mechanisms. While the temperature increases, the difference between the spin
lifetimes for different values of the electron concentration becomes less pronounced.
Figure 7.9 also shows that the surface roughness mechanism dominates for all con-
centration values. Spin relaxation due to transversal acoustic phonons is the weakest
among the three considered mechanisms.

Figure 7.10 demonstrates that the main contribution to spin relaxation comes from
the intersubband processes due to the presence of the spin hot spots characterized by
the sharp peaks of the intersubband spin relaxation matrix elements. Their position
is shown in Figure 7.11. For higher shear strain values the hot spots are pushed to
higher energies, away from the subband minima (inset in Figure 7.11). This results in
a strong increase of the spin lifetime with shear strain for surface roughness and the
phonon mechanisms as shown in Figure 7.12.

63



7 Spin Relaxation

100
T [K]

10
-3

10
-2

10
-1

10
0

τ T
A

 [
n
s]

N
S
 = 6.49·10

11
cm

-2

N
S
 = 1.29·10

12
cm

-2

N
S
 = 2.59·10

12
cm

-2

10
-3

10
-2

10
-1

10
0

τ L
A

 [
n
s]

10
-3

10
-2

10
-1

10
0

τ S
R
 [

n
s]

Figure 7.9: Dependence of the surface roughness (SR), the longitudinal phonons’ (LA), and
the transversal phonons’ (TA) contribution to the spin lifetime on temperature
for different values of the electron concentration, for εxy=0, and film thickness
2.1nm.

0 0.2 0.4 0.6 0.8 1 1.2 1.4
ε

xy
 [%]

10
-2

10
0

10
2

10
-2

10
0

10
2

S
p

in
 l

if
et

im
e[

n
s]

10
-2

10
0

10
2

Inter

Intra

SR

LA

TA

Figure 7.10: Dependence of the intersubband and intrasubband components of the momen-
tum relaxation time induced by surface roughness (SR) and acoustic phonons
(PH) on shear strain for the film thickness 1.36nm, T=300K, and electron
concentration 1.29·1012cm−2.

64



7 Spin Relaxation

0 25 100 225 400
Kinetic energy [meV] 

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

N
o

rm
al

iz
ed

 i
n

te
rs

u
b

b
an

d
 r

el
ax

at
io

n
 m

at
ri

x
 e

le
m

en
ts

ε
xy

 = 0%

ε
xy

 = 0.2%

ε
xy

 = 0.4%

-1 -0.5 0 0.5 1
k

x
 [nm

-1
]

-1

-0.5

0

0.5

1

k
y
 [

n
m

-1
]
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the interface [35]. The electron-phonon scattering is accounted for by the deformation
potential approximation [87]. The surface roughness intersubband spin relaxation ma-
trix elements with and without the ΔΓ term are shown in Figure 7.16. The difference
in the matrix elements’ values calculated with and without the ΔΓ term (inset Fig-
ure 7.16) can reach two orders of magnitude. Hence, the valley coupling through the
Γ-point must be taken into account for the accurate spin lifetime calculations.

The hot-spot peaks shown in Figure 7.11 becomes smoother if the Γ-point splitting is
considered (Figure 7.18). However, the peaks are still well-pronounced and follow the
same trend.

The peaks on the matrix elements’ dependences (Figure 7.16) are correlated with the
unprimed subband splitting minima (Figure 7.17). For higher strain values the peaks
corresponding to strong spin relaxation hot spots are pushed towards unoccupied
states at higher energies (Figure 7.17). This leads to the strong increase of the spin
lifetime demonstrated in Figure 7.19. The increase is less pronounced, if the ΛΓ term
responsible for the valley splitting in relaxed films is taken into account. However,
even in this case the spin lifetime is boosted by almost two orders of magnitude.

7.5 Primed Subbands and f-Processes

7.5.1 Primed k·p Hamiltonian

The primed subbands are governed by the following Hamiltonian [111]
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A quantization along X-axis is assumed.
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7.5.2 f-Process Relaxation Rate

The f-process describes scattering between valleys that reside on perpendicular axes.
The spin relaxation is calculated by [35]
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a defines the silicon lattice constant, d0 is the optical deformation potential, ωop denotes
the frequency of the optical phonons, and nop describes the Bose occupation factor
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�
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. (7.29)

The relaxation rate for the transition between primed and unprimed subbands is given
by [35]
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ρj(E) is the density of states for subband j and MOP is written as

MOP =
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with Dop = 6.5meV
2π

a
[107].
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Figure 7.20: Energy dispersion for the primed subband for 2.1nm film thickness.

Figure 7.21: Energy dispersion for the primed subband for 5nm film thickness.
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Figure 7.22: Dependence of the effective mass for the lowest ground subband on thickness.

7.6 Results

In Figure 7.20 and Figure 7.21 the dispersion of the first primed subband in films with
thicknesses of 2.1nm and 5nm, respectively, is compared. The minimum energy of the
subband is located at the point kz = k0, ky = 0, and its value for an infinite potential
square well is determined by

E =
π2
�
2

2mtt2
. (7.32)

The values of the subband minima for the well thickness of 2.1nm and 5nm are 0.44eV
and 0.08eV, respectively. These values are in good agreement with Figure 7.20 and Fig-
ure 7.21.

The dependence of the longitudinal and transversal effective masses on the well thick-
ness is shown in Figure 7.22. The longitudinal effective mass ml = 0.91m0 does not
depend on the thickness. In sharp contrast, the effective mass mt shows a strong
increase as the film thickness reduces, in agreement with earlier predictions [111].

Figure 7.23 and Figure 7.24 show the total spin lifetime and contributions due to
acoustic, optical phonons, and surface roughness as a function of strain for two different
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Figure 7.23: Spin lifetime as a function of strain for 3nm film thickness and an electron con-
centration of 5·1012cm−2. Contributions due to optical, acoustic and surface
roughness are included.
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Figure 7.24: Spin lifetime as a function of strain for 4nm film thickness and an electron con-
centration of 5·1012cm−2. Contributions due to optical, acoustic and surface
roughness are included.
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Figure 7.25: Dependence of energies for primed, unprimed subbands, and Fermi energy on
strain for 3nm film thickness.

thicknesses (3nm and 4nm). For the film of 3nm thickness the contribution due to
longitudinal acoustic phonons (LA) is close to the contribution from surface roughness
for small shear strain values. Further increase of strain makes LA phonons the main
contributors to the total spin lifetime. For the thicker film shown in Figure 7.24 the
total spin lifetime mainly follows the same trend as the longitudinal acoustic phonons
spin relaxation. Interestingly, the intersubband optical phonons calculated as g-process
can be safely ignored for the film of 3nm thickness, while their contribution for the
film of 4nm thickness is more considerable. The dependence of g-process phonons
on strain is not so significant as the surface roughness, intrasubband scattering, and
f -process scattering. Thus, for thicker films the effect of several orders of magnitude
increase of spin lifetime in strained films should not be observed.

The dependence of energies for primed and unprimed subbands on strain for kx = 0
and ky = 0 together with the Fermi energy is shown in Figure 7.25 and Figure 7.26
for 3nm and 4nm, respectively. Energy 1 and Energy 2 stand for the lowest subbands
of the two opposite valleys along [001] direction. Energy 3 and Energy 4 stand for the
second unprimed subbands. The increasing importance of the g-process shown in Fig-
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Figure 7.26: Dependence of energies for primed, unprimed subbands, and Fermi energy on
strain for 4nm film thickness.

ure 7.24 compared to Figure 7.23 comes from the fact that the distance between the
Fermi energy and the lowest energy in the primed subband decreases with thickness in-
creasing. The occupation of the second subband become less pronounced at high strain
as is confirmed by the Fermi level dependence for both thickness values (Figure 7.25
and Figure 7.26).
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channel. In the absence of spin-orbit interaction and external magnetic field the elec-
trons propagate with their spin orientation conserved. The strength of the spin-orbit
interaction determines the minimum length of the semiconductor channel, which will
be required to change the orientation of the spin to its opposite direction. Therefore,
a tradeoff between spin lifetime and spin-orbit strength for sufficiently short channel
needs to be found. Thus, in case of a material with a strong spin-orbit interaction
such as InAs the semiconductor channel will be shorter than for a material with the
weaker spin-orbit interaction such as silicon.

Large spin lifetime in silicon was shown in the previous chapters. Due to the excellence
experience, and vast knowledge related to silicon and CMOS technology it is very
attractive to investigate spin-based switching devices with silicon as a channel material.
In order to relate the performance of silicon, InAs is studied as well.

8.1 Spin Transport

Spin transport plays the same important role in spin electronics as a charge trans-
port in the traditional electronics. Spin-dependent scattering, spin diffusion, and spin
injection through an interface, and control of the spin by magnetic field are the ques-
tions spintronics considers. Spin polarization can be achieved by optical spin excitation
with circularly polarized light [67,76,81,91] and a current flowing from a ferromagnetic
material into a non-magnetic material [19, 59, 77].

The intrinsic peculiarities of an ordinary ferromagnet lead to different conductivities
for the two groups of electrons, parallel and anti-parallel to the magnetization direction
of the ferromagnet. The current through the ferromagnet can be considered as spin
polarized. In other words, the current of the spin up electrons (I↑) is not equal to the
current of the spin-down electrons (I↓) as shown in Figure 8.2.

To effectively operate SpinFETs, the into the semiconductor injected spin-polarized
current should preserve inequality between I↑ and I↓. To fulfill the condition that elec-
trons mostly preserve their spin the transport time (τtr) should be much less compare
to the spin relaxation time (τs)

τs ≪ τtr. (8.2)

The characteristic length of spin propagation in a semiconductor is determined by [37,
102,121,134,135]

Ls =
 
Dsτs, (8.3)

where Ds is the diffusion coefficient.

However, it is hard to achieve high spin injection efficiency in a ferromagnet/semi-
conductor junction. The problem is known as the conduction impedance mismatch

78





8 Spin Field-Effect Transistor

The observed low values of γ are the consequence of a big difference in conductivity
between the ferromagnet and the semiconductor in the ferromagnet/semiconductor
junction [102]. Indeed, if the following inequality

RFm
↑,↓ ≪ RSc (8.7)

is true then I↑ and I↓ are practically the same. Thus, no spin injection is observed.
There are two approaches to overcome this problem: 1) instead of an metallic ferro-
magnet use a ferromagnetic semiconductor that has a resistivity almost equal to the
resistivity of the semiconductor (RFm

↑,↓ ≈ RSc); 2) use of a normal metallic ferromagnet
but ensure a very high junction resistance (Rc) [31, 96]

Rc > RSc. (8.8)

To fulfill Equation 8.8 a thin insulating tunnel barrier was introduced in [80]. The au-
thors approach was to use AlOx insulator as a tunnel barrier between the ferromagnetic
layer and the (AlGa)As semiconductor heterostructure [80]. Under this conditions the
current in semiconductor becomes spin-polarized. The success of the first experiment
made by Alvarado [4] was because of the use of a tunneling microscope. Electrical spin
injection from a ferromagnetic semiconductor into a non-magnetic semiconductor was
experimentally demonstrated in [75, 85]. In [85] electrical spin injection into a non-
magnetic semiconductor is achieved by using a p-type ferromagnetic semiconductor
GaMnAs as the spin polarizer. In [75] the successful spin-polarized current injection
from a GaMnAs ferromagnetic electrode into a GaAs layer through an AlAs barrier
was demonstrated.

Another approach to resolve the conductivity mismatch problem is to apply half-
metallic materials. Inomata [50] demonstrated giant tunneling magnetoresistance at
room temperature for magnetic tunnel junctions using Co-based full-Heusler alloys.
The attractive property of half-metallic materials is that the spin polarization can
achieve values up to 100% [12,23,92,108]. A number of researches considered applying
half-metallic materials for spintronics application [20, 100,110,113]

8.2 Effective Spin-Orbit Hamiltonian

In order to make it possible to distinguish electrons in quantum structures with the
same wave vector and opposite spins the electrons should have a different energy. In
the absence of a magnetic field, the degeneracy is only lifted in systems without a
center of inversion. There are two important reasons for the absence of a center of
inversion. The first reason is the absence of a center of inversion in the bulk materials
that have been used for the quantum structures. The Bulk Inversion Asymmetry
(BIA) is usually present in III-V structures, while in diamond-like semiconductors (Si
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and Ge) a BIA is absent [43]. The Hamiltonian of the spin-orbit interaction for 2D
III-V [001]-oriented structures is written as [24]

HBIA(k) = β(σxkx − σyky), (8.9)

where σx,y - are the Pauli matrices defined in Equation 4.46 and Equation 4.47. Equa-
tion 8.9 is called the 2D Dresselhaus effective spin-orbit interaction.

The second mechanism that leads to a non-centrosymmetric structure is the Structure
Inversion Asymmetry (SIA). The nature of the SIA is that the two opposite directions
along the direction of growth are not equal. The reason of that inequality can be
different barrier materials or an electric field along the direction of growth. Despite of
the intuitive assumption that the average electric field in the conduction band is zero,
mixing with the other bands makes the average electric field non-zero [43, 94]. The
corresponding Hamiltonian for [001]-oriented structures is written as

HSIA(k) = α(σxky − σykx). (8.10)

Hamiltonian 8.10 is called the Rashba Hamiltonian.

The anisotropy of chemical bonds at the interfaces can lead to an additional contribu-
tion to the effective spin-orbit interaction. Interface induced anisotropies (IIA) have
a Dresselhaus-like (8.9) contribution in [001] oriented quantum wells [83, 95].

8.2.1 Spin-Orbit Interaction in the Semiconductor Channel

The spin-orbit coupling for InAs channels is usually taken in the Rashba form [41].

By analogy for silicon channels usually only the Rashba contribution is considered. Re-
cently, however, it was shown [83] that thin silicon films inside SiGe/Si/SiGe structures
may have relatively large values of spin-orbit interaction. Interestingly, the strength
of the Rashba spin-orbit interaction is relatively small and is approximately ten times
smaller than the value of the dominant contribution which is of the Dresselhaus type.
This major contribution to the spin-orbit interaction is due to interfacial disorder
induced inversion symmetry breaking and depends almost linearly on the effective
electric field [95]. For a built-in field of 50kV/cm, the strength of the Dresselhaus
spin-orbit interaction is found to be β ≈ 2µeVnm, which is in agreement with the
value found experimentally [123], while αR ≈ 0.1µeVnm. This value of the spin-orbit
interaction in confined silicon systems is sufficient for their applications as SpinFET
channels.
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HR
F =

p2x
2m∗

f

± h0σz, x > t, (8.12)

where m∗
f is the effective mass in the contacts, h0 = 2PEF/(P

2 + 1) is the exchange
splitting energy with P defined as the spin polarization in the ferromagnetic regions,
EF is the Fermi energy, and σz is the Pauli matrix; ± in (8.12) stands for the parallel
and anti-parallel configuration of the contact magnetization. For the semiconductor
channel region the Hamiltonian reads [15, 54]

HS =
p2x
2m∗

s

+ δEc −
αR

�
σypx +

1

2
gµBBσ∗, (8.13)

where m∗
s is the subband effective mass, δEc is the band mismatch between the fer-

romagnetic and the semiconductor region, αR is the strength of the spin-orbit inter-
action, g is the Landé factor, µB is the Bohr magneton, B is the magnetic field, and
σ∗ ≡ σxcosγ + σysinγ with γ defined as the angle between the magnetic field and the
transport direction.

To calculate the dependence of the transport properties on the spin-orbit interaction
the electron eigenfunctions in the various regions are needed. For the ferromagnetic re-
gions spin-up and spin-down eigenstates have the form (1, 0)† and (0, 1)†, respectively.
The wave function in the left contact has the following form [15,54]
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where (8.14) represents the incoming spin-up electrons and (8.15) the incoming spin-

down electrons, correspondingly, k↑(↓) =
�
2m∗

f (E∓h0)/�2 is the wave vector of the

spin-up(spin-down) electron and R↑(↓) is the amplitude of the reflected wave. To find
eigenvectors to the corresponding vector k↑(↓) the Schrödinger equation spin-up spinor
for the right contact the wave function is given by [15,54]
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For the semiconductor region the wave function can be written as [15, 54]
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where k
(+)
x1(x2) and k

(−)
x1(x2) are the wave vectors obtained by solving the equations

�
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2
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+
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BgµB sin(γ)

2
− αRk
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= E, respectively.

The usual boundary conditions are applied: the wave functions are continuous at the
interfaces and that there is a step discontinuity of the first derivative of the wave

function over channel direction

�
∂Ψ

∂x

�
due to an assumed delta-function-like barrier

at the interfaces between the ferromagnetic and the semiconductor region. Thus,
boundary conditions are written as [47]
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The coefficients k1, k2, k3, k4 are calculated as [15, 54]

k1 = −
i
�
BgµB sin(γ)− 2αRk
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+
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, (8.22)

k2 = −
i
�
BgµB sin(γ)− 2αRk
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+
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k3 =
i
�
BgµB sin(γ)− 2αRk
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k4 =
i
�
BgµB sin(γ)− 2αRk

(−)
x2

�
−BgµB cos(γ)

2

!�
BgµB cos(γ)

2

�2

+
�

BgµB sin(γ)
2

− αRk
(−)
x2

�2
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The reflection and transmission coefficients are determined by applying the boundary
conditions at the ferromagnet/semiconductor interfaces.

The current through the device is computed as [68, 88, 89]

IP (AP )(V ) =
e

h

� ∞

δE

�
T

P (AP )
↑ (E) + T

P (AP )
↓ (E)

	
�

1

1 + e
E−EF
kBT

−
1

1 + e
E−EF+eV

kBT

�
dE,

(8.26)

where kB is the Boltzmann constant, T is the temperature, and V is the voltage. The
spin-up (T P

↑ ) and spin-down (T P
↓ ) transmission probabilities for the parallel configu-

ration of the contact magnetization are defined as

T P
↑ = |C↑|

2 +
k↓
k↑

|C↓|
2, (8.27)

T P
↓ =

k↑
k↓

|C↑|
2 + |C↓|

2. (8.28)

For the anti-parallel configuration of the contact magnetization the transmission prob-
abilities are given by

TAP
↑ =

k↓
k↑

|C↑|
2 + |C↓|

2, (8.29)

TAP
↓ = |C↑|

2 +
k↑
k↓

|C↓|
2. (8.30)

The conductance is defined as

GP (AP ) = lim
V→0

IP (AP )

V
. (8.31)

In the limit of low temperature the conductance must coincide with the one obtained
from the Landauer-Büttiker formula [13, 68]

GP (AP ) =
e2

h

�
T

P (AP )
↑ (EF ) + T

P (AP )
↓ (EF )

�
. (8.32)

Finally, the tunneling magnetoresistance (TMR) is defined as [15, 54]

TMR ≡
GP −GAP

GAP
. (8.33)
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Figure 8.4: Dependence of time of calculations on number of processor cores.

8.4 Code Parallelization

The dependence of the conductance through the silicon SpinFET on the physical
parameters was investigated. In order to calculate the conductance one first has to
determine the wave vectors, then compose the system of equations corresponding to
the boundary conditions, and finally solve the obtained system of linear equations
to gain the transmission coefficients for the spin-up and spin-down electrons. These
calculations must be performed for the parallel and the anti-parallel configuration of
the contact magnetization for each energy point of the half-infinite integrand (8.26). It
follows from (8.32) that the integral evaluated numerically describes the conductance
for a single point of the conduction band mismatch δEc, at a single value of temperature
T . Thus to investigate the transport properties of the silicon SpinFET at various
parameter values a huge amount of calculations must be carried out. To reduce the
simulation time the code for the model must be heavily optimized and parallelized.

The usual techniques for parallelization are divided into two groups - parallelization in
case of shared-memory and parallelization in case of distributed memory systems. The
advantage of shared-memory parallelization is that it guarantees uniform access to the
memory for each process. This means that the time spent for data manipulation in
the memory is approximately the same for each process. The advantage of distributed
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Figure 8.5: Speedup of the calculations as a function of number of processor cores.

calculations is that the number of processors used for the calculations is not limited
to the number of processors on a single node.

In the simulations the code is parallelized with the OpenMP library. Because of
the absence of the correlation between the conductances at different energy points the
whole calculations are distributed between a large number of computing threads. Thus
the time spent for the calculations is reduced proportionally to the number of parallel
threads. Although threads perform calculations in parallel, the time spent by each
thread to fulfill the tasks is not the same. Therefore one has to take proper care of
a uniform distribution of the computational load between the threads. This problem
is crucial for obtaining the maximum possible speed-up. Since OpenMP provides a
possibility to control the amount of calculations for each thread in the run-time mode,
the problem of the uniform distribution of the computational load is solved by standard
tools.

The performance of the code has been improved by utilizing the OpenMP approach.
The results of using the parallel implementation are presented in Table 8.1. The actual
speedup of the code is very close to the ideal (linear) speedup, in which the increase of
the number of processors (cores) by two leads to the decrease in the computing time
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Table 8.1: Calculation time (seconds) depending on the number of processors and the num-
ber of points.

Number of Processors N=24 N=48 N=96

1 1036 2057 4129
2 549 1094 2198
4 286 570 1138
8 160 318 633

by two. This excellent improvement is possible due to the already mentioned fact that
there is no correlation between the calculations of the conductances.

Calculations in the presence of temperature require high accuracy. Therefore, the
adaptive methods from the GNU Scientific Library [2] have been used for the numerical
integration.

8.5 Simulation Results

Two types of material for the semiconductor region are used: InAs, which is character-
ized by a strong value of the spin-orbit interaction, and silicon, which is characterized
by a moderate value of the spin-orbit interaction.

8.5.1 InAs Channels

All calculations for the InAs semiconductor channel assume that the dominant mech-
anism of the spin-orbit coupling due to the geometry-induced inversion symmetry
breaking (Rashba type). Common simulation parameters are as follows: the effec-
tive mass for the ferromagnetic region m∗

f = m0 and for the semiconductor region
m∗

s=0.036m0, where m0 is the electron rest mass. Figure 8.6 shows the dependence of
the TMR on the value of the band mismatch δEc between the ferromagnetic source
contact and the semiconductor channel. The TMR oscillates between positive and neg-
ative values. As the length of the semiconductor channel decreases, the period of the
oscillations increases roughly proportionally to the inverse length of the semiconductor
channel.

The temperature exerts a significant influence on the device characteristics as shown
in Figure 8.7. For a channel length t=0.05µm the oscillatory amplitude of the TMR
decreases for T=77K and completely vanishes for T=180K. The reason for the oscilla-
tory behavior to disappear at T=180K is a relatively short period of the conductance
oscillations (and correspondingly TMR oscillation shown in Figure 8.6) with respect
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the Fermi energy at EF=2.47eV, length t=0.05µm, and polarization P=0.5.

mismatch increases, influence of the magnetic field becomes more significant. Also, one
can see that increasing the temperature leads to a dramatic decrease in the amplitude
of the TMR oscillations and reduces the ability to modulate the TMR by adjusting
the band mismatch.

Another option to proceed to higher temperatures is to boost the value of the TMR
by exploiting its dependence on αR. Figure 8.11 illustrates the corresponding change.
As the barriers become stronger the quantization of the energy in the semiconductor
channel becomes more pronounced. The energy quantization is responsible for the
appearance of the sharp peaks on the TMR dependence on δEc clearly seen in Fig-
ure 8.11. An excellent feature following from Figure 8.11 is that the TMR value
remains positive in a broad range of δEc. Most importantly, the sign and the values
of the TMR depend on the strength of the spin-orbit interaction. It then follows that
in the presence of the barriers between the contact and the channel the values of the
TMR must depend on the strength of the spin-orbit interaction controlled by the gate
voltage at elevated temperatures as well. Next this consideration [15,54] is generalized
to finite temperatures.

Figure 8.12 displays the TMR dependence on the strength of the spin-orbit interaction
at different temperatures. The TMR modulation is preserved at elevated tempera-
tures, thus opening a practical possibility to control the TMR by changing the value
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Figure 8.12: TMR dependence on the value of spin-orbit interaction for EF=2.47eV,
t=0.05µm, δEc=2.42eV, P=0.5, z=4.

of αR even at room temperature.

8.5.2 Silicon Channels

Square silicon fins with [100] or [110] orientation, with (001) horizontal faces are con-
sidered. The parabolic band approximation for the band structure in silicon is not
sufficient to accurately obtain the subband structure in thin and narrow silicon fins.
The two-band k·p model proposed in [9] is employed, which has been shown to be
accurate up to 0.5eV above the conduction band edge in silicon [112]. The resulting
Schrödinger differential equation, with the confinement potential appropriately added
to the Hamiltonian [9], is discretized using the box integration method and solved for
each value of the conserved momentum px along the current direction using efficient
numerical algorithms available through the Vienna Schrödinger-Poisson framework
(VSP) [62].

Figure 8.13 demonstrates the dependence of the subband minima as function of the fin
thickness t for the lowest four subbands; the fin orientation is along the [110] direction.
The dependence of the splitting between the unprimed subbands with decreasing t,
which are perfectly degenerate in the effective mass approximation, is clearly seen.
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Figure 8.16: TMR dependence on the value of the δEc for EF=2.47eV, P=0.4, z=3,
β=42.3µeVnm, T=0K.

Figure 8.15 shows the dependence of the TMR for [100] and [110] oriented fins with
t = 1.5nm on the value of the spin-orbit interaction. Fins with [100] orientation show
a stronger dependence on β compared to [110] oriented fins. Thus [100] oriented fins
are preferred for silicon SpinFETs. The reason of the stronger dependence is that
the characteristic length on which the spin-orbit interaction produces the full spin
precession is defined by the inverse of the wave vector kD = m∗

nβ/�
2. As shown in

Figure 8.14, the effective mass value for the [110] oriented fins is smaller compared to
the [100] oriented fins, hence for the same variation of kD in case of the [110] oriented
fins a larger variation of β is required to achieve the same TMR value modulation.

Figure 8.16 shows the dependence of the oscillations of the TMR on the value of the
conduction band mismatch δEc. The period of the oscillations is roughly inversely
proportional to the length of the semiconductor channel as also shown in Figure 8.6.
The presence of the delta-function barriers at the interfaces between the contact and
the channel exerts a significant influence on the oscillation shape. For higher and
thicker barriers, the TMR, although being a periodic function of the conductance
band mismatch, stops oscillating around zero and becomes positive (or negative) in a
broad range of the conduction band mismatch. This sign definitiveness leads to the
complete absence of the oscillations of the TMR at T=77K as shown in Figure 8.17.
It is important that, although reduced, the TMR is not zero at 77K. Therefore, the
TMR modulation as a function of the spin-orbit interaction strength is preserved even
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at high temperatures as shown in Figure 8.18. This opens the possibility to modulate
the TMR by changing the value of β even at room temperature.
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The k·p approach is a powerful tool which allows to obtain the wave functions and the
eigenenergies of stationary states in confined electron systems. A two-band k·p model
including spin is employed to find the electron subband energies and the corresponding
wave functions in thin silicon films under shear strain. To describe spin properties
in silicon films an important ingredient, the intrinsic spin-orbit interaction is taken
into account. The k·p model is extensively verified by comparing the results to a
computationally more demanding but more accurate method which allows to represent
the wave function by an appropriate linear combination of bulk band Bloch functions.
The Bloch functions are obtained from a non-local pseudo-potential solver.

The use of the two-band k·p model with spin-orbit interaction included allows to
investigate the subband structure including spin. In (001) oriented silicon films the
degeneracy of the unprimed subbands is lifted by shear strain. The value of the
splitting depends on the in-plane wave vector value, the film thickness, the external
electric field, and strain. This leads to the transport effective mass dependence on
strain. By taking into account this dependence the mobility in thin films is expected
to be enhanced by 30-40% along the [110] direction of tensile strain. The usually
ignored dependence of the surface roughness and electron-phonon scattering matrix
elements on shear strain results in additional 70% mobility enhancement resulting in
an overall two-fold mobility enhancement in thin silicon films.

The unprimed subbands degeneracy lifting is even more important for spin transport
properties in silicon. Indeed, it is shown that when the spin-orbit interaction is taken
into account the minimum value of the energy splitting between the spin-up and spin-
down states from the two otherwise degenerate unprimed subbands is determined by
the strength of the spin-orbit interaction alone. This leads to a strong mixing between
the spin-up and spin-down states from the two unprimed subbands resulting in the
formation of the hot spots characterized by strong spin relaxation. With shear strain
the degeneracy is lifted, which results in an almost two orders of magnitude increase
of the spin lifetime in thin silicon films. The calculations are performed by considering
surface roughness and electron-phonon interaction mediated spin relaxation. Both
transversal and longitudinal acoustic phonons are included. Because of the necessity
to perform double integration with respect to the in-plane momentum on which the
wave functions depend upon, the use of analytically found wave functions was a critical
to reduce the computation time. It was found that, in contrast to the momentum
relaxation time determined by the intravalley scattering, intervalley processes between
equivalent valleys (g-processes) are the most important for spin relaxation.
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The same but properly rotated two-band k·p Hamiltonian with spin also allows to
find the dispersions and the wave functions of the primed subbands. Evaluation of the
spin relaxation due to optical phonons mediated scattering between non-equivalent
valleys (f-processes) demonstrates that in thin films f-scattering can be neglected, in
contrast to bulk silicon where it is mostly responsible for spin lifetime. The inclusion
of the zero-strain valley splitting is done by considering the valley coupling through the
Γ-point. This softens the spin relaxation hot spots, although the strong spin lifetime
enhancement with strain is preserved.

The long spin lifetime in strained silicon films make these structures attractive for use
as spin conducting channels in spin field-effect transistors. It is shown that in short
silicon channels the conduction band mismatch between the channel and the ferro-
magnetic contacts allows to modulate tunneling magnetoresistance but only at low
temperature. At room temperature the magnetoresistance oscillations are preserved
only if the Schottky barriers between the channel and the contacts are present. It is
shown that due to the larger transport mass and therefore stronger spin-orbit inter-
action the length of the channel needed to observe the maximum magnetoresistance
modulation is shorter for [001] oriented silicon fins making them preferred candidates
for practical implementations. However, even in this case the length of the channel is
close to a micron, and finding efficient ways to manipulate spins in silicon by purely
electrical means become paramount.

The spin properties and spin transport in silicon films are promising for designing
low power devices in the near future. The methods developed in the thesis can be
generalized to study the spin transport in three-dimensional structures and FinFETs.
Because the numerical solution of the Schrödinger equation is required, developing fast
Schrödinger equation solver, interpolation schemes, and extensive use of accelerators
(Intel� Xeon PhiTMor GPU) is necessary in the future for an ultimate evaluation of
spin properties in confined silicon systems.
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