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Abstract

The optimization and miniaturization of semiconductor and microelectronic components
lead to ever-increasing demands, especially under extreme operating conditions such as high
voltages, temperature, humidity, and contamination. These components consist of various
materials, ranging frommetals and semiconductors to (in)organic insulators, which facilitate
numerous undesirable processes and reactions. One example is the formation of metallic,
electrically conductive dendrites, which can cause short circuits and thus component failure.
To ensure reliability, it is crucial to understand the reactions in these components caused by
external influences.

In this regard, the present work introduces a model and physical/chemical mechanisms
that go beyond previous predominantly statistical or phenomenological descriptions. The
consideration of ion migration in polymers and electrochemical processes at interfaces con-
tributes to elucidating the causes of failure in microelectronic components, particularly den-
drite formation in polymer insulators. The combination of methods enables the quantitative
correlation of various influencing parameters with breakdown behavior. For this purpose,
high-resolution current measurements are linked with concentration profiles and supported
by simulation calculations. Distinguishing between ionic and electronic currents in polymer
coatings is difficult, and the influence of ions is often neglected. The method used here allows
for estimating the ionic contribution.

This study examined the corrosion mechanisms of copper and the behavior of polyimide
coatings under accelerated corrosion conditions, in the form of electrical stress and ionic
contamination. Both materials are widely used in today’s microelectronics. Experiments
were conducted using three different setups to investigate the corrosion and dendrite growth
behavior of copper, as well as the penetration of metallic cations into organic coatings and
the resulting insulation loss.

The analysis showed that in samples exposed to AgNO3(aq), the current was predomi-
nantly caused by ions. The permeation behavior of three cations in high electric fields (∼
70MVµm−1) was also studied, with Ag+ exhibiting the highest mobility in the polymer coat-
ing, followed by K+ and Cu2+. The type of cation significantly influenced the current and
the time to failure during electrical stress tests. Under certain conditions, ionic contaminants
play a crucial role in material failure.
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Kurzfassung

Die Optimierung und Miniaturisierung von Halbleiter- und Mikroelektronikbauteilen führt
zu stetig steigenden Anforderungen, insbesondere bei extremen Betriebsbedingungen: ho-
hen Spannungen, Temperaturen, Feuchtigkeit und Verunreinigungen. Diese Bauteile beste-
hen aus verschiedenen Materialien, von Metallen über Halbleiter bis hin zu (an)organischen
Isolatoren, was zahlreiche unerwünschte Prozesse und Reaktionen ermöglicht. Ein Beispiel
ist die Bildung metallischer, elektrisch leitender Dendriten, die Kurzschlüsse und damit das
Bauteilversagen verursachen können. Um die Zuverlässigkeit sicherzustellen, ist es entschei-
dend, die durch äußere Einflüsse verursachten Reaktionen in diesen Bauelementen zu ver-
stehen.

Die vorliegende Arbeit stellt dahingehend ein Modell und physikalisch/chemische Me-
chanismen vor, die über bisherige, überwiegend statistische oder phänomenologische, Be-
schreibungen hinausgehen. Die Berücksichtigung von Ionenmigration in Polymeren und
elektrochemischer Prozesse an den Grenzflächen leistet einen bedeutenden Beitrag zur Auf-
klärung der Ursachen des Versagens mikroelektronischer Bauteile, insbesondere der Dendri-
tenbildung in Polymerisolatoren. Die Kombination von Untersuchungsmethoden ermöglicht
es, verschiedene Einflussparameter quantitativ mit dem Durchbruchsverhalten zu korrelie-
ren. Dazu werden hoch aufgelöste Strommessungen mit gemessenen Konzentrationsprofilen
verknüpft und durch Simulationsrechnungen unterstützt. Die Unterscheidung ionischer und
elektronischer Ströme in Polymerbeschichtungen ist schwierig, und der Einfluss von Ionen
wird oft vernachlässigt. Die hier verwendete Methode ermöglicht es, den ionischen Beitrag
abzuschätzen.

Diese Studie untersuchte die Korrosionsmechanismen von Kupfer und das Verhalten von
Poylimidbeschichtungen unter beschleunigten Korrosionsbedingungen, in Form elektrischen
Stresses und ionischer Verunreinigungen. Beide Materialien sind in der heutigen Mikroelek-
tronik weit verbreitet. Es wurden Experimente mit drei unterschiedlichen Aufbauten durch-
geführt, um das Korrosions- und Dendritenwachstumsverhalten von Kupfer, sowie das Ein-
dringen metallischer Kationen in organische Beschichtungen und den daraus resultierenden
Isolationsverlust zu untersuchen.

Die Analyse zeigte, dass bei Proben, die AgNO3(aq) ausgesetzt wurden, der Strom überwie-
gend durch Ionen verursacht wird. Auch das Permeationsverhalten dreier Kationen in hohen
elektrischen Feldern (∼ 70MVµm−1) wurde untersucht, wobei Ag+ die höchste Mobilität in
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der Polymerbeschichtung aufweist, gefolgt von K+ und Cu2+. Der Kationentyp beeinflusste
den Strom und die Zeit bis zum Ausfall während elektrischer Stresstests maßgeblich. Unter
bestimmten Bedingungen spielen ionische Verunreinigungen eine entscheidende Rolle beim
Materialversagen.
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1 Introduction

’Corrosion is a major issue for the increase of service life and reliability of metallic materials.
A detailed understanding of the mechanisms of corrosion is necessary to solve existing cor-
rosion problems and to prevent future problems.’ (Marcus 1, p. 𝑣𝑖𝑖 ) This citation summarizes
the motivation that guided this work in a precise manner. The cost of corrosion is estimated
at around 3-4 % of the gross domestic product for different nations.2

One field in which corrosion, conductive filament formation and material degradation
play a role is electronics. Stability and reliability of electronic components are crucial for
consumers and producers. External environmental influences, such as electrical bias or hu-
midity, are enablers of corrosion processes and lead to accelerated failure. One example is
the field-driven electrochemical migration (ECM) of copper (Cu), a material that is widely
used for electrical connections. Ionic impurities and the migration of ions in an electric field
can drive corrosion processes and ultimately lead to component failure.3,4

The materials investigated in this thesis are such that are typically used in semiconductor
devices, especially in high power devices. Metallizations play a key role in these devices, as
they function as electric conductors. Encapsulations, for example mold compound or poly-
mer films, are used to encase them and protect them electrically, mechanically and from
hazardous environments. However, these materials are imperfect barriers against ion intru-
sion, and can also degrade over time.3,5 It is therefore of interest to better understand ion
motion in and the interaction of ions with the encapsulating materials. While insufficient at
times at the scale of years of service, the good insulation properties of these materials make
their investigation in the laboratory far from trivial and available research on this topic is
often contradictory.6

In recent years modeling and simulation have received ever increasing attention, as com-
puting power is increasingly easily available. With the aid of models, hypotheses can be
challenged and adapted. This leads to better predictability and furthers the in-depth under-
standing of underlying processes.7–10

The aims of this thesis were twofold.
First of, since corrosion is a multifaceted, complex topic, a solid understanding of the ba-

sic aqueous electrochemistry of Cu was needed. To this end, the so-called Thin Layer Cell
(TLC) was employed. This cell consisted of two Cu plates with a defined gap distance that
was filled with an electrolyte. This setup allowed for a controlled environment with limited
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Chapter 1: Introduction

electrolyte supply. Application of bias and optical images allowed to control and monitor the
corrosion behavior. An electrochemical simulation model was created based on literature
and the experimental findings (section 4.1). In addition, experiments on simplified micro-
electronic Cu structures without polymer protection were performed. These are described in
the Miniaturized Test Chip (MTC) section (section 4.2).

Secondly, a setup and procedure was desired, that allows to drive ionic contaminants into
polyimide (PI) protection layers in a controlled manner. This allows to investigate their mi-
gration behavior and the impact on time-dependent dielectric breakdown (BD). This was the
integral part of this thesis. Experiments on the MTC with PI coating failed due to unwanted
corrosion near the bond pad (section 4.2). A new cell was developed for a different test struc-
ture, the 1x1 Interdigitated Test Chip (ITC). The 1x1 Interdigitated Test Chip (ITC) consisted
of a Cu interdigitated electrode (IDE) structure that was protected by a PI coating. With
this cell, an electrolyte could be placed atop the sample, and bias applied between an elec-
trode in the electrolyte and the IDE structure. Continuous current density-versus-time (i-t)
data logging, combined with Electrochemical Impedance Spectroscopy (EIS) measurements
during the electrical stress tests, provided critical inputs. Additionally, Laser Ablation - In-
ductively Coupled Plasma - Mass Spectrometry (LA-ICP-MS) measurements after the tests
offered further insights. Together, these methods helped understand the migration behavior
of the ionic contaminants into and within the organic coating. To further the understanding,
a simulation model was developed for this setup, as well (section 4.3).

This work begins by introducing theoretical fundamentals and state-of-the-art knowledge
on a variety of relevant topics, as well as the basics of the used electrochemical and analytical
methods (chapter 2 - Theoretical background). Following this, the used setups, samples and
measurement parameters are introduced, along with the finite element method (FEM) simu-
lation models (chapter 3 - Experimental and simulation). In the next chapter, experimental
results are presented and discussed. Findings from the simulations are shown and used to
support hypotheses and extract additional information based on the experiments (chapter 4
- Results and discussion). In the final chapter, the main findings are summarized, open ques-
tions are addressed, and an outlook on possible future work is provided (chapter 5 - Main
findings and conclusion).
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2 Theoretical background

This chapter provides the theoretical basis for understanding the work carried out as part of
this dissertation and for the interpretation of the results. Entire books have been dedicated to
(aspects of) each of the sections of this chapter. This work therefore does not aim to provide
an in-depth explanation of all the theoretical foundations, but key aspects are introduced
and, when little detail is given, further reading is suggested for the interested reader.

In the first section, a basic overview of reliability in electronic devices is presented (2.1),
elaborating in more detail on the motivation described previously in the introduction for the
studies conducted in this thesis. Thereafter, concepts of electrochemistry and corrosion are
introduced (2.2). An important part of this chapter is a description of mass transport mech-
anisms and phenomena, which are crucial for this work (section 2.2.4). Important aspects
of corrosion of silver and copper will be described (section 2.3), followed by an overview of
key aspects regarding polyimides (section 2.4). Additionally, the theoretical basis and some
applications of two important experimental techniques in this work are presented: Laser Ab-
lation - Inductively Coupled Plasma - Mass Spectrometry (section 2.5), and Electrochemical
Impedance Spectroscopy (section 2.6).

2.1 Reliability in (micro-) electronic devices

Reliability of a product, as well as the predictability of the same, are of crucial importance
in today’s industry, both for producers, as well as for consumers. This is especially true
in the field of electronics, in which the progressive miniaturization of components and de-
vices poses ever new challenges in this regard. The term reliability is defined in Ohring and
Kasprzak 11, p. 15, ’as the probability of operating a product for a given time period under
specified conditions without failure’. Meaningful and precise forecasting of the (un-) relia-
bility is a difficult endeavor. No unified approach to tackle this problem exists, since many
internal and external parameters play a role, ranging from base materials and material com-
binations to temperature and bias, to name a few.11,12

In a similar vein, already the meaning of ’failure’ can strongly vary, depending on the dif-
ferent requirements and applications. In a broad definition of this term, Ohring andKasprzak 11,
p. 20 state that a ’failure consists of a transition from reliable to failed states’. One common
depiction of general failure rate is the so-called bathtub curve (figure 2.1). This curve il-
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Section 2.1: Reliability in (micro-) electronic devices

lustrates different time spans during product life, during which different failure types are
predominant. In the early life of a product, a decreasing failure rate is observed. The fail-
ures in this category stem mostly from extrinsic causes, such as defective raw materials, or
improper handling. In the second region the failure rate remains roughly constant. Random
causes can cause the otherwise good product to fail. In the last region, hazard rates increase
once again. Failures in this region are dominated by wear-out effects, meaning that aging of
the product and its materials ultimately leads to failure. The latter region is the one that is
of interest in this work.13

Figure 2.1: Schematic drawing of the bathtub curve. Three different regions can be identified in this
curve. In each region a different failure type is dominant: (left) extrinsic failures (a), (mid) intrinsic
failures (b), (right) wear-out or aging failures (c) dominate. The linear combination of the three failure
types results in the bathtub shaped curve. Adapted from Kuo et al. 13, figure 3.1.

The form that a failure takes is referred to as the failure mode and the how of the oc-
currence as failure mechanism.14 Pecht and Gu 12 present a classification into six wear-out
failure mechanisms, by which electronics fail:

1. Fatigue: often results in fracture, driven by thermal cyclic loads and mechanical vi-
bration.4

2. Corrosion: can result in electrical shorts or contact loss. Driving factors are, for ex-
ample, electric fields, humidity and ion mobility. Corrosion is described in detail in
sections 2.2 and 2.3.

3. Electromigration: describes the movement of atoms, caused by momentum transfer
of electrons. Results in hillock or void formation, and in the latter case in open circuits.4

4. Conductive filament formation: similarly to corrosion, this is a failure observed
between metallizations by the formation of a conductive filament. It is also referred to
as conductive anodic filament (CAF) formation. It involves the sub-surface growth of
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conductive filaments, primarily a copper containing salt, from the anode to the cathode,
along a glass/epoxy interface.15 This phenomenon typically occurs under the influence
of an electrical bias in the presence of moisture and is facilitated by the electrochem-
ical migration of metal ions.14 It was first observed in the 1970s and has still received
attention in recent years.16,17 A review on this topic is given by Turbini 15 .

5. Stress driven diffusion voiding: results in open circuits, due to residual stresses, e.g.
from manufacturing.4

6. Timedependent dielectric BD: leads to insulation loss of a dielectric below its break-
down strength. It is influenced by temperature and electrical stress.4 This failuremech-
anism is discussed in more depth in section 2.4.

It should be noted, that the authors do not claim that this list encompasses all existing
wear-out mechanisms, but offers only some examples. For the purpose of this work, corro-
sion, conductive filament formation and time dependent dielectric breakdown are considered
to play the most important role. Based on this classification, a recent review of existing mod-
els for the description of (time to) failure was put together by Gabriel and Huitink 4 . Suhir 18

addresses the question of electronics reliability in a more generalized way, by presenting the
probabilistic design for reliability concept. For the interested reader these works serve as a
good starting point to delve into reliability and reliability modeling. In their review, the au-
thors (Gabriel and Huitink 4 ) point out the state-of-the-art and shortcomings in this field. For
corrosion, they emphasize the lack of consistent standard test procedures and that physics
of failure (PoF) (i.e. failure origin) oriented methods have received low attention in this field.
With regards to time dependent dielectric breakdown they note a lack of reliability models
that consider the effect of field non-uniformity. In general, the authors believe that the com-
bination of experiments, finite element modeling and data-driven prognostics will help to
advance in this field.

The aim of reliability modeling is often to find an acceleration factor to predict a real-
world device’s lifetime based on (laboratory) experiments. A key parameter that is commonly
determined is the time-to-failure (TTF), that is the time that passes until the failure condition
is met. Two main approaches for reliability prediction exist: the empirical (or traditional)
approach and the physics of failure approach. The prior is based on statistics inferred from
(historical) reliability databases.19 This kind of approach has been widely criticized, e.g. by
Sinnadurai et al. 20 . Today, PoF approaches are increasingly important in the reliability of
electronics. This demonstrates the need for a sound understanding of the underlying physics
(and although omitted from the name, chemistry) of the failure mechanisms. An introduction
to this approach is given in Pecht and Dasgupta 14 and further elaborated in Pecht and Gu 12 .
In Hanif et al. 21, table II, a comparison between different lifetime predictionmethods is given.
It shows that, while a PoF approach provides valuable information for predicting expected
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Section 2.2: General introduction to corrosion and electrochemistry

lifetime, it requires extensive testing and generation of knowledge, especially in complex
systems. This explains, why the traditional approach is still often used. Also for this reason,
PoF models often are very specifically tailored to certain needs, and not easily adapted to or
not too predictive for other problems.

A commonly used probability distribution function to describe failure rates (or probabil-
ities) is the Weibull distribution. The Weibull distribution is a two-parameter distribution
with a time scale parameter, 𝛼 , and a shape parameter, 𝛽 . Both parameters are (fitted) con-
stants with values greater than zero. The Weibull probability and cumulative distribution
functions, as well as the failure or hazard rate, are given in equation (2.1), (2.2) and (2.3).

𝑓 (𝑡) = 𝛽𝑡𝛽−1𝑒𝑥𝑝 ((−(𝑡/𝛼)𝛽 ))
𝛼𝛽

(2.1)

𝐹 (𝑡) = 1 − 𝑒𝑥𝑝 (−(𝑡/𝛼)𝛽 ) (2.2)

𝜆(𝑡) = 𝛽𝑡𝛽−1

𝛼𝛽
. (2.3)

With this distribution, all three failure types in figure 2.1 can be described: early failures
(𝛽 < 1), constant failure rate (𝛽 = 1) and wear out failures (𝛽 > 1). The parameters are
obtained by estimating and then fitting them to the experimental data.11

A somewhat dated, but still useful overview over the different approaches for reliability
modeling is given in Foucher et al. 22 . For an up-to-date work on the topic of reliability pre-
diction for microelectronics, a recent book on this topic is recommended (Bernstein et al. 19,
Reliability Prediction for Microelectronics).

2.2 General introduction to corrosion and electrochemistry

In a very general definition, corrosion is described in Stansbury and Buchanan 23, p. 1, as "the
deterioration of materials due to reactions with their environments". This definition spans
all kinds of materials, from metals to organic species such as polymers. The best common
knowledge example for a corrosion process is the formation of rust (Fe2O3) on iron (Fe), which
is described by the following process:

4 Fe + 3O2 + 6H2O 4 Fe(OH)3 Fe2O3· nH2O

In the above chemical reaction, iron reacts with its environment (oxygen (O2) in the air,
and water (H2O) that can be present, e.g. in the form of moisture), to form a hydroxide. In an
electrochemical process, the Fe metal loses electrons, i.e. it is oxidized (Fe Fe3+ + 3 e–).
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The reverse process in which a species, for example oxygen, gains one or more electrons is
referred to as reduction. In general, for electrochemical corrosion to occur, three prerequisites
must be fulfilled:23–26

1. Electrolyte: An electrolyte is a conductive solution that allows the flow of ions. Water
containing dissolved salts, acids, or bases serves as the electrolyte in most corrosion
processes. The electrolyte allows for the movement of ions between the anode and
cathode, enabling the electrochemical reactions.

2. Electron pathway: For corrosion to occur, there must be an electron conducting path
that allows the flow of electrons from the anode to the cathode. This pathway is often
the metal itself that is undergoing corrosion.

3. Presence of anode and cathode: When electron conducting sites (electrodes) are
surrounded by an electrolyte, a potential difference exists at the interface between the
surface and the electrolyte. Upon contacting two such sites with an electron conductor,
the difference in potential between the two causes the flow of a current. The anode is
the site at which oxidation occurs, i.e. a surplus of electrons is generated. An example
for this is the oxidation of Fe in the previous example. The cathode is the site at which
reduction takes place, i.e. electrons are transferred to the more noble species here.

Based on the mentioned points, one can develop strategies to mitigate corrosion, e.g. by
application of coatings to prevent the formation of electrolyte layers on components.1 How-
ever, in hazardous environments, these coatings can loose their protection ability with time,
enabling corrosion processes.27

2.2.1 Thermodynamic aspects

Nernst equation

The simplest electrochemical (half) cell consists of an electrode and an ion conductor (elec-
trolyte). At the interface between the two, after a short time, an equilibrium will be reached
between ion dissolution and ion deposition. The driving force behind this phenomenon is
the so-called electrochemical potential, 𝜇∗𝑖 , which extends the chemical potential by a term
for the electric work and is thus described by equation (2.4)

𝜇∗𝑖 =

�
𝜕𝐺

𝜕𝑛𝑖

�
𝑝,𝑇 ,𝑛 𝑗

= 𝜇0𝑖 + 𝑅𝑇 ln𝑎𝑖 + 𝑧𝑖𝐹𝜙𝑖 (2.4)

where
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Section 2.2: General introduction to corrosion and electrochemistry

• 𝜕𝐺
𝜕𝑛𝑖

is the partial derivative of the Gibbs free energy of the system with respect to the
number of moles of species i, 𝑛𝑖 , at constant temperature, pressure and number of
moles of all other components, 𝑛 𝑗≠𝑖 .

• 𝜇0𝑖 is the standard chemical potential of ion species i (in 𝐽 ·𝑚𝑜𝑙−1), representing the
chemical potential when the ion is in its standard state.

• 𝑅 is the universal gas constant (8.314 𝐽 ·𝑚𝑜𝑙−1 · 𝐾−1).

• 𝑇 is the absolute temperature (in 𝐾 ).

• 𝑧𝑖 is the charge number of ion species 𝑖 , representing the number of elementary charges
carried by the ion.

• 𝑎𝑖 is the activity of the species, which reflects its effective concentration in the solution.

• 𝐹 is the Faraday constant (96485 𝐶 ·𝑚𝑜𝑙−1), the charge of one mole of electrons.

• 𝜙𝑖 is the (inner) electric potential of phase i (in 𝑉 ).

Once the system is in equilibrium, the rates of dissolution and deposition will be equal. This
means, that the electrochemical potentials of the oxidized species, 𝜇∗𝑜 , and the reduced species,
𝜇∗𝑟 , will be the same.25

𝜇∗𝑜 = 𝜇0𝑜 + 𝑅𝑇 ln𝑎𝑜 + 𝑧𝐹𝜙𝑆 = 𝜇0𝑟 + 𝑅𝑇 ln𝑎𝑟 + 𝑧𝐹𝜙𝐶 = 𝜇∗𝑟 (2.5)

𝜙𝑆 is the inner potential of the solution phase, and 𝜙𝐶 is the inner potential of the conductor
(i.e. the electrode). The difference between the two is the (equilibrium) Galvani potential,
Δ𝜙 , and can be arrived at by rearranging equation (2.5):

Δ𝜙 = 𝜙𝐶 − 𝜙𝑆 =
𝜇0𝑜 − 𝜇0𝑟
𝑧𝐹

+ 𝑅𝑇

𝑧𝐹
ln 𝑎𝑜

𝑎𝑟
(2.6)

Since 𝜇0𝑜 and 𝜇0𝑟 represent standard states, the first term is summed up as Δ𝜙0, the standard
potential of the given reaction for the given electrode, which leads to:

Δ𝜙 = Δ𝜙0 + 𝑅𝑇

𝑧𝐹
ln 𝑎𝑜

𝑎𝑟
(2.7)

This equation (equation (2.7)) is called Nernst equation, named in honor of Walther Nernst,
who first formulated an equation of this form. The equation can be extended to include mul-
tiple educts and reaction products. If 𝑎𝑜

𝑎𝑟
= 1, the logarithm will be 0 and the second term

is eliminated. Thus, one obtains the standard Galvani potential of the given reaction for
the given electrode. With the Nernst equation, one can calculate the expected equilibrium
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potential for different electrochemical reactions and it is one of the most fundamental equa-
tions in the field of electrochemistry.1,25,26,28–30 An example for its usage is also given in the
subsection on Pourbaix diagrams, later in this chapter.

The electrochemical series

It is not possible to measure the absolute electric potential difference between the electrode
and the ion conductor. One can only measure such potentials relative to a reference point, i.e.
another potential. A second half-cell, consisting of electrode and ion conductor, is therefore
needed. When two electrodes come in contact, however, a contact potential forms at the con-
tact point between the two metals. To reflect this influence, the term electrode potential, 𝐸, is
introduced to describe an electrode in contact with an arbitrary second ’reference’ electrode.
It is given as

𝐸 = Δ𝜙𝐶,𝑆 + 𝜙𝐶,𝐶𝑅 + 𝜙𝐶𝑅,𝑆𝑅 (2.8)

where, like before, 𝐶 and 𝑆 denote the conductor and the solution, and 𝑅 denotes the refer-
ence. 𝜙𝐶,𝐶𝑅 is therefore the contact potential between the two electrodes. Since the second
and third term in this equation depend on the reference, they can be considered constant, if
the same reference is used to investigate different electrodes, resulting in25,28

𝐸 = Δ𝜙𝐶,𝑆 + 𝑐𝑜𝑛𝑠𝑡 (2.9)

In order to have comparability between different potential measurements, a common ref-
erence point is needed. The standard hydrogen electrode (SHE) is accepted as the primary
reference electrode (RE). The standard potential, Δ𝜙 , of the reaction in this half-cell (hydro-
gen evolution reaction (HER), equation (2.10)) is, per definition, 0 V.1,23

2H+ + 2 e– H2 (2.10)

An exemplary schematic measurement setup of an electrochemical cell for determination of
the (standard) electrode potential is given in figure 2.2. In general terms, an electrochemical
cell consists of two (or more) electrodes parted by one (or more) electrolyte phase(s).
With the setup shown in the figure , the (standard) electrode potential for the reaction

Fe2+ + 2 e– Fe (2.11)

can be determined via the connected voltmeter. If the activity of the Fe2+ ions is 1, the stan-
dard electrode potential, 𝐸0, is obtained (−0.447 V).31

9



Section 2.2: General introduction to corrosion and electrochemistry

Figure 2.2: Exemplary schematic of a measurement setup for the determination of the (standard)
electrode potential. In the right half-cell, the standard hydrogen electrode is shown. In the left half-
cell the Fe|Fe2+ electrode is presented. A diaphragm (black dashed line in the center) separates the two
half cells. Both half-cells are connected electrically to form an electrochemical cell. Graphic adapted
from Marcus 1, p. 22.

The electrochemical series is a collection of standard reduction potentials with respect to
the SHE. The more positive a value, the more noble (i.e. more corrosion resistant) the species.
The more negative a value, the more ignoble (i.e. more prone to corrosion) the species. This
can be well understood based on the relationship between the standard free-energy change,
Δ𝐺0, and the standard electrode potential (w.r.t. the SHE), 𝐸0, described in equation (2.12)

Δ𝐺0 = −𝑛𝐹𝐸0 (2.12)

where 𝑛 denotes the number of moles of electrons transferred in the redox reaction. This
relationship does also hold true for conditions, that are not equal to the standard conditions.
Δ𝐺 < 0 indicates, that a reaction is energetically favorable (spontaneous), Δ𝐺 > 0 is ener-
getically unfavorable and Δ𝐺 = 0 means that the reaction is in equilibrium.23,28

It is important to keep in mind, that these values are calculated for standard conditions and
that reaction kinetics are not considered here. In table 2.1 an excerpt of the electrochemical
series is presented, containing reactions, that are of interest in this work.

A detailed listing of standard reduction potentials with respect to the SHE in the electro-
chemical series can be found in Vanysek 31, Table 1-3. More information on the usage of REs
is provided in the subsection on 3-electrode setups (2.2.2).
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Table 2.1: Selected standard reduction potentials for half cell reactions that are of relevance for the
work performed in the course of this thesis.

Half cell reaction Standard potential (V) Reference

2H+ + 2 e– H2 0 23

Ag+ + e– Ag 0.7991 32

Cu+
2 + 2 e– Cu 0.337 33

Cu+ + e– Cu 0.521 31

Cu2O + 2H+ + 2 e– 2Cu + H2O 0.471 34

CuO + 2H+ + 2 e– Cu + H2O 0.570 34

Pourbaix diagrams

Pourbaix diagrams, named after their first creator, Marcel Pourbaix, are thermodynamic equi-
librium diagrams. In these diagrams, the electrode potential, 𝐸, is plotted versus the negative
decadic logarithm of the H+ activity, that is against the 𝑝𝐻 value. They can yield a lot of in-
sights into the stability of amaterial of interest in an aqueous system. An exemplary Pourbaix
diagram for Cu in uncomplexing media is shown in figure 2.3.

At the heart of such a diagram lies a formulation of the Nernst equation (equation (2.7))
for a general oxidation reaction of the type,

rR + wH2O pP + hH+ + ne– (2.13)

where 𝑟 moles of the reactant, R, react with 𝑤 moles of H2O to form 𝑝 moles of product, P,
and ℎ moles of H+ ions. 𝑛 moles of e– are generated in this process. The formulation of the
Nernst equation is then (assuming that 𝑎𝐻2𝑂 = 1) as follows:33

𝐸 = 𝐸0 + 0.0591
𝑛

log (𝑎𝑃 )𝑝
(𝑎𝑅)𝑟 + −0.0591ℎ

𝑛
𝑝𝐻 (2.14)

Since there is a direct relationship between 𝐸0 and Δ𝐺0 (equation (2.12)), tabulated thermo-
dynamic data can be taken to calculate the first (constant) term. From this equation three
straight-line relationships are possible:33

1. Vertical straight line: This is the case, when the reaction is influenced by the pH, but
not the potential (𝑛 = 0).

2. Horizontal straight line: When the reaction is influenced by the potential, but not the
pH, this shape is obtained (ℎ = 0).

3. Straight line with a constant (negative) slope: This is the case, when the reaction is
influenced by both the pH and the potential. The slope is then equal to −0.0591ℎ𝑛 .

11



Section 2.2: General introduction to corrosion and electrochemistry

Figure 2.3: 𝐸𝑆𝐻𝐸 (that is 𝐸 vs. the SHE) vs. pH diagram (Pourbaix diagram) for Cu in aqueous,
uncomplexing media at a temperature of 25 °C. Concentration of Cu2+ ions, 𝑐𝐶𝑢2+ = 0.01mol L−1. The
dashed green lines indicate the stability region of water, H2O. Solid lines mark the boundaries at
which one species reacts to form another, depending on the change in pH or 𝐸𝑆𝐻𝐸 . Cu(OH)2 is not
considered in this diagram. This Pourbaix diagram was created using Spana and Database, which are
part of the Windows version of Chemical Equilibrium Diagrams (Java), by KTH (the Royal Institute
of Technology at Stockholm).

Aprerequisite for constructing Pourbaix diagrams is the a priori knowledge of possible educts
and products and the availability of thermodynamic data for these. Two reactions form the
boundaries within which one can operate in an aqueous environment. These are indicated by
dashed green lines in figure 2.3 and constitute the stability region of H2O. Upon application of
increasingly strong reducing conditions, the lower boundary will at some point be reached, at
which the hydrogen evolution reaction (equation (2.10)) leads to the decomposition of water.
If the potential is strongly oxidizing, the oxygen evolution reaction (OER) will dominate:

O2 + 4H+ + 4 e– H2O (2.15)

It is worth noting, that in an alkalinemedium these reactions will actually change, and should
be described by

2H2O + 2 e– H2 + 2OH– (2.16)
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for the hydrogen oxidation reaction35 and

O2 + 4H2O + 4 e– 4OH– (2.17)

for the oxygen evolution reaction.36 Under reducing conditions, the reactions progress to-
ward the right hand side (i.e. e– are consumed), for oxidizing conditions, the opposite is true
(i.e. progress toward the left, e– consumption). It can easily be envisioned, by the example
of these reactions, that some electrochemical reactions are strongly influenced by (local) pH
and will in turn have a strong influence on the same.

2.2.2 2- and 3-electrode setup, potentiostat

2-electrode setup

As the name suggests, a 2-electrode setup consists of two electrodes, namely a working elec-
trode (WE) and a reference electrode (RE). Most of the basics needed to understand such a
setup were already introduced in chapter 2.2.1. An example of such an electrochemical cell
was also shown in figure 2.2 in the subsection about the Electrochemical Series. Usually,
one is primarily interested in the processes occurring at one of the electrodes, namely the
working electrode (WE). The RE should be non-polarizable (i.e. its potential does not change
when current flows) and (thus) have a known potential, in order to be able to interpret the
measured potential drop in terms of the WE. If this is the case, then upon application of an
external potential, 𝐸𝑎𝑝𝑝𝑙 , the potential drop in the electrochemical cell can be described as

𝐸𝑎𝑝𝑝𝑙 (𝑣𝑠.𝑅𝐸) = 𝐸0(𝑣𝑠.𝑅𝐸) + 𝜂 − 𝐼𝑅𝑆 (2.18)

where

• 𝜂 is the overpotential. This is described in equation (2.20) in section 2.2.3.

• 𝐼𝑅𝑆 reflects the ohmic drop within the electrolyte, stemming from the finite ion con-
ductivity of the electrolyte. 𝐼 is the current flow in the solution, and 𝑅𝑆 the ohmic
resistance of the solvent.

If the last term in equation (2.18) is (almost) negligible, and the potential of the RE is stable,
then the properties of the WE can be well described.37

However, this is often not the case, for example, when performing solid state measure-
ments. If 𝐼𝑅𝑆 is not negligible and 𝐸𝑅𝐸 is not stable, then one can only describe the overall
behavior of the electrochemical cell upon application of an external potential (or current).
To overcome these drawbacks and to be able to characterize a single electrode, a 3-electrode
setup can be used.

13



Section 2.2: General introduction to corrosion and electrochemistry

3-electrode setup

In figure 2.4 a schematic of a 3-electrode setup is presented.

Figure 2.4: Schematic drawing of a 3-electrode setup. A counter electrode (CE) is introduced into
the system. Current is passed between this electrode and the WE. The RE is therefore not under load
and retains a constant potential. The potential difference between WE and RE is measured using a
high impedance voltmeter. To minimize ohmic drop within the electrolyte, the RE is brought in close
contact with the WE. A Luggin capillary is often employed to this end.

As shown in the schematic, compared to the 2-electrode setup, a third electrode, called
counter electrode CE is introduced. The purpose of this additional electrode is to have a
counter part for the electrode reaction(s) at the WE that is not the RE. The sole purpose of
the CE is to balance the current observed at the WE. The RE therefore is not under load
(no current flows through it) and retains a stable potential, which is measured using a high
impedance voltmeter. The ohmic drop between the RE and the WE is minimized by placing
the RE in the vicinity of the latter. This can be achieved, for example, by using a Luggin
capillary.29,37,38

Potentiostatic measurements

In potentiostatic measurements, a constant potential difference is applied between WE and
RE. In reality is not quite as simple as that, but to be able to maintain the desired potential
difference, a potentiostatic circuit is needed. Simply put, the potential of theWE is constantly
monitored using the RE and the potentiostat adjusts the current flow in the cell automatically,
if the potential deviates from the desired applied value.25
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A more detailed description of the functionality of a potentiostat can be explained with
the help of figure 2.5. In this image, a 3-electrode cell is schematically shown, along with
two resistances, 𝑅𝐶𝐸−𝑅𝐸 and 𝑅𝑅𝐸−𝑊𝐸 . These resistances occur in the electrochemical cell
and represent the contribution of the ohmic drop between the two electrodes indicated by
the index. Additionally, the charge transfer resistance at the electrode/electrolyte interfaces
contribute to these resistances. Now, looking at the electric circuit in figure 2.5, it can be seen,
that the WE is held at virtual ground by the current follower, whilst the desired potential is
applied to 𝑉𝑖𝑛 (+) and thus indirectly to the RE. The current flow in the system has to pass
through both resistors 𝑅𝐶𝐸−𝑅𝐸 and 𝑅𝑅𝐸−𝑊𝐸 , forming a voltage divider circuit. The RE is
situated at the junction between the two. This voltage is applied to the negative input of the
control amplifier, which forms a negative feedback loop. The voltage at the amplifier output
is set to the value at which the input voltage difference𝑉𝑖𝑛 (+) −𝑉𝑖𝑛 (−) becomes zero. Under
this condition 𝑉𝑜𝑢𝑡 can be calculated using equation (2.19).

𝑉𝑜𝑢𝑡 =
𝑉𝑖𝑛 (𝑅𝐶𝐸−𝑅𝐸 + 𝑅𝑅𝐸−𝑊𝐸)

𝑅𝑅𝐸−𝑊𝐸
(2.19)

If 𝑅𝐶𝐸−𝑅𝐸 or 𝑅𝑅𝐸−𝑊𝐸 change, the output of the control amplifier is adjusted to maintain the
applied voltage, 𝑉𝑖𝑛 at the negative input of the amplifier. However, a drawback when using
a potentiostat is, that a malfunctioning RE can lead to damage at the WE due to uncontrolled
increases of the amplifier output voltage.

Figure 2.5: Electronic circuit for potentiostatic measurements. The control amplifier part is used to
maintain the desired potential difference between the WE and the RE. 𝑅𝐶𝐸−𝑅𝐸 and 𝑅𝑅𝐸−𝑊𝐸 represent
the ohmic drop in the electrolyte between the respective electrodes, as well as the charge transfer
resistance at the electrode/electrolyte interfaces. Adapted from Colburn et al. 38, Fig. 5(a).
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Section 2.2: General introduction to corrosion and electrochemistry

2.2.3 Kinetic aspects

Electrochemical reactions are governed by both thermodynamic and kinetic factors. While
thermodynamics dictates the feasibility and direction of a reaction, kinetics determines the
rate at which the reaction proceeds.

Overpotential

The overpotential (𝜂) is a key parameter in electrochemistry, representing the excess poten-
tial required to drive an electrochemical reaction at a rate higher than its equilibrium state. It
is defined as the difference between the actual electrode potential (𝐸) under non-equilibrium
conditions and the equilibrium potential (𝐸0), as expressed by:

𝜂 = 𝐸 (𝑣𝑠.𝑅𝐸) − 𝐸0(𝑣𝑠.𝑅𝐸) (2.20)

The existence or rise of overpotential(s) can be attributed to various physical and chemical
processes. These include (but are not limited to), charge transfer kinetics, mass transport
phenomena (section 2.2.4), and interfacial effects (such as adsorption and desorption). These
processes introduce resistances to the flow of charge, necessitating additional driving force
(that is the overpotential) for the reaction to proceed at the desired rate. Overpotentials
therefore play a key role in electrochemical processes.

The Butler-Volmer Equation

The Butler-Volmer (BV) equation is an empirical description of the relation between the elec-
trode potential and the current density, 𝑖 (that is the current that flows across a surface area,
𝐴, 𝑖 = 𝐼

𝐴 ). It is an empirical relation, even though it can be described based on transition
state theory of electron transfer.39 The BV equation will not be discussed in detail here, only
fundamental aspects of the version of it used here will be explained. A detailed review of this
equation has been provided by (e.g.) Dickinson and Wain 39 .

To derive the BV equation, the current density of the electrochemical process at the elec-
trode surface, 𝑖 , must be the sum of independent cathodic and anodic current densities, 𝑖𝑎
and 𝑖𝑐 , respectively, i.e.

𝑖 = 𝑖𝑎 + 𝑖𝑐 (2.21)

In addition, the dependence (on potential and concentrations) of these terms must be sepa-
rable.

The BV equation is expressed as

𝑖 = 𝑖0

�
exp

�
𝛼𝑎𝑛𝐹𝜂

𝑅𝑇

�
− exp

�
− (1 − 𝛼𝑎)𝑛𝐹𝜂

𝑅𝑇

��
(2.22)
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where:

• 𝑖0 is the exchange current density, a measure of the reaction rate in the equilibrium
state (𝑖𝑎 = −𝑖𝑐 ). It is a critical parameter in the description of the electrode kinetics. It
signifies the activity or reactivity of an electrode material for a specific electrochemical
reaction. A high 𝑖0 indicates that the electrode material is highly active for the reaction,
allowing it to proceed readily even at low overpotentials. Conversely, a low 𝑖0 suggests
that the material is less active, requiring higher overpotentials to drive the reaction at
significant rates.

• 𝛼𝑎 (and 𝛼𝑐 ) are the anodic (and cathodic) transfer coefficients (dimensionless quantities
reflecting the symmetry of the energy barrier for the electrochemical reaction). For a
n-electron conversion, 𝛼𝑎 + 𝛼𝑐 = 𝑛.

This equation describes how the current density responds to changes in overpotential, high-
lighting the exponential dependence characteristic of electrochemical charge transfer reac-
tions. The first exponential term represents the anodic contribution to the overall current
density, the second term stems from the cathodic contribution. The BV equation exists in
various forms, with different approximations forming the basis and different extensions, e.g.
to include dependency on species concentrations near the surface as opposed to the bulk so-
lution.1,37,39 From this equation, several edge case solutions can be derived, such as the Tafel
equation.

The Tafel Equation

For high overpotentials, |𝜂 |, where either the forward or reverse reaction dominates, the
Butler-Volmer equation simplifies to the Tafel equation. The high overpotential leads to the
clear dominance of the anodic/cathodic branch, leading to a simplified BV equation:

𝑖 = 𝑖0 exp
�
𝛼𝑎𝑛𝐹𝜂

𝑅𝑇

�
(2.23)

Solving for 𝜂 results in an equation that provides a linear relationship between overpotential
and the logarithm of the current density, the so-called Tafel equation:

𝜂 =
𝑅𝑇

𝛼𝐹
ln

�
𝑖

𝑖0

�
(2.24)

This equation plays an important role in electrochemical kinetics, offering insights into re-
action mechanisms and rates.1
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Section 2.2: General introduction to corrosion and electrochemistry

The charge transfer resistance

For small overpotentials, linearization of the BV equation is possible, by expansion of the
exponentials. This yields:

𝑖 = 𝑖0
𝑛𝐹𝜂

𝑅𝑇
(2.25)

Since there is a linear, i.e. ohmic, relationship between current and (over)potential near the
equilibrium potential, 𝐸0, this ratio (at 𝜂 = 0) is referred to as the charge-transfer resistance,
𝑅𝑐𝑡 (equation (2.26)).29,37 This resistance can be obtained from Electrochemical Impedance
Spectroscopy (chapter 2.6) and thus be used to calculate 𝑖0.

𝑅𝑐𝑡 =
𝜂

𝑖
=
𝑅𝑇

𝑛𝐹
· 1
𝑖0

(2.26)

2.2.4 Mass transport

This section explains phenomena and equations that form the basis for the experiments per-
formed and that provide the fundamental knowledge needed to understand the discussion of
the results. A specially emphasized point is the description of mass transport in polymers,
since these are of major interest in this work.

Diffusion - Fick’s laws

Diffusion describes the process of random molecular motion that results in the transport
of matter from one part of a system to another. Since it is a random process, it depends
on the concentration of the involved species. If the same fraction of species i randomly
moves in any direction, then it logically follows that a higher concentration of a species i, 𝑐𝑖 ,
results in a higher absolute amount of particles moving in either direction than is the case
for lower concentrations.40 A schematic depiction of a diffusion process is shown on the left
in figure 2.6.

The diffusion in an isotropic medium was mathematically described by Fick 41 in 1855
usingwhat is today known as Fick’s first law (equation (2.27)) for a one dimensional geometry

𝑗𝑖 = −𝐷𝑖
d𝑐𝑖
d𝑥 (2.27)

where:

• 𝑗𝑖 represents the flux density of species 𝑖 (in𝑚𝑜𝑙 ·𝑚−2 · 𝑠−1), indicating the amount of
substance that flows through a unit area per unit time.

• 𝐷𝑖 is the diffusion coefficient of species 𝑖 (in𝑚2 · 𝑠−1), which depends on the species
and characterizes the ease with which the particles diffuse.
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• d𝑐𝑖
d𝑥 is the concentration gradient of species 𝑖 (in𝑚𝑜𝑙 ·𝑚−4), that is the change in con-
centration with respect to position.

In the same paper, Fick also presented his second law (equation (2.28))

𝜕𝑐𝑖
𝜕𝑡

= 𝐷𝑖
𝜕2𝑐𝑖
𝜕𝑥2 (2.28)

where:

• 𝜕𝑐𝑖
𝜕𝑡 represents the rate of change of concentration of ion species 𝑖 (in𝑚𝑜𝑙 ·𝑚−3 ·𝑠−1) with
respect to time, indicating how the concentration of the diffusing substance changes
over time at a given location.

• 𝜕2𝑐𝑖
𝜕𝑥2 is the second derivative of the concentration with respect to position, representing
the curvature of the concentration profile or the spatial rate of change of the concen-
tration gradient.

This partial differential equation predicts the concentration change with respect to time,
caused by diffusion. This equation has been modified in many ways, to expand it for use
in multi-dimensional spaces, to include a concentration and temperature dependence of the
diffusion coefficient or to take into account anisotropy of the medium.40

A special type of diffusion is ambipolar diffusion. Ambipolar diffusion is of relevancewhen
interactions occur between oppositely charged species with different diffusion coefficients
that are present at the same concentration. If the species diffuse in the same direction (i.e.
along a concentration gradient), species with a higher diffusion coefficient are faster. This
results in charge separation and the formation of an electric field between them. Slower
species are driven by the electric field, resulting in co-diffusion of both positive and negative
species, thus maintaining overall charge neutrality.42 This process is quantitatively described
by the Nernst-Planck equation.

Nernst-Planck equation

The Nernst-Planck (NP) equation can be considered an extension of Fick’s first law ( (2.27)) to
include effects of electrostatic forces on the movement of charged particles (ions) in a fluid.43

Whereas diffusion depends only on the concentration of a species, an additional driving force
plays a role in the case of ions. To this end, considerations based on the electrochemical
potential, 𝜇∗𝑖 , as well as mass transport in a moving medium (convection) are included.37

Given

𝑗𝑖 ∝ ∇𝜇∗𝑖 (2.29)
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and equation (2.4) for the electrochemical potential (where 𝑎𝑖 is assumed to be equal to 𝑐𝑖 ),
and

𝑗𝑖 = 𝑣𝑐𝑖 (2.30)

for convection in a system with velocity, 𝑣 , of the bulk medium, one finally obtains the NP
equation for a species i as follows:25,28,37

𝑗𝑖 = −𝐷𝑖

�
𝜕𝑐𝑖
𝜕𝑥

+ 𝑧𝑖𝐹

𝑅𝑇
𝑐𝑖
𝜕𝜙

𝜕𝑥

�
+ 𝑣𝑐𝑖 (2.31)

where 𝜙 is the electric potential (in 𝑉 ), and 𝜕𝜙
𝜕𝑥 is its gradient with respect to position.

The NP equation is a conservation of mass equation based on continuum theory, in which
’ions are treated as a continuous charge distribution characterized by the concentrations
(...) of the ionic species involved’ (Coalson and Kurnikova 44, p.82). As can be seen in the
above equation, the total flux of a species i is affected by three different elements: diffusion,
migration and convection. These three mass transport processes are schematically depicted
in figure 2.6. One should bear in mind, that the NP equation neglects ion-ion interactions and
is therefore exact only in the case of infinitely dilute solutions.28,37,45 Also, no dependence of
electric field strength on ion concentration and vice versa is included. For a more in-depth
derivation of this equation, refer to Maex 46 and Bard and Faulkner 37 and references therein.

Figure 2.6: Schematic drawing of the three possible modes of mass transport included in the NP
equation (equation (2.31); image adapted from Jonsson 47 ). (left) Diffusion along a concentration
gradient, (mid) convection, driven by movement of the medium, and (right)migration, caused by an
applied electric field.

Assuming a quiescent solution (𝑣 = 0), the total flux density for a charged species is then
equivalent to a current density, 𝑖𝑖 . A system with a cross-sectional area, 𝐴 (in 𝑚2), is then
described using Faraday’s law

𝑗𝑖 = − 𝐼𝑖
𝑧𝑖𝐹𝐴

(2.32)

where 𝐼𝑖 is the current of component i. The total current is given by equation (2.33):
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𝐼 =
∑︁

𝐼𝑖 (2.33)

Upon introducing these relations into the NP equation, one obtains the following formula for
the total current in the system:25,37

𝐼 = 𝐹𝐴
∑︁

𝑧𝑖𝐷𝑖
𝜕𝑐𝑖
𝜕𝑥

+ 𝐹 2𝐴

𝑅𝑇
· 𝜕𝜙
𝜕𝑥

∑︁
𝑧2𝑖𝐷𝑖𝑐𝑖 (2.34)

Einstein-Smoluchowski relation

The Einstein-Smoluchowski relation (equation (2.35)) offers a systematic, classical explana-
tion of Brownian motion. It was independently, based on different assumptions, and in vary-
ing, but substantially equivalent forms, found by Einstein 48 and von Smoluchowski 49 and
later named after the two.

𝑢𝑖 =
|𝑧𝑖 |𝐹𝐷𝑖

𝑅𝑇
(2.35)

The equation provides a direct, quantitative relationship between the diffusion coefficient and
the mobility of particles in a solution. It is still widely used today.37,50 Upon implementation
of this relation into the migration term of equation (2.31) the influence of ion mobility on
overall flux (and current) is directly seen.

Poisson’s equation and its coupling to the Nernst-Planck equation

As mentioned in the introduction of the NP equation above, the influence of (local) ion con-
centrations on the (local) electric field strength are not taken into account in this equation.
However, it has been shown, that even small compositional changes affect 𝜕𝜙

𝜕𝑥 , or, more gen-
eral, ∇𝜙 .51 To overcome this shortcoming and implement gradients in the electric field, the
Nernst-Planck equation is often coupledwith Poisson’s equation for the case of electrostatics.
It is described by

∇2𝜙 = −𝜌

𝜀
= −𝐹

𝜀

∑︁
𝑧𝑖𝑐𝑖 (2.36)

where:

• ∇2 is the Laplace operator, representing the divergence of the gradient of a function,
here applied to the electric potential 𝜙 .

• 𝜌 is the charge density (in 𝐶 · 𝑚−3), representing the amount of charge, 𝑞, per unit
volume. This charge in the system can stem from a variety of sources, such as immobile
or mobile ions, but also electronic charge carriers (electrons (e–) and electron holes
(h+)).
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• 𝜀 is the permittivity of the material (in 𝐶2 · 𝑁 −1 ·𝑚−2; e.g. an insulator).

Since

𝜀 = 𝜀0 · 𝜀𝑟 (2.37)

where 𝜀0 is the vacuum permittivity (in𝐶2 ·𝑁 −1 ·𝑚−2), a fundamental physical constant that
characterizes the ability of the vacuum to permit electric field lines. It is approximately equal
to 8.854 × 10−12 𝐶2 · 𝑁 −1 ·𝑚−2. 𝜀𝑟 is the relative permittivity of the medium (𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠),
which is a measure of how well an insulator stores electric energy in an electric field. 𝜀𝑟

is a quantity that can be extracted from measurements, for example by using dielectric or
electrochemical impedance spectroscopy. The latter method is described in chapter 2.6.

The Poisson equation is a useful extension for the NP equation. With equation (2.36),
a dependence of the migration part in equation (2.31) on gradients of the electric field is
introduced. This way, the influence of concentration changes on the electric field is included,
thus adding as a kind of coupled feedback to the concentration changes contained in the NP
equation. Usage of this formula, an electrostatic equation, is justified, since the motion of
particles in a medium is slow.28

2.3 Corrosion of silver and copper

Throughout this work, the main focus lies on migration processes involving copper and its
ions (Cu+ and Cu2+). Silver and its ion (Ag+) play a major role in the third and most crucial
experimental setup that will be presented in this work. Therefore, an excerpt of the exten-
sive knowledge regarding corrosion processes for these two metals is given, followed by a
compilation of insights into an important failure mechanism in microelectronics, namely
electrochemical migration.

2.3.1 Fundamentals of copper and silver corrosion

Copper

Copper is a material that is widely used in the fields of electronics, since it combines high
electrical and heat conductivity with corrosion resistance. Cu is a noble metal, and the HER
(equation (2.10)) therefore does not play a major role in the corrosion process (table 2.1).
Copper electrochemistry is more complex than that of other metals, as it is present in two
oxidation states, Cu+ and Cu2+. In an aqueous environment, these two species can be in
equilibrium, as described by equation (2.38).

Cu2+ + Cu 2Cu+ (2.38)
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The equilibrium of this reaction lies to the far left (𝐾𝑒𝑞 ≃ 10−6).52 As long as there are no
complexing ions, such as Cl–, in the solution, the univalent ion, Cu+, plays only a minor
role.33 The Pourbaix diagram, showing the different stability regions of copper has been
presented earlier in this work (figure 2.3). It has been shown, that an oxide film forms on
a Cu surface, consisting of a mixture of Cu2O and CuO, when exposed to distilled water
at ambient temperature. For lower pH values, a conversion of the mixed oxide to Cu2O
was observed.53,54 These oxides form a passive layer that offers protection to the underlying
copper.33,55

An in-depth overview over the electrochemistry of Cu, as well as further Pourbaix dia-
grams, can be found in Bertocci and Turner 56 . The main modes of corrosion for Cu and its
alloys in aqueous systems are erosion corrosion, differential aeration corrosion, demetallifi-
cation and stress corrosion cracking.26 In King 57 a critical review of the literature dealing
with corrosion of Cu in water is undertaken.

Silver

Silver, like copper, has high electrical and heat conductivity, with an even higher corrosion
resistance than the latter. As can be seen in the electrochemical series (see table 2.1), silver
(Ag) in its solid state is much more stable under standard conditions than its main ion, the
univalent Ag+. This can also be seen easily upon looking at figure 2.7. Ag+ is only stable
under strongly oxidizing conditions in acidic media. The solubility of Ag in water is at the
order of 10−6 mol L−1. The most common form of Ag is a type of uniform corrosion, called
tarnishing. There, Ag reacts with H2S to form Ag2S. In the presence of chlorides it reacts to
AgCl. This reaction is important, since it lays the cornerstone for the usage of AgCl reference
electrodes (see subsection on making of RE in chapter 3.1).24,32

For more details regarding Ag electrochemistry, the reader is referred to Shumilova and
Zhutaeva 32 .

2.3.2 Electrochemical migration and dendrite growth

Electrochemical migration

Electrochemical migration (ECM) falls in the corrosion category of failure mechanisms men-
tioned above (section 2.1). ECM and consequent dendrite growth is described in more detail
in the following. Alternatively, since a conductive filament is formed, this failure mechanism
could also be put in the category of conductive filament formation.
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Figure 2.7: Pourbaix diagram for Ag in aqueous media at a temperature of 25 °C. Concentration of
Ag+ ions, 𝑐𝐴𝑔+ = 0.1mol L−1. The dashed green lines indicate the stability region of water. Solid lines
mark the boundaries at which one species reacts to form another, depending on the change in pH
or 𝐸𝑆𝐻𝐸 . This Pourbaix diagram was created using Spana and Database, which are part of the Win-
dows version of Chemical Equilibrium Diagrams (Java), by KTH (the Royal Institute of Technology
at Stockholm).

The phenomenon of ECM significantly impacts the reliability and durability of electronic
components. It is thus a very active research field even today.58,59 Put briefly, ECM is a
process whereby metallic ions migrate between two electrodes under the influence of an
electric field, leading to the formation of metallic dendrites. These dendritic structures can
cause short circuits, leading to the failure of electronic devices.3,60

The most commonly used mechanistic description of ECM involves several key steps, be-
ginning with the formation of an electrolyte layer, dissolution of metal at the anode, ion
migration through the electrolyte, and ending with metal deposition at the cathode. This
process is influenced by factors such as the presence of moisture, the electric field strength,
the type of metal, and the characteristics of the electrolyte.61

1. Path formation: If a continuous water path is present between the conductors, this
step is not needed.62 If this is not the case, then a continuous water/moisture film has to
form, often by adsorption of water molecules on a substrate surface.63 The electrolyte
layer thickness can have a significant influence on the ECM behavior.64
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2. Dissolution of metal at the anode: Under the influence of an electric field, metal
atoms at the anodic site undergo oxidation and dissolve into the electrolyte as metal
ions.

3. Ion migration: The ions migrate through the electrolyte toward the cathode, driven
by the electric field. The rate of migration and the path followed by the ions can be
influenced by the concentration of ions, the electric field strength, and the presence of
other ions in the solution.

4. Metal deposition at the cathode: Upon reaching the cathode, the metal ions are
reduced and deposit as metal, potentially forming dendritic structures that grow over
time. Dendrite growth and shape is influenced by different parameters, such as metal
ion concentration and overpotential.64

As can be seen by this description, ECM is a form of corrosion, with the prerequisite of an
electrical field being present between the conductors.65 electrochemical migration should not
be confused with electromigration, a different type of (failure) mechanism, that was touched
upon in the previous section (2.1) as well. It is worth noting, that the term electrolytic (metal)
migration is also often found in literature to describe this phenomenon.

Two ’operation’ modes for ECM can be differentiated, based on whether water is present
(wet ECM) or only a humidity controlled film (humid ECM).66 Harsanyi 61 proposed a to-
tal of five subgroups for ECM, namely: classical model (as described here), contaminate in-
duced model (an extension of the classical model to account for ionic impurities), anodic
dendritic growth (an anomalous growth observed for Nickel), migration of reduced isolat-
ing constituents (stemming from the isolating parts), and virtual migration (reduction of the
dielectric by hydrogen ions - the dielectric must be/contain a metal oxide). Steppan et al. 3

provides a helpful entry point into this topic with a review on ECM. Two key insights from
this review should be highlighted: (a) In Table II in this work, an overview of the migration
behavior of several metals is provided, and Cu and Ag are part of the group of metals, that
do not require a contaminant to migrate in the electrolyte. (b) Table III of the review lists
the susceptibility of different metals towards migration, within which Ag is in first place,
meaning that it migrates best. This tendency was found to correlate with the solubility of
the metal hydroxide.

A detailed and up-to-date review on this topic has been put together by Lee et al. 58 . This
review analyzes the influence that different factors (e.g. electrolyte properties, temperature,
electric field,...) have on ECM, as well as possible inhibition strategies (e.g. additives67). A
more specific review on the test methods used for ECM investigations is given by Zhong
et al. 59 . These are: thermal humidity bias (THB), water drop (WD), and thin electrolyte
layer (TEL) tests. THB tests is a typical accelerated stress test, for which official standard
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procedures exist. In this type of test the device under test (DUT) is exposed to a high tem-
perature and humidity environment. As the name suggests, the WD test, involves a water
drop, that is applied as a (local) electrolyte reservoir with a known initial ion concentration
(if any). The water drop connects two oppositely biased electrodes. The TEL test is similar
to the WD test, but involves a very thin electrolyte layer with a defined geometry (due to an
employed housing). Importantly, the role of convection is minimized below a film thickness
of 50 µm, while at the same time the growth pattern of filaments is affected.68

ECM can affect a wide range of electronic components, including printed circuit boards
and integrated circuits. The failure modes associated with ECM can be catastrophic, leading
to device malfunction, or complete device failure.69,70 As such, understanding and mitigating
the risk of ECM is a critical aspect of electronic device design, especially for applications in
harsh environments or where high reliability is required.58 Table 2.2 provides an overview
over factors that affect the ECM mechanism and serves to visualize the variety of possible
influential parameters involved in this failure mechanism.

Table 2.2: Parameters that influence ECM behavior. Extracted from Lee et al. 58, Figure 3.

Material Electrolyte Environ-
mental

Electric
field

Surface
conditions

Factors - electrode
- alloying
elements

- ionic conductivity
- pH
- form (e.g.
thickness)

- T
- RH
- conta-
minants

- bias
voltage
- spacing

- roughness
- oxidation state
- substrate

Plays a
role in
stage(s)

1, 2, 3, 4 2, 3, 4 1, 2, 3, 4 1, 2, 3, 4 1, 2, 3, 4

When a metallization in an electronic product is covered by a(n organic) barrier coating,
corrosion processes are strongly impeded.71 It is however possible for water and oxygen to
penetrate the material and reach the metallization/coating interface.72–74 This process pro-
ceeds relatively swiftly, Dickie 75 calculated, that the transport rate is roughly equal to the
consumption rate of a freely corroding surface. In ? , table 20.1, the permeabilitiy of oxygen
and water vapor for several resins and coating films is given. At this point it should be noted,
that the permeability coefficient, 𝑃 , can be described by

𝑃 = 𝐷 · 𝑆 (2.39)

where𝐷 is the diffusion and 𝑆 the solubility coefficient (in 1 g g−1). 𝑆 leads to a deviation from
ideal Fickian behavior, and represents the interaction with and absorption (of the permeating
species) by the polymer.73
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The ingress of contaminants into a coating is possible, but much slower.76–81 In the liter-
ature strongly differing values for the diffusion coefficient for certain chemical elements in
electronic packaging material (classes) has been obtained.6 Maitland 76 found two types of
conduction behavior in polymer films: direct (D) and indirect (I). This reflected, whether the
film resistance was directly or indirectly proportional to the resistance of an electrolyte solu-
tion in which the films were submerged. The behavior was found to correlate with the degree
of cross-linking, and to affect the amount of absorbed water. A higher percentage of I-areas
in a polymer film correlated with higher cross-linking and less absorption of water.82 A high
crosslinking density was found to play a key role in high-performance barrier coatings.83

Coming back to contaminant diffusion in polymers, the differences were found to be in
part due to a lack of standardized procedures in their determination.6 It is clear from this,
that there is a need for further, and well structured, research in this direction. Challenges
are, however, that the low conductivity of these materials require long measurement times,
and that depth resolved contamination analysis of coatings has not been widely employed.
One possible method for this purpose is LA-ICP-MS, a technique that is presented in section
2.5.84

It is often assumed that, for corrosion to occur in the presence of a coating, the adhesion
of the latter to the underlying metallization must be weakened (or lost), because otherwise
an electrolytic connection cannot be formed.60,83,85 According to Leidheiser 86 , already 50
molecules should suffice to initiate a corrosion process. Croll 87 noted that this roughly co-
incides with the number of water molecules that are needed to fully hydrate a sodium and a
chloride ion. In the same work it is also speculated, that 0.5 nm to 1.0 nm of H2O, that is the
thickness to have bulk properties, might be required to initiate corrosion. Croll 87 generally
presents an interesting review regarding electrolyte transport in polymer barrier coatings and
is complemented by Yang et al. 73 , who focus on (the role of) water and the polymer/metal
interface. Many question regarding the role of organic coatings for corrosion protection still
remain unanswered, some of which are posed in a brief review by Lyon et al. 88 . One special
type of organic coating, namely polyimide, is presented in more detail later in this thesis
(2.4).

Dendrite growth

The word dendrite has its origin in the Ancient Greek language, where ’dendron’ means
tree.89 In figure 2.8, some exemplary dendrites are shown. From this image it becomes obvi-
ous how the name was inspired.

As mentioned above, dendrite growth can occur as final and (often) detrimental step in
the ECM process. Dendritic growth occurs as the result of a metal reduction process at the
cathode, i.e.

27



Section 2.3: Corrosion of silver and copper

Figure 2.8: Exemplary image of dendrites grown from a CuSO4 electrolyte.

Mez+(aq) + ze– Me(s) (2.40)

This is also the reaction that lies at the heart of electrodeposition, in which the metal is re-
duced uniformly on the substrate. Now the question arises, under which conditions dendritic
growth is observed. When looking at the chemical reaction above, it is clear, that it can only
proceed, as long asmetal ions are present in the electrolyte. It was found that dendrite growth
occurs above a critical current density or overpotential90–92 and that the dendritic growth is
diffusion controlled, i.e. by the concentration profile of the metal ion near the surface.93,94

Steppan et al. 3 describes the dendritic growth mechanism as a two step process, consisting of
initiation and propagation. During the first step, a dendritic precursor is formed and grows
into a protrusion. According to Osenbach 60 the precursor could be as little as a single de-
posited atom. Growth at the protrusion is further enhanced with respect to the electrode
surface, because3

• of a favored diffusion path of the metal ions from the bulk to the tip. Hence, linear
diffusion is replaced by spherical diffusion of metal ions around the tip.

• the electric field strength is increased at the protrusion (tip effect).

Chazalviel 95 included migration as well as diffusion in his considerations on dendrite growth
and demonstrated that a space charge region forms near the cathode because of the depletion
of anions. In his work, the author proposed that the required time to establish this space
charge region, later referred to as Sand time, 𝜏𝑠 , (equation (2.41)), could explain and predict
the incubation time. The Sand time is calculated as

𝜏𝑠 = 𝜋𝐷𝑎

�
𝛾

2𝑖𝑢𝑎

�2
(2.41)

where 𝛾 is the conductivity, the index 𝑎 stands for anion, and the other symbols have their
previously assigned meanings.96 The importance of considering the role of convection when
investigating dendrite growth, and strategies how to mitigate its influence have also been
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investigated.97–102 Jaafar et al. 103 put together a review on dendrite growth. The review is
not written with electrochemistry in mind, but the models presented in there can be and are
applied in this field.

For ultra thin electrolyte layers (≃ 10−2 µm), it has been shown, that dendrite growth be-
havior differs significantly as opposed to bulk and thin layer electrolytes. In these exper-
iments, dendrites exhibited 2D-structures and an increased susceptibility to the influence
of substrate surface roughness.64 This finding highlights that overall ECM processes might
behave differently than the dendritic growth phenomena described in the studies above.104

Additionally, as mentioned before, convection can largely be neglected at film thickness be-
low 50 µm.68

Failure models

Different failure models have been developed over the years. In 2014, Bumiller and Hill-
man 105 published a review of TTF models for ECM. Both empirical and PoF approaches are
listed in their work, but it is found by the authors that none of the models comprises all
the parameters needed for a generalized model. A possible way to predict failures early on
(before they occur), based on surface insulation resistance, and how to calculate TTF based
on this has been described for Ag by Yang et al. 106 , Yang and Christou 107 . A more recent
short review on ECM is given by104. Interesting new developments are shown in there in
two respects: (1) New numerical models based on the Nernst-Planck-Poisson (NPP) equa-
tion (equation (2.31), (2.36)) have been developed62,108, as well as (2) machine learning based
methods.109,110 The importance of the latter type of methods for future electronics reliability
as a whole is emphasized in Bhat et al. 111 . An attempt specifically to create a generic math-
ematical framework for ECM through plastic encapsulated microelectronics was given by
van Soestbergen et al. 7 . The authors used a combination of generalized Frumkin-BV equa-
tion along with NPP theory.

Two recent works on simulations of ECM processes deserve special notice here, as they
showcase the increasingly powerful predictive abilities of simulations today. The first is a
paper published by Illes et al. 112 , in which Cu ECM was numerically simulated (in 2D) based
on the NP equation. Phases one to three of the ECM process were described in a deterministic
manner, for phase 4 (actual dendrite growth) a stochastic approach with given possibilities
that depend on the ion concentration was used. water drop experiments were performed
to verify the model and good agreement was found. The second paper was written by Cao
et al. 10 . In this paper, a phase-field model was used to investigate the ECM behavior of Ag-
based conductive adhesives. (A word on phase-field: Phase-field models can be used to de-
scribe morphology changes at interfaces during phase transitions, and have found increasing
attention in research on lithium batteries and associated dendrite growth.102,113) The phase-
field model was based on the Allen-Cahn and BV equation. Parameters were determined
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based on WD experiments and simulation. With the presented simulation model TTF could
be predicted fairly accurately. The authors highlight three advantages of their approach: (1) it
provides visualization of the ECM process, including dendrite growth, (2) it is built from fun-
damental physical and chemical descriptions, and (3) it could be extended to include further
processes, if needed.

2.4 Polyimides

Polyimides are a class of high-performance polymers known for their exceptional thermal
stability, mechanical properties, and chemical resistance. The first polyimide (PI) was syn-
thesized in 1908 by Bogert and Renshaw 114 . Since then, these materials have become vital in
various industries due to their ability to maintain integrity under extreme conditions.115

2.4.1 PI - applications

Polyimides find extensive applications across various sectors due to their remarkable prop-
erties. In the electronics industry, they are used in flexible printed circuits and as insulating
films in microelectronics, owing to their excellent electrical insulation and heat resistance.
Their ability to maintain performance at high temperatures makes them ideal for compo-
nents in aerospace and automotive industries. In the field of coatings, PIs provide protective,
high-temperature resistant layers for metals and other materials, enhancing their longevity
in extreme environments. This is of great relevance in fields like electronics. Their chemical
resistance and mechanical strength also make them suitable for use in the chemical process-
ing industry, for e.g. membranes.116

2.4.2 PI - chemical structure and properties

The basic structure of a PI is given in figure 2.9. Polyimides are synthesized through poly-
condensation, involving the reaction of dianhydrides and diamines. This process results in
a polymer chain with imide linkages - characterized by two carbonyl groups (C=O) and one
nitrogen atom (N). The robustness of this ring structure is a key factor in the exceptional
thermal stability of PIs.117

Polyimides have high thermal stability and exhibit excellent mechanical properties such
as high tensile strength and rigidity, which are maintained over a wide temperature range.
Chemically, PIs are resistant to solvents, oils, and other chemicals, which enhances their
durability in harsh environments. They are less stable in basic environments.24 Further-
more, polyimides possess good electrical insulating properties, making them useful in elec-
tronic and electrical industries. The molecular structure of PIs can be changed to alter their
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Figure 2.9: General chemical structure of PI (structure drawn using ChemDraw®).

properties, making them versatile materials. For instance, adding other chemical groups can
enhance their solubility or improve processability without significantly affecting their ther-
mal or mechanical properties.117,118

PIs are known to take up significant amounts of water/moisture. Raju 119, p. 234, states
that at 100 % RH, PI films absorb ∼ 3.3wt−%, resulting in an up to 20 % increased dielectric
constant. The chemical composition of PIs and their linkage have a strong influence on the
diffusion coefficient and the uptake of H2O. In two consecutive studies, involving a number
of diffferent PIs, values ranged from ∼ 1.6−13.5 × 10−10 cm2 s−1 and ∼ 1.5−5.7wt−%.120,121

PIs belong to the class of thermosetting polymers. This means that they are liquid at
room temperature, but harden if heated. During this solidification process, new bonds, called
crosslinks, are formed. This process is called curing. Other examples of thermosetting poly-
mers include epoxy or polyester resins.122

2.4.3 PI - electrical properties and charge transport

Conduction mechanisms in dielectrics

Polyimides, with their good insulation properties belong to the class of dielectrics. Raju 123,
p.vii, defines dielectrics as ’materials that do not normally conduct electricity and have the
ability to store electrical charge’. Classical band theory is often used to describe polymers
and transport phenomena therein. An introduction to the underlying theory for the band
structures of polymers is available.124–126 An insulator is a material with a large band gap be-
tween the valence and the conduction band (≥ 2 eV). It should be noted that there is not one
defined value for 𝐸𝑔 to distinguish between insulator and semiconductor. At 0 K, the separa-
tion between these bands is perfect and no e– exist in the conduction band.127 In practice, due
to imperfections in the crystal lattice (if the material is crystalline at all) it is possible for en-
ergy states to exist between those two bands, as illustrated in, e.g., Dissado and Fothergill 127,
Fig. 2.6 and Jaiswal and Menon 128, Fig. 8. When e–, h+ and ions enter such localized states
they can get caught in there. Such states are called ’traps’. A simple sketch showing basic
band structures and a trap level for both electrons and electron holes is illustrated in fig-
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ure 2.10. Depending on how much energy is required to overcome the trapped state, shallow
and deep traps are often distinguished, and it can be easily envisioned, that these traps have
a potentially significant impact on the conductivity of the polymer.127,129

Figure 2.10: Schematic drawing of energy band structure with two trap levels, one for e– and one
for h+.

Several conduction mechanisms for dielectrics have been proposed and are widely used in
literature. They will not be discussed in detail here, but an overview, based on Ohring and
Kasprzak 11, Table 6.1, and extended with information extracted from Chiu 130 is compiled in
table 2.3. Chiu 130 generally provides a good, concise overview of charge conduction mecha-
nisms in dielectrics, that serves as a good entry point into this topic for the interested reader.
For a more profound picture, refer to Raju 119 .

It should be noted, that many experiments with dielectrics focus on inorganic materials
(such as SiO2). Without going into too much detail, the different conduction mechanisms
will briefly be introduced. Making use of the idealized idea of electron bands, one can imag-
ine electrode limited conduction mechanisms as limited by the energy barrier that a charge
has to overcome to be ejected from the metal through the insulator to the other metal or
semiconductor. Overcoming this barrier can be achieved via thermal activation (Schottky
emission). If the charge carrier does not take up energy to get over the barrier, it still has a
finite probability to tunnel through the energy barrier (Fowler-Nordheim and direct tunnel-
ing). Thermionic-field emission is a mixture of the two processes.130

In the case of bulk limited conduction, similar ideas to electrode limited conduction are
employed for a mechanistic description. Poole-Frenkel emission is similar to Schottky emis-
sion, but in this conduction process, charge carriers get temporarily caught in traps within
the bulk. Upon receiving sufficient thermal energy they escape and continue on to the next
trap, and so on, until they successfully traverse the insulator. Similarly, hopping conduction
comes from tunneling from one trap to another. Ohmic conduction arises from the small, but
not zero, number of e– that are excited to the conduction band (or h+ in the valence band).130

If charge injection from the electrode is (much) faster than the transport through the bulk,
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Table 2.3: Overview of possible conduction mechanisms in dielectrics, along with the limiting
element, and their dependence on temperature and bias. The table has been adapted from Ohring
and Kasprzak 11, Table 6.1, and extended with information extracted from Chiu 130 . EL signifies that
the conduction mechanism is limited by the electrode, BL by the bulk. 𝑙 represents the mean free
path of an electron, 𝑡𝑑 the thickness of the dielectric. 𝑎, 𝑎′, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓 , 𝑔, ℎ, 𝑖,𝑚 are constants that are
independent of voltage (𝑉 ) and temperature (𝑇 ). 𝐸𝑔 is the energy (or band) gap. 𝐸𝑖 is the energy
needed for creation and motion of an ion. Some of the constants’ names had to be adapted, with
respect to Ohring and Kasprzak 11, Table 6.1, since the order of the mechanisms was changed, and
some conduction mechanisms that were only listed in Chiu 130 were added to the table.

Mechanism Limitation Voltage (𝑉 ), temperature (𝑇 ) dependence

Schottky emission EL 𝑗 ∝ 𝑇 2 exp
�
𝑎𝑉 1/2−𝑏

𝑇

�
(𝑙 ≥ 𝑡𝑑 )

𝑗 ∝ 𝑇 3/2𝑉 exp
�
𝑎𝑉 1/2−𝑏

𝑇

�
(𝑙 < 𝑡𝑑 )

Fowler-Nordheim tunneling EL 𝑗 ∝ 𝑉 2 exp (−𝑐/𝑉 )

Direct tunneling EL 𝑗 ∝ 𝑉 2 exp (−𝑑/𝑉 )

Thermionic-field emission EL 𝑗 ∝ 𝑇 1/2𝑉 exp
�
𝑒𝑉 2

𝑇 3 − 𝑓 𝑉
𝑇

�
Poole-Frenkel emission BL 𝑗 ∝ 𝑉 exp

�
𝑎′𝑉 1/2−𝑏

𝑇

�
Hopping conduction BL 𝑗 ∝ exp (𝑔𝑉 − ℎ)

Ohmic conduction BL 𝑗 ∝ 𝑉𝑇 3/2 exp
�
−ℎ𝐸𝑔

𝑇

�
Space charge limited conduction BL 𝑗 ∝ 𝑉 3/2

Ionic conduction (low field) BL 𝑗 ∝ 𝑉
𝑇 exp

�
− 𝑖𝐸𝑖

𝑇

�
Ionic conduction (high field) BL 𝑗 ∝ sinh

�𝑚𝑉
𝑇

�
exp

�
− 𝑖𝐸𝑖

𝑇

�

charges can accumulate near the electrode interface (and in the bulk), resulting in the for-
mation of a layer. At sufficiently high voltage the current response will deviate from ohmic
behavior and instead be determined by the formed layer. This describes space charge limited
conduction. If traps are present in the insulator, this conduction is strongly reduced, since
charge is ’stored’ in traps. If the voltage is further increased, a point will be reached, when all
traps are filled. At this point, the current sharply rises and trap-filled current is obtained.119
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Section 2.4: Polyimides

The conduction mechanisms described thus far are focused mainly on electronic charge
carriers (i.e. h+ and e–). Ionic conduction results, as the name suggests, from the transport
of ions in an (external) electric field. Traps and defects (e.g. missing ions in a crystal lattice)
make room for ions to jump from one site to another, and thusmove through the insulator. An
applied electric field lowers the energy barrier in one direction, thus facilitating ion jump-
ing in this direction.119 Since ions and electrons are fundamentally different, a distinction
between ionic and electronic transport is convenient.127 However, differentiating between
the two poses a significant challenge in experiments, especially since space charge and po-
larization effects behave similarly.119 Additionally, Dissado and Fothergill 127 and Kao 129 dif-
ferentiate two types of ionic conduction in polymers, depending on the origin of the ions:
(i) intrinsic and (ii) extrinsic ionic conduction. The former proceeds via main-chain or side
groups dissociation, followed by H+ and/or e– transfer within a hydrogen-bonded network.
The latter is driven by the movement of ionic impurities (e.g. from additives) through the
structure. Dakin 131 developed a description of ion conduction in dielectrics derived from
comparison with electrolyte solutions. As seen in table 2.3, low and high field conduction
are differentiated. Low field describes applied voltage gradients of < 10V µm−1.123 Low field
ionic conduction exhibits low ionmobilities and an initial current decay after voltage applica-
tion. The latter behavior has been attributed to anion and cation buildup at the electrodes.127

It should be noted however, that the cited reference was written before space charge mea-
surements (described in the next paragraph) became popular, undermining the credibility of
this assumption. Section 2.3.2 provides some more information on ingress of contaminants
into polymers. The next subsection will deal with this topic for the specific case of PI.

To date, many experimenters focus on the investigation of space charges within the pro-
tective layers. The techniques used to measure these are reviewed by Ahmed and Srini-
vas 132 , and, more recently, by Imburgia et al. 133 . In this context, a distinction is made be-
tween homo charges and hetero charges. The former has the same polarity as an adjacent
electrode, the latter the opposite.134 Homo charges are usually formed by charge injection
(e.g. e– or h+). Hetero charges can be formed by charge injection, but also due to impuri-
ties (e.g. ions), or aging effects in the polymer.135 Research on polyethylene films found that
space charge behavior is influenced by a variety of factors, including additives, byproducts
of cross-linking reactions, oxidation products, surface treatment and the employed electrode
material(s).136,137 The performance of dielectrics when space charges are present was dis-
cussed by Bartnikas 138 , including long term breakdown processes. The role of space charges
in insulation failure has been reviewed by Montanari 134 , giving a detailed overview over this
topic.

Field distortion due to s inside the insulating material can greatly alter the local electric
field and result in a reduced dielectric BD strength of the material.137 Correlation between
buildup and DC stress related BD of polyethylene was observed by Zhang et al. 139 . also in-
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fluences mechanical deformation induced by an electrical field.140,141 For polyethylene, the
influence of such morphological changes on aging and breakdown have been reviewed and a
model has been proposed.142,143 An interesting thermodynamic approach, called DMMmodel
(after the authors), was presented and later compared with other models.144,145 This model
assumes that insulation degradation is caused by local alterations of polymer morphology in
moieties, that can result in thermal instability or avalanches. Palit et al. 146 use the thermo-
chemical model developed by McPherson and Mogul 147 to describe time to BD, 𝑡𝐵𝐷 , in poly-
mers. They show, that 𝑡𝐵𝐷 depends, among other factors, on relative humidity (RH) and
electric field strength. Each factor is inversely proportional to 𝑡𝐵𝐷 . It has also been shown,
that BD strength (of Nylon 6) is reduced by (polar) chemicals.148 Ieda et al. 149, Fig. 3 shows an
illustration of the temperature dependence of various electrical BD processes. In recent years,
Shen et al. 150 used simulations in the form of a combination of phase-field modeling and ma-
chine learning to further elucidate thermal, electric, and mechanical influences on dielectric
BD. They found that the breakdown mechanism of the polymer P(VDF-HFP) changes with
increasing temperature, transitioning from a BD that is electrically dominated to an electro-
thermal breakdown, and finally to an electrical–thermal–mechanical breakdown. Electrical
BD strength is strongly reduced at increased temperature. Zuo et al. 151 developed a gener-
alized physical framework for simulating electro-thermal aging in polymer dielectrics. They
found a strong dependency of the failure pattern on the applied field. The temperature effect
was less pronounced in the investigated temperature range (383-433 K). Gallier and Plaud 152

addressed the impact on dielectric BD of loading with randomly dispersed conducting parti-
cles. They state that the literature on this type of system is scarce. Their stochastic BDmodel
finds a strong relationship between the geometrical features of the microstructure and the
BD strength.

Since traps are considered vital for many (bulk) conduction mechanisms, a good under-
standing of their nature is important, although still lacking.153 Lewis 154 stressed the impor-
tance of considering local electrochemical behavior of the polymer materials. Huzayyin 155

presented a density functional theory based approach for polyethylene. Hao et al. 156 pro-
posed a detrapping based method for determining the shallow and deep trap distribution
in insulation paper impregnated in oil. Teyssedre et al. 157 reviews different techniques for
probing the energy level of traps and provides many examples.

For further reading on charge transport in and breakdown of polymeric insulators, the
interested reader is referred to Teyssedre and Laurent 158 , Laurent et al. 153 , Sato et al. 159 ,
Zhao et al. 160 and Raju 119 . Teyssedre and Laurent 161 provides a recapitulation of historic
progress in polymeric materials for high electric fields.
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Electrical properties of polyimides

Polyimides processed at high temperatures have an electrical resistivity of > 1016 Ωcm, and
dielectric constant value, 𝜖𝑟 = 3.0 − 3.5 (Table 2.1 in Ohring and Kasprzak 11 ).

As mentioned above, the dielectric constant is influenced (increased) by the uptake of
water.119,162 Manufacturing and specific treatments, such as plasma treatment or surface flu-
orination, affect this property as well.163,164 Studying the capacitance (which depends on the
dielectric properties of the material) versus voltage behavior can yield insights into initially
present impurities and charge injection.165 Modern electronics have a need for even lower
dielectric constant materials. Thus, possibilities to reduce this property is an active field of
PI research.166

Possible modes of charge transport, based on the specific chemical components of PI, have
been discussed by Salley and Frank 167 . Based on both, model systems and experiments with
PIs, it is inferred by the authors, that charge transport occurs both inter-, as well as, in-
tramolecularly in PI. Charge is transported between electron acceptors and donors. In the
intramolecular case, the donor is the (amine) phenyl component, and the imide on the same
chain is the acceptor. Intermolecular charge transport is due to a sandwich type, coplanar
configuration of the aforementioned groups on neighboring molecule chains. The latter is
illustrated in Georgiev et al. 168, Fig. 4.

In the early days of usage of PI for protection of electronics, a lot of effort was put into
investigating the interaction between metals and polyimide. Faupel et al. 169 provides a thor-
ough review on this topic. They state that metals like Cr and Ti do not diffuse into PI. Cu,
Ag and Au, and the alkali metal K on the other hand do, and interact only weakly with the
polymer. However, Cu diffusion is only pronounced at elevated temperature.170 Table 2.4
provides a brief summary of diffusion coefficients for 67Cu, 110mAg, O2 and H2O in the stated
temperature intervals. From this it can be seen, as was stated earlier in this thesis, that dif-
fusion coefficients for H2O and O2 in PI are much higher than those of metals.

Table 2.4:Order of magnitude of diffusion coefficients of different chemical species. Extracted from
the given sources.

Species Reported tempera-
ture range (K)

Diffusion coefficient range (m2 s−1,
order of magnitude)

Source

67Cu ∼ 290 − 670 10−23 − 10−17 Faupel et al. 169, Fig. 14
110mAg ∼ 540 − 770 10−22 − 10−17 Faupel et al. 169, Fig. 14
O2 ∼ 400 − 500 10−11 − 10−9 Faupel et al. 169, Fig. 14
H2O ∼ 290 − 333 10−14 − 10−13 Faupel et al. 169, Fig. 14
Na ∼ 475 − 600 10−16 − 10−11 Neuhaus et al. 171

Na 303 10−17 − 10−16 Schussler et al. 172

Cl 303 10−17 − 10−16 Schussler et al. 172
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In general, studies on diffusion and migration of contaminants in and through PI are lim-
ited. In an early work on the effect of aqueous salt solutions in contact with PI, Sacher 173

argued that conduction in wet PI samples is due to impurity ions. In dry samples, on the
other hand, conduction was stated to originate from protons that are ionized from unreacted
polyamic acid groups. The type and amount of residual contaminant ions in the polyimide
differ between sample rolls.173 The same author investigated trace contaminants in PI and
found a variety of potentially detrimental impurities, including Na, K, and Cl.174,175 Aqueous
extracts of PI were found to be slightly acidic.175 Several studies investigated the difference
in conductivity for Na-doped and clean PI samples. Na was identified as mobile species in PI
at room temperature.176 A mixture of ionic and electronic conduction was observed for Na-
doped samples at elevated temperature.171,177 Electronic and ionic conductivity were found to
depend on the chemical structure of the polymer.177 Diffusion of Na and Cl was investigated
at room temperature and diffusion properties were extracted (see table 2.4).172 Since no ion
selectivity was observed in these experiments, this was interpreted as indication that no fixed
ionic charges remained in the bulk matrix.172 Upon application of electric bias and an acidi-
fied electrolyte containing NaCl, Ludwig 5 observed ’precipitate pathways’, consisting of Na
and Cl, traversing a PI layer that protected anodically polarized Cu. Ghosh et al. 178 investi-
gated the ingress of (contaminants from) aqueous solutions with Li ions as tracers. A complex
penetration behavior was observed, and Li uptake was generally possible. It is known, that
the diffusion behavior of solvents and solutes in polymers can be influenced by polymer re-
laxation, that is the slow rearrangement of the polymer. This can cause non-fickian diffusion
behavior.179 Modern measurement techniques and combinations thereof can help investigate
and quantify contaminants (residual and from the outside) in polymer films.180–182

Conductivity of PI films subjected to DC electric fields has been studied in a variety of
works. Raju et al. 183, Table 1 provides an overview of conduction studies on PI at different
temperatures and electric fields, and states the proposed conduction mechanisms. The table-
contains data up to the year 2008. Earlier works, that are not included in this table, and more
recent studies will briefly be mentioned. Smith et al. 184 provides a good starting point with
their investigation of electrical conduction in dry PI, in the temperature range between 20
and 350 °C, at relatively moderate fields up to 20MVm−1. They also provide a summary of
earlier works. Neuhaus 176 proposed that at T ≤ 40 °C current in Na-doped PI samples was
governed by (Na-) ion transport. Nevin and Summe 185 measured high-field conduction and
proposed a combination of Schottky and Poole-Frenkel mechanism below 60 °C, and ionic
conduction between 60 and 100 °C. Gaur et al. 186 reported that thermally stimulated dis-
charge current could be governed either by dipolar relaxation or hopping conduction. Their
results at polarizing field strengths between 2−20MVm−1 and 303−473 K hinted at trap-
controlled hopping. Vecchio et al. 187 measured plasma-treated PI between 8 and 23MVm−1

in the temperature range from 298−448 K. They found the best fit for hopping conduction
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at low temperatures, and a transition towards Schottky-dominated conduction with increas-
ing temperature. The behavior for plasma-treated and untreated samples was similar, with
a higher transition temperature for the treated samples. Fan et al. 188 investigated PI films at
−70MVm−1 at 273−123 K. At 273−223 K they proposed that electrode injection stems mainly
form Schottky injection, and charge migration is due to hopping. Both are increasingly sup-
pressed with decreasing temperature. Kang and Lee 189 investigated leakage currents along
PI layers at the wafer level. They found that the leakage current flow is well described by the
Poole-Frenkel mechanism.190 report that at fields below 140MVm−1, e– injection is governed
by (Schottky type) thermionic emission. Above this field they state that electron injection
mainly results from Fowler-Nordheim tunneling. They propose that electron holes in PI are
strongly localized, thus contributing little to electrical conduction, both in high and low field
conduction. Recently, the current conduction mechanism of native and nanocomposite PI
films were investigated.191 The authors investigated the current density versus bias behav-
ior of Metal-Insulator-Semiconductor (MIS) structures at three temperatures ranging from
328-433 K. They came to the conclusion that the Poole-Frenkel mechanism is most likely for
native PI at the lowest temperature.

The influence of curing temperature on the conductivity behavior and dielectric break-
down was investigated, as well as the influence of humidity on the same. The conductivity
was found to change by around two orders of magnitude between dry (∼ 10−18 S cm−1) and
moist films (∼ 10−15 S cm−1) in the low field region.192 Moisture was also found to influence
the charge transport behavior of the PI, and possible implications are discussed.192 These
findings are in accord with Kaneko et al. 193 and Bellucci et al. 194 . The effect of immersion
time in H2O has also been studied, and a reduction in dielectric breakdown strength was
observed.195 A similar observation was found for different levels of RH.173,196 The impact of
the water immersion is attributed to the formation of ionic side groups due to hydrolysis.
The formation of water trees due to electrical degradation is also a mentioned possibility,
however, they were not actually observed.195,197 As mentioned earlier, Sacher 173 proposed
that residual impurity ions cause increased conductivity in the wet state. After drying, poly-
imide films closely resemble non-immersed specimen, indicating reversibility of the influence
of immersion.198 Li et al. 199 used Nuclear Magnetic Resonance measurements, to determine,
that water in PI is located primarily in two kinds of sites, 𝛾1 and𝛾2. 𝛾1 is uniformly distributed
throughout the film, 𝛾2 is filled only at high humidity and occurs in small molecular clusters.
It was found that prolonged exposure of PI films to elevated temperature and relative hu-
midity (85 °C/85 %) changed only the surface properties of the PI, while the bulk remained
unchanged.200,201

It was found that below a certain threshold electric field, no accumulation takes place
within PI. However, if a certain field strength is exceeded, charges begin to accumulate (as de-
scribed above, in the previous subsection).202 Zhou et al. 202 suggests that below this threshold
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field, a component will have a long service life. This hypothesis is supported by conclusions
drawn by Bartnikas 138 , for the case of polyethylene cables, in the absence of water or mois-
ture. For PI, the threshold field for accumulation was found to lie between 30 and 40MVm−1

for two different PIs.202 Other researches obtained roughly similar values.192,202–205 Zhou
et al. 202 relate the threshold field to the dielectric constant. They state that a higher di-
electric constant means a higher barrier height and consequently threshold field. formation
depends also on the monomer that builds up the PI.203 For two PIs cured at different tem-
peratures, the threshold value was reduced to ∼ 10 and 30MVm−1, depending on the curing
temperature.192 In the latter case, a change in the DC conductivity behavior was used to asses
the threshold field, not s. Humidity and water immersion can enhance the charge injection
and charge carrier mobility in PI under the influence of an electric field.193,198,203 Fujita and
Kamei 198 observed that upon sufficiently long drying, space charge behavior approached the
pristine, dry behavior. Wei et al. 205 assessed the electric field distribution in a PI thin film
sandwiched between two Al electrodes in detail between 25 and 100MVm−1. They found
that for 25MVm−1 s occurred mainly near the electrodes, but with increased field strength,
these charges migrate further into the film. Also, the higher the field, the higher was the
total amount of s. In another work, a MIS structure was used and it was shown, that at
high electric fields, the internal electric field is significantly enhanced.206 The influence of
electrode material (Au and Al) was investigated on Metal-Insulator-Metal (MIM) structures,
and no remarkable difference was found at room temperature at 50MVm−1.207 A markedly
different behavior was observed for MIS structures with either p- or n-type Si in the field
range of 40−130MVm−1, owing the doping of the Si. The authors speculate that observed
hetero-charges could stem from ions in the PI.208 Locatelli et al. 209 investigated MIS struc-
tures with p- and n-type Si and Au as well. They used an additional SiO2 layer between Si and
PI to show that the substrate nature determines the charge distribution in the polymer, and
not ions. Carrasco et al. 210 investigated MIS with Au and Al electrodes. The authors believe
that the native alumina layer between the Al electrode and the PI acts as electronic barrier.
They also state that a direct link between observed space charge dynamics and corresponding
conduction phenomena has yet to be established.

Due to their importance in the determination of charge and species transport in polymers,
effort has been undertaken in recent years to determine the distribution of trap energy lev-
els in polyimide. Liufu and Kao 211 used a capacitance based method to determine a critical
level of field-created traps (∼ 7 × 1018 cm−3 at room temperature). They speculated that upon
reaching this critical value, BD of the PI will occur. Their calculations were based on the
assumption of high-field conduction due to Fowler-Nordheim tunneling. Yue et al. 212 in-
vestigated the influence of low-energy proton irradiation on PI deep charge traps using the
photo-stimulated discharge technique. They observed degradation of carbonyl groups. He
et al. 213 andMa et al. 214 used the samemeasurement technique and determined trap levels for
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PImainly between 1.92−3.88 eV and 2.67−3.20 eV, respectively. Fan et al. 188 and Shen et al. 215

used MIS structures to determine the trap level at 273 and 300 K as 0.88 and 0.84−0.97 eV, re-
spectively. Takada et al. 216 used quantum chemical simulations to model Kapton® PI. They
concluded that trapping sites in this polymer lie along the molecular chain. Gaur et al. 186

used atomic force microscopy to analyze the surface traps of PI. Fan et al. 196 suggested that
H2O molecules do not change the trap levels, but weaken the influence of , thus facilitating
carrier movement. This hypothesis was based on the observation that the slope of the I-E
curve, was almost the same independent of RH. Amiour et al. 217 on the other hand noted
that with increasing RH the trap energy of both shallow and deep traps was reduced, in-
creasing film conductivity. Amiour et al. 217, pp.6f provides a short up-to-date overview of
the state-of-the-art knowledge regarding the influence of humidity/water on traps and poly-
mer conductivity.

The term dielectric breakdown is used to describe an insulating material that fails (i.e.
loses its insulating properties). Determination of dielectric BD strength is often used as a
less time-consuming method than measurements of 𝑡𝐵𝐷 . It is assumed that a material with
a higher BD strength will also have a higher 𝑡𝐵𝐷 .146 Diaham et al. 218, Tab. 1 presents an
overview over dielectric breakdown fields of PI films reported in literature. The reported
values range between ∼ 1 and 520MVm−1. Big differences in experimental conditions can
explain the strong scattering of the observed values. Liufu and Kao 211 show the variation of
𝑡𝐵𝐷 depending on the applied DC stressing field. Hirose 219 proposed a model for prediction
of electrical BD strength based on Weibull distribution and an inverse power model. Hikita
et al. 220 observed a rapid (1ms) current increase before breakdown of PI, at 0 and 90 °C. It was
attributed to thermal runway which results in thermal BD. Evidence of filamentary thermal
runway was provided recently by Diaham et al. 221 using infrared thermography. Diaham
et al. 218 investigated the influence of electrode area and film thickness on BD using Weibull
statistical analysis. They found that both 𝛼 and 𝛽 parameters decreased with increasing area,
and only 𝛼 decreased upon increasing the PI thickness. Min et al. 222 attribute this decrease
in electrical BD strength to a more severely distorted electric field due to a higher number of
accumulated s. Furthermore, they state that the BD mechanism depends on both molecular
displacement dynamics, as well as charge transport. The effect of thermal aging on polyimide
BD was investigated by Chen et al. 204 and Zhang et al. 223 . Diaham et al. 224 presented a new
method for the determination of AC dielectric BD. Based on the results of their measurements
the authors claim that the BD mechanism is essentially thickness independent, arguing that
a partial discharge in the oil used in common set-ups results in an extrinsic failure of the
PI. This should however not alter the findings from DC measurements, but the resulting
values become closer to one another. An overview of measured electric (AC and DC) BD
strength is provided in Diaham et al. 224, Fig. 1. Immersion in water or (high) RH reduce the
dielectric BD strength.190,195 Surface fluorination reduced the water uptake and consequently
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increased the BD strength.164 Kishi et al. 225 (probably) measured a MIS structure, although it
is not 100 % clear from their description. They observed that hetero-charges always occurred
before BD and that electrical properties changed irreversibly due to the electric field stress.
Introducing nano-particles into the PI increases the BD strength.202 Fan et al. 196 investigated
the BD location on samples that failed in atmospheres with different RH and found that in
higher RH environments breakdown spots were smaller. Yun et al. 226 showed that BD in
SiO2 and HfO2 was significantly reduced in the presence of an aqueous electrolyte containing
mono-valent ions, such as Ag+. Organic dielectrics could respond similarly to the effect of
ionic species, but this has not been thoroughly investigated. BD usually occurs at a single
site in the protecting layer, and this is used in the fabrication of nano pores through so-
called controlled breakdown. This relatively new technique has been reviewed, and valuable
lessons on dielectric BD could potentially been be from this field.227

2.5 Laser Ablation - Inductively Coupled Plasma - Mass
Spectrometry

LA-ICP-MS is a technique that was first used in 1985 by Gray 228 . It is a versatile method for
analyzing the composition of solid materials and tracing elements within them.

2.5.1 LA-ICP-MS - working principle

As depicted in figure 2.11, a Laser Ablation - Inductively Coupled Plasma -Mass Spectrometry
(LA-ICP-MS) system consists of three main parts: a laser, an inductively coupled plasma and
a mass spectrometer.

Figure 2.11: Schematic drawing of an LA-ICP-MS system.
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The pulsed laser source ablates a small area of the sample material. The high energy of
the laser results in evaporization and fragmentation/atomization of the ablated material. The
released cloud of particles is then transported to the ICP-MS, typically using inert gases like
argon (Ar) or helium (He) as carriers. Different mass analyzers can be used for measuring
the laser-produced aerosols: quadrupole (Q), sector field, or time-of-flight. Each of these
has its own advantages and disadvantages, but the quadrupole is the most commonly used
analyzer. It has a linear dynamic range of up to nine orders ofmagnitude and rapid acquisition
cycles.229–231

2.5.2 LA-ICP-MS - advantages and disadvantages

One of the key advantages of LA-ICP-MS is its high sensitivity and spatial resolution, making
it an excellent tool for trace element analysis of solid materials.232 The technique can achieve
detection limits at a ppb level, with lateral resolutions in the low µm range and depth reso-
lutions of around 100 nm.230 It is beneficial for samples where traditional digestion methods
are not feasible and offers the capability to analyze the elemental and isotopic composition
of various materials without significant sample preparation. Also, this method allows for
the rapid 2D- and even 3D-imaging of solid samples, by consecutive ablation of the same
area. This can provide crucial data for understanding the distribution and concentration of
elements within these materials.231,233,234

Despite its advantages, LA-ICP-MS has some limitations. The formation of a heat-affected
zone during laser ablation, especially when analyzing metals and semiconductors, can lead
to material redistribution due to thermal diffusion and preferential evaporation of certain
constituents. This phenomenon can alter the composition of aerosol particles formed during
expansion and affect the accuracy of the analysis. The analyses carried out by LA-ICP-MS
are often subject to interference from isobaric isotopes, poly-atomic ions, and doubly charged
ions, which affects quantification capabilities and the quality of results.230 For example, when
an Ar plasma is used, when analyzing potassium (K), the 41K isotope has a significant poly-
atomic interference from 40Ar1H+.235 Also, the sample matrix has a significant impact on the
measurement, since it influences the ablation behavior.229,236

2.5.3 LA-ICP-MS - quantification

Quantification in LA-ICP-MS predominantly relies on the use of external calibration with
matrix-matched reference materials. The fundamental principle involves the comparison of
the sample signal to that obtained from known standards. Ideally, these standards should
closely resemble the sample in terms of composition, as matrix effects can significantly in-
fluence the ablation efficiency and ionization process. The development of matrix-matched
standards, although challenging, is pivotal in ensuring accuracy.229,230,236
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Another critical aspect is the internal standardization method, which involves the use of
an internal standard to correct for variations in signal intensity caused by fluctuations in the
ablation process or plasma conditions. Elements such as 13C, or 29Si are often used, depending
on the matrix and analyte of interest. This internal standard is assumed to behave analogous
to the analyte elements during ablation and ionization, thus providing a means to correct for
any non-stoichiometric ablation or transport efficiencies.237–239

The introduction of Laser Ablation (LA) in-situ isotope dilution analysis has further im-
proved the quantitative capabilities of LA-ICP-MS. By spiking the sample with a known
quantity of isotopically enriched analyte, isotope dilution analysis facilitates the determina-
tion of the concentration of the element of interest directly from the isotope ratios, providing
high precision and accuracy.240–242

In LA-ICP-MS, the ’dried droplet’ approach has been gaining prominence as an innova-
tive quantification method. This technique involves depositing a solution containing known
concentrations of analytes onto a substrate, which is then allowed to dry, forming a ’dried
droplet’. During the LA-ICP-MS analysis, these dried droplets serve as calibration standards.
The key advantage of this approach lies in its ability to simulate the matrix of liquid sam-
ples, offering an effective calibration strategy for analyses where traditional solid standards
are unavailable or impractical. By mimicking the sample matrix, this method enhances the
accuracy of quantification, especially in complex matrices. Additionally, it simplifies the
preparation of standards and can be easily adapted for a variety of sample types. The dried
droplet method is particularly useful in biological and environmental applications, where
matrix-matched standards are crucial for precise quantification.243,244

A recently published method for measuring specific trace elements in polymer samples
has been presented by Willner et al. 181 . Therein, calibration of the ICP-MS was done using
matrix-matched polymer standards based on the concept of standard addition. Preparation
was done by spraying different levels of analyte and internal standard on top of the polymer
standards. This method enabled the acquisition of quantitative results for sulfur in depth
profiles of a Kapton® film. The method’s capabilities were further explored by the authors
in another publication.182

A detailed review on different quantification and correction methods for LA-ICP-MS has
been compiled by Lin et al. 241 .

2.6 Electrochemical Impedance Spectroscopy

EIS is a non-destructive method that can be used to investigate the properties of an electro-
chemical system. The impedance, 𝑍 , is the resistance when an alternating current (AC) is
applied. In the case of AC, voltage, 𝑉 (𝑡), and current, 𝐼 (𝑡), do not run in accord, but a phase
shift, Θ, can be observed between them (equation (2.42))
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Section 2.6: Electrochemical Impedance Spectroscopy

𝑉 (𝑡) = 𝑉𝑐𝑜𝑠 (𝜔𝑡) 𝐼 (𝑡) = 𝐼𝑐𝑜𝑠 (𝜔𝑡 + Θ) (2.42)

where

• 𝑉 and 𝐼 are the voltage and current amplitude (in Ω and A), respectively.

• 𝜔 = 2𝜋 𝑓 is the angular frequency. 𝑓 is the frequency of the applied signal (in Hz).

• t is the time (in s).

The basic idea behind EIS is that an electrochemical system can be described in terms of differ-
ent electric components, such as resistors and capacitances. For example, an electrochemical
double layer (DL) needs some time to charge, behaving similar to a capacitor, whereas the
charge-transfer resistance, 𝑅𝑐𝑡 (equation (2.26)), can be represented by an ohmic resistance.
In contrast to a resistor, for a capacitor the voltage is proportional to the accumulated charge
and not to the current. For sinusoidal signals, this results in a phase shift between current
and voltage. In the case of an ideal capacitor, a phase angle shift of Θ = 90° is observed. The
current increases proportional to the frequency. A resistor on the other hand always behaves
the same, irrespective of the frequency (Θ = 0°).1,245

In EIS a sinoidal AC signal with a constant voltage amplitude is applied and the corre-
sponding current response and phase shift are measured. The polarization must be small
enough (~10mV), that linearity of the current-voltage curve is given (see description of 𝑅𝑐𝑡
in section 2.2.3). To investigate the behavior of the system under test at different time scales, a
frequency sweep is performed, typically somewhere in the range of 1 × 10−2 Hz to 1 × 107 Hz.
To describe the electrochemical system, electrical equivalent circuits are employed. In these,
physical processes are modeled using their electric equivalent. A popular example is a par-
allel RC circuit to model the electrode/electrolyte interface. In figure 2.12 this circuit is de-
picted and the frequency (i.e. time) dependent current flow is schematically shown. 𝐶𝐷𝐿

represents the double layer capacitance, 𝑅𝑐𝑡 the charge transfer resistance. Depending on
the applied frequency, charge separation in the capacitor occurs, resulting in an impeded
current flow.245,246

The total impedance can be calculated from the measured voltage and current amplitudes
and the phase angle ((2.43)).

𝑍 (𝜔) = 𝑉 (𝜔)
𝐼 (𝜔) =

𝑉 (𝜔)
𝐼 (𝜔) · exp( 𝑗 · Θ) (2.43)

Typically in EIS, the impedance is expressed as a complex function (using Euler’s relation-
ship).

𝑍 = |𝑍 | · exp( 𝑗Θ) = |𝑍 | (cosΘ + 𝑗 sinΘ) = 𝑅𝑒 (𝑍 ) + 𝑗𝐼𝑚(𝑍 ) (2.44)
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Figure 2.12: Exemplary electrical equivalent circuit (parallel RC circuit). (left)At high frequencies,
the capacitor is quickly charged with alternating polarity and acts like an electric short. (mid) At
intermediate f (at the characteristic frequency (2𝜋𝑅𝐶)−1), charge flow through the capacitor starts to
be impeded. The current flow is split up equally between R and C. (right) At low f, charge separation
occurs and the capacitor acts like an insulator. Current flows through the resistor.

where

1. |𝑍 | = �̂�
𝐼
is the absolute value of the impedance.

2. 𝑗 is the imaginary unit, defined by the property 𝑗 =
√−1.

3. 𝑅𝑒 (𝑍 ) and 𝐼𝑚(𝑍 ) are the real (in-phase) and the imaginary (out-of-phase) part of the
impedance, respectively.

From this follows via trigonometry that

|𝑍 | =
√︁
(𝑅𝑒 (𝑍 ))2 + (𝐼𝑚(𝑍 ))2 (2.45)

tanΘ =
𝐼𝑚(𝑍 )
𝑅𝑒 (𝑍 ) (2.46)

A variety of ways to plot EIS data exist. In electrochemistry and corrosion science, two
commonly used representations are the complex plane impedance (’Nyquist’) plot, and the
Bode representation of the absolute value of the impedance together with the phase angle
versus the frequency. An example of these plot types for the simulation of an RC circuit as
presented earlier are given in figure 2.13. Looking at the two plots on the right, one can easily
identify the characteristic frequency from figure 2.12 (mid), marking the transition zone from
capacitive (constant slope, −90°) to resistive (horizontal line, 0°) behavior.246

Any EIS result can be fit using a sufficiently complex equivalent circuit model. The biggest
challenge in EIS experiments is therefore often the physically sound attribution of the ob-
served impedance response to meaningful electric components that adequately reflect the
electrochemical system.247,248

An advantage of EIS can be applied to a variety of systems. It has been used to obtain infor-
mation about corrosion susceptibility and behavior of metallic systems.249–251 A subsection
of this application, the corrosion behavior of Cu in aqueous systems, has been the purpose
of many studies.55,252–256 Other possible use cases for EIS, that are of relevance for this work,
are the characterization of organic coatings257–263 and interdigitated electrode structures (the
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Section 2.6: Electrochemical Impedance Spectroscopy

Figure 2.13: Simulated result of a (left) Nyquist plot, that is a plot with 𝐼𝑚(𝑍 )𝑣𝑠.𝑅𝑒 (𝑍 ) and (right)
the Bode plot, with (top) the logarithm of |𝑍 | and (bot) the phase angle shift, Θ versus the logarithm
of the frequency of the applied voltage signal. The inset in the left graph shows the used equiv-
alent circuit and the chosen input parameters for the simulation. The graphic was created using
ZView® software from Scribner.

latter are described in section 3.2.264–266 EIS, in its classical use, provides information about
the system as a whole, but not locally. A variation of this technique, called local EIS, allows
to obtain more localized information.267
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3 Experimental and simulation

In this chapter the experimental setups, methods and techniques, as well as the simulation
methods used in the context of this dissertation are presented. Three different setups were
used in this thesis (section 3.1 - Thin Layer Cell, section 3.2 - Miniaturized Test Chip, and
section 3.3 - 1x1 Interdigitated Test Chip), and two simulation models were developed (sec-
tion 3.5). Section 3.4 (Laser Ablation - Inductively Coupled Plasma - Mass Spectrometry)
details the procedures and parameters used for measurements employing this analytical tech-
nique.

All chemicals used for the experiments conducted in this work were of analytical grade
and the metals had a purity of at least 99.95 %.

3.1 Thin Layer Cell

The Thin Layer Cell (TLC) was developed to gain insights on electrochemical migration and
corrosion phenomena of copper (Cu) in an aqueous system with reduced convection.

In 2.3.2 and 2.4 it was discussed, that water is assumed to play a major role for failures of
insulating materials due to electrochemical processes. Upon direct contact with an aqueous
solution or due to high RH the organic coating (OC) has a certain uptake of water, up to a satu-
ration level. As described in the previous chapter, the Nernst-Planck-Poisson (NPP) equation
(equation (2.31)) describes the mass transfer in an electrolyte and contains a convection term.
Since the amount of water in the polymer and at the polymer/metal interface is limited, con-
vection is reduced, eliminating the convection term from the NPP equation (equation (2.31)).
The main idea behind the Thin Layer Cell (TLC) was to create an aqueous electrolyte system
in which conditions are similar to those in a polymer system, but that allows better control of
the overall system. To this end, a cell was designed, which contains an aqueous electrolyte,
but with a limited electrolyte reservoir and less influence of convection. This approach en-
ables better control of the medium properties, such as counter ions and pH, to characterize
their influences on the corrosion behavior. At the same time, it gives a fast corrosion re-
sponse, contrary to measurements on micro-electronic components with organic coatings.
Inspiration for the sextup of the cell was taken from Chazalviel et al. 97 .
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Section 3.1: Thin Layer Cell

3.1.1 TLC - cell design

In figure 3.1 a schematic of the developed TLC is depicted.

Figure 3.1: (left) Schematic top view of the Thin Layer Cell. (right) Schematic, exploded side view
of the TLC. a) glass plates, b) Cu plates, c) double-sided tape, d) electrolyte volume, e) RE, f) silicone
gel cover.

On the left, the top view of the cell is shown, on the right an exploded side view. The cell
consists of two thin, co-planar copper plates (used as working and counter electrode), that
are sandwiched between two glass plates, yielding a defined electrolyte volume in between.
Connecting wires were soldered to the Cu plates prior to assembly, for easier contacting. The
Cu plates had a thickness,ℎ𝑐𝑢 , of 170 µm andwere fixed on the glass plates using double-sided
adhesive tape with a thickness, ℎ𝑡 , of 70 µm (CT-S-1608 by CHEM-TEC). The total thickness
of the cell, ℎ𝑐 , therefore amounts to 310 µm. The double-sided tape was chosen instead of
other forms of fixating the Cu plates (e.g. two component glues) for three reasons. It enables
disassembly of the cell after the experiment. It allows for minimization of the bare metal area
between the glass plate and the Cu sheet, without risk of accidentally covering the active
electrode surface, i.e. the face of the sheet that is in contact with the electrolyte. And, the
tape has a defined thickness. The width of the cell, 𝑤𝑐 , is 25mm. 3D-printed spacers were
used to set the gap distance, 𝑔, between the metal electrodes. In a next step, the bottom side
of the cell was sealed using a silicone gel and left to harden for 15min. The cell was filled
with an aqueous electrolyte using a thin glass capillary that was connected to a syringe via
a silicone tube. In different experimental series, two types of reference electrodes were used.
For most experiments, a self-made Ag|AgCl RE was inserted into the electrolyte volume and
positioned next to the copper WE. This RE is described in detail in the following subsection.
For one experimental series, a simpler, pseudo RE was used. For this, a Cu stranded wire
was inserted into the electrolyte and placed in the center between the two Cu plates. In the
final setup step, the top side of the TLC was first sealed with a silicone-free laboratory grease
and then again silicone gel, to prevent electrolyte evaporation during the measurement. The
grease was used to prevent direct contact between the silicone gel and the aqueous solution,
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which could result in ionic impurities, especially during the cross-linking process of the gel.
The combination of grease and gel could easily be removed after the measurement and the
reference electrode extracted.

The electrolyte volume of the cell, 𝑉𝑐 can be calculated using equation (3.1).

𝑉𝑐 = 𝑤𝑐 · ℎ𝑐 · 𝑔 = (𝑤𝑐 · ℎ𝑐𝑢 + 2 ·𝑤𝑐 · ℎ𝑡 ) · 𝑔 = (𝐴𝑜𝑑𝑒 + 2 ·𝑤𝑐 · ℎ𝑡 ) · 𝑔 (3.1)

𝐴𝑜𝑑𝑒 is the electrode area, all other parameters are defined above. The total thickness of
the cell was constant, as was the width of the cell. 𝐴𝑜𝑑𝑒 equals 4.25mm2. Only the gap
distance was varied between measurements. The correct value is stated in the corresponding
discussion of the experimental results (section 4.1).

3.1.2 TLC - Making of RE

In figure 3.2 the manufacturing process of the Ag|AgCl reference electrode is shown.
The manufacturing process involved several steps. First, a glass capillary with an inner

diameter of 1mm was elongated in its middle part. This was done using a single stage glass
microelectrode puller model PP-830 by Narishige Japan. The partially elongated capillary
was carefully scratched in the middle and then broken in two, resulting in two ’µCapillaries’
with fine tips (0.12±0.02mm inner diameter). The µCapillary was filled by drawing up a
Nafion™ solution (𝑤𝑁𝑎𝑓 𝑖𝑜𝑛 =20 %) using a syringe and a tube. Since the Nafion™ came in
the form of a solution, the solvent was evaporated in a drying chamber at 60 °C for one
week. This long period of time was used to mitigate the risk of air inclusion in the tip of the
µCapillary. Next, the µCapillary was filled with a saturated KCl solution (∼3.5mol L−1). This
was achieved by inserting a glass capillary, that was connected to a syringe, with a very long,
fine tip into the µCapillary. A Ag wire was anodized in a solution of 0.1mol HCl using a bias
of 2 V against a Pt wire that was inserted into the same solution. This was done for 1.25min
to oxidize the surface of the Ag wire to AgCl, as per equation (3.2).32

AgCl(s) + e– Ag(s) + Cl–(aq) (3.2)

The wire was then inserted into the filled µCapillary and sealed with parafilm® to pre-
vent evaporation of the KCl solution. The potential of this type of RE is known to lie at
𝐸𝐴𝑔 |𝐴𝑔𝐶𝑙 (𝑠𝑎𝑡 .𝐾𝐶𝑙 ) = +0.197 V vs. SHE. Functionality and stability of the RE was tested using a
commercial Ag|AgCl RE stored in 3mol L−1 KCl (QCM.REF.EL) by Metrohm Autolab.
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Section 3.1: Thin Layer Cell

Figure 3.2: Manufacturing steps of the reference electrode. a) Used glass capillary, b) drawing of
fine tips, c) resulting capillaries with fine tips, d) filling of the µCapillary by drawing up a Nafion™ so-
lution, e) evaporation of the solvent at 60 °C in a drying chamber, f) filling of the µCapillary with a
saturated KCl solution, g) filled µCapillary, h) a anodization of a Ag wire, i) finalized µCapillary: the
anodized Ag wire is inserted in the µCapillary, parafilm® is used for sealing.
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3.1.3 TLC - measurement procedure

Open circuit, potentiostatic and EISmeasurementswere performed using a potentiostat/galvanostat
PGSTAT204 byMetrohmAutolab, extendedwith the FRA32MEISmodule. Two cameraswere
used to capture imagery during the measurements, both a top view and a side view at an an-
gle of ∼ 60°. Each TLC experiment was performed in a three electrode setup and began with
an open-circuit potential (OCP) measurement until stabilization was achieved, followed by
the acquisition of an electrochemical impedance spectrum. Then, a fixed bias was applied
between the WE and the RE. Both current flow and voltage drop were recorded between CE
and WE. At the same time, images were taken at set time intervals. Additionally, in the ex-
periments performed with the Ag|AgCl RE, after a fixed time span, EIS measurements were
performed during polarization, resulting in alternating acquisition of current density-versus-
time (i-t), and EIS data. The exact parameter values that were used for each measurement
series are stated in the corresponding section of the results and discussion chapter (4.1) for
the i-t, and in table 5.2.

The findings from these measurements were used to develop an electrochemical simu-
lation using COMSOL Multiphysics®. The model setup and parameters are described in
chapter 3.5, and the findings discussed in section 4.1.

3.2 Miniaturized Test Chip

The Miniaturized Test Chip (MTC) samples were provided by the industrial partner Infineon.
The basic idea for utilization of these samples was to investigate the influence of small ge-
ometries on the corrosion behavior of Cu electrodes.

3.2.1 MTC – sample design

The MTC samples consisted of various Cu structures, deposited on 3mm · 3mm Si substrate
using the dual damascene process. The structures presented in this doctoral thesis are pairs
of flat-band Cu electrodes, separated by a gap distance,𝑤𝑔𝑎𝑝 , between 0.5 µm and 50 µm. The
electrodes themselves had a width, 𝑤𝑜𝑑𝑒 , of 1.6 · 𝑤𝑔𝑎𝑝 and a length, 𝐿𝑜𝑑𝑒 , of 50 or 100 µm.
The utilized structures are referred to as 𝑏𝑑1 through 𝑏𝑑4. In addition, an IDE structure
was available. IDE structures consist of two comb-like electrode arrays that are individually
addressable268. Such structures are often employed, for example, in sensor applications, since
they offer high sensitivity at low cost.268 This specific IDE differs from other such structures
by having an additional Cu meander in between the two sides of the comb. This structural
type as a whole will be referred to as comb-meander (𝑐𝑚) structure. The width of each finger,
𝑤 𝑓 , was 60 µm and the gap between finger and meander, 𝑔𝑚𝑓 , was 50 µm. The 3x3 samples
were glued on a ceramic package and bonded to the respective contacts. The bond pads
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Section 3.2: Miniaturized Test Chip

were then covered with an epoxy resin for protection. An exemplary build with and without
the epoxy resin protection is shown in figure 3.3 (a, c). The samples were received by the
industrial partner in the way shown in (c). On the right hand side in the same figure (b), a
top view of the MTC sample is depicted.

Figure 3.3: (a)MTCmounted on ceramic package, without epoxy protecting layer. The bond wires
leading from the sample to the lead frame can faintly be made out. (b)MTC on ceramic package, with
epoxy protecting layer. (c) Top view of the MTC.

MTC - open structures

Serial dilution and i-t experiments were chosen to confirm the functionality of the structures
and test their sensitivity. For the former, 100 µL of solutions with different concentrations of
CuSO4 were applied on top of the MTC and the EIS response was recorded at some of the
structures. The measurements were performed in order from lowest (pure H2O) to highest
concentration. The EIS parameters are given in table 5.2 in the appendix. For the i-t experi-
ments, bias was applied between the conductors and the current response was measured and
normalized to the active area.

Next, different CuSO4 electrolyte concentrations in acidic or neutral environment were
used to probe the corrosion response. To this end, EIS measurements were first performed
in the initial state. Then, bias was applied and current density-versus-time and EIS were
measured alternately until the sample short-circuited or the measurement was interrupted.
The applied bias, electrolyte concentration and the investigated structure are specified for
each experiment in the course of presenting the results in section 4.2.
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MTC - polyimide covered structures

A number of different types of experiments were performed on this sample type: autoclava-
tion, electrical stressing with electrolyte drop, and electrical stressing with a 3D printed elec-
trolyte reservoir.

In the experiments with autoclave treatment, 20 µL electrolyte were placed on the sample
surface using a pipette. 0.1mol L−1 solutions of either Cu(NO3)2 or CuCl2 were applied. Then
the samples were stored in an autoclave for 48 h at 121 °C, 2 atm, and 100 % RH.

Electrical stressing with electrolyte drop and with a 3D printed electrolyte reservoir fol-
lowed a similar principle. In the former, an O-ring with an inner diameter of 7mmwas glued
onto a microscope slide, with a metal wire introduced between the O-ring and the glass plate.
This wire, either made of Cu or Ag, later served as anode for the electrical stress tests. Next,
a layer of grease was applied to the other side of the O-ring. 100 µL electrolyte solution were
dropped onto the MTC sample using a volumetric pipette and covered by placing the O-ring
assembly on top of the epoxy resin surrounding the sample. Either CuSO4 or AgNO3 were
used as salts in this experimental series. Then, the same silicone gel that was used as sealant
in the TLC experiments was placed around the O-ring to fix it in position and enhance the
tightness. That way, the solution did not evaporate, even over the course of multiple days,
ensuring constant contact between the electrolyte and the electrode wire. Using a glass slide
as cover allowed to visually ensure that the electrolyte had not evaporated during the exper-
iment. For the stress tests, bias was applied between (a) selected structure(s) on the test chip
(cathode) and the wire (anode).

The 3D printed reservoir had a rectangular open area of 2.68·1.74mm2 at the socket, and
a wall thickness of 0.2mm. The small dimensions were predetermined by the MTC and the
placement of the bond pads on it. The printed reservoirs were glued onto the samples. Special
care was taken to avoid flow of excess glue into the desired open area of the reservoir before
solidification. Then the same electrolytes as in the previous paragraph were used to fill the
cell volume. A plastic cap through which a metal wire was introduced, was employed to
cover the reservoir and prevent evaporation. The stress tests were performed in the exact
same manner as described in the experiments with electrolyte drop.

3.3 1x1 Interdigitated Test Chip

The samples described in this section were provided by the semiconductor manufacturing
company Infineon Technologies AG. A detailed description of an older, but only slightly
different version of these samples and how they were manufactured can be found in the
thesis by Elke Ludwig 5 . A shorter description is given in the following subsection.
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3.3.1 ITC - sample design

Figure 3.4 shows a microscope image of the 1x1 Interdigitated Test Chip (ITC). In figure 3.5
a schematic cross section of the chip is illustrated.

Figure 3.4: (left) Panoramic micrograph of an ITC sample (x50 magnification). (right)Microscope
image of a section of the sample including dimensions (x100 magnification).

Figure 3.5: Schematic cross section of the used test chip. Sizes are not to scale. The cross section
shows the substrate (grey), with the Cu comb fingers (orange) and a PI protection layer (yellow) on
top.

The ITC samples are square pieces cut from a silicon wafer with an area of 1 cm · 1 cm and
a thickness, 𝑡𝑤𝑎𝑓 𝑒𝑟 , of ∼500 µm. On each wafer piece there is a Cu IDE structure. From this
the metallization ratio, 𝛼 , can be calculated as follows:

𝛼 =
𝑤 𝑓

𝑤 𝑓 + 𝑔𝑓 𝑓
Inputting the given parameters yields a value of 0.67 for 𝛼 . On each side of the IDE, there

was a total, 𝑛𝑓 , of 27 fingers. The whole sample was covered with a PI layer with a thickness,
𝑡𝑃𝐼 , of ∼7.7 µm above the fingers. Only the corners of the samples were left uncovered for
electrical contacting, as seen in the figure. Each comb side can therefore be contacted via two
of the corners. A successfully established electrical contact between pins and comb (side) was
tested by confirming a short circuit between the two pins on the same comb side.
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3.3.2 ITC - cell design

In figure 3.6 a schematic of the ITC is depicted.

Figure 3.6: (left) Schematic of the cell used for the 1x1 Interdigitated Test Chip experiments. (right)
Images of the (top) upper side and the (bottom) underside of the top component of the cell. a) contact-
ing pin with spring, b) CE, c) electrolyte volume, d) screw for fixation, e) sample position, f) O-ring
for leak-tightness.

The cell consists of two separate parts, referred to as bottom and top part or component. A
tailored groove on the upper side of the bottom part allows for placement of the ITC sample,
as seen on the left in the figure. On the underside of the top component there is a circular
cutout, compliant with standards, where a Viton® O-ring is placed to prevent leakage of
the electrolyte after the final assembly (bottom right in figure 3.6). The inner diameter of
the O-ring is 7mm. Four stainless steel screws are used for connecting and fixing the two
individual parts. Gold plated precision test pins with an integrated spring mechanism are
used to electrically contact the samples. The pins are a fixed element of the upper part. They
were pressed in so that all four protrude at the same level, as can be seen on the bottom right
image in figure 3.6. This allows for a stable electrical contact, while not exerting so much
force as to break the samples.

3.3.3 ITC - measurement procedure

Three experimental series, differentiated mainly by the used aqueous electrolytes, were per-
formedwith this setup. The investigated electrolyteswere: AgNO3(aq), KNO3(aq), andCu(NO3)2(aq).
From each of the metal salts, aqueous solutions with ∼0.1mol L−1 were prepared using ana-
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Section 3.3: 1x1 Interdigitated Test Chip

lytical grade chemicals. Doubly distilled water was used as solvent. For the experiments, the
cell that was described in the previous subsection was used. The ITC samples were placed
in the groove on the upper side of the bottom part of the cell. The cell parts were then as-
sembled using the screws. Care was taken to avoid over-tightening the screws and to ensure
that they were all at the same height in order to exert even pressure on the O-ring used to
achieve leak tightness. The assembled cell was then filled with one of the three electrolytes
mentioned above, depending on the experimental series. 140±10mg were used, resulting in
a filling height of about 50 % of the total height of the upper part of the cell. The diameter of
the (electrolyte) exposed sample area, 𝑑𝑒𝑥𝑝𝑜 , was determined to be ∼8.04mm.

To prevent evaporation, the cell space above the electrolyte had to be enclosed. Also, an
electrode had to be inserted into the electrolyte solution for the intended biasing from the top
during the experiment. To fulfill both of these requirements, a metal wire was fed through a
rubber stopper in the shape of a truncated cone. The employed metal wire depended on the
experimental series: For the Cu(NO3)2(aq) experiments, a Cu wire was used, Ag for AgNO3(aq) ,
and Pt for KNO3(aq). The wires were coiled up on one side. An exemplary image of a Ag spool
and rubber stopper is depicted on the right side of figure 3.7. Finally, the rubber stopper-metal
wire combination was used to enclose the electrolyte space while dipping the coil into the
electrolyte at the same time. The fully assembled cell can be seen on the left hand side of the
figure.

Figure 3.7: (left) Fully assembled ITC cell with contacted clamps. (right) Image of the rubber
stopper with metal coil.

The assembled cell was placed in a Faraday cage and EIS measurements were performed.
A Solartron1250 frequency response analyzer unit in combination with a Keithley428-PROG
programmable current amplifier were used for this purpose. The measurement settings are
summarized in table 5.1 in the appendix. The current amplifier was utilized to obtain a sen-
sitive measurement. This is necessary because the electrical impedance of the investigated
samples is very high. Two different kinds of EIS measurements were performed: between
the two sides of the IDE (referred to as EIS type A), as well as between the biased side of the
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IDE and the metal spool in the electrolyte (referred to as EIS type B). Impedance measure-
ments were performed before electrically stressing the samples, after set soaking or stress
times, and after BD. An ’as received’ measurement between the two comb sides was also
performed in the beginning, before the electrolyte was applied on top of the sample. In do-
ing so, functionality and initial properties of the sample were tested.

After the initial EIS measurements, the sample was electrically stressed, either for a pre-
determined period of time, or until the failure criterion was reached. The metal spool in the
electrolyte served as the anode or positive electrical pole. One side of the IDE was utilized
as cathode or negative pole, the other side was left untouched. A constant bias of 550 V was
applied in all experiments, resulting in an electrical field of ∼72MVm−1 within the imide
coating. A Keithley2470 source measure unit (SMU) was used for application of the bias. The
device was programmed to measure the current while applying the bias, and to automatically
turn off the source, as soon as the time limit or a threshold current of 100 nA was reached. In
the latter case, at this point in time, named 𝑡𝐵𝐷 or breakdown time, the sample failed. Then,
the same EIS measurements as before the electrical stress test were carried out. Then, the cell
was disassembled and the sample was rinsed with doubly distilled water. The samples were
stowed in a plastic tray until further investigations were performed. Regardless of whether
the impedance measurements were performed as type A or type B, the voltage stress was
always applied between the wire placed in the electrolyte and one side of the IDE, never
between the two comb sides. The active metallized area, 𝐴𝑚𝑒𝑡 , for the i-t measurements is
calculated according to equation (3.3).

𝐴𝑚𝑒𝑡 = 0.5 · 𝛼 · (𝑑𝑒𝑥𝑝𝑜2 )2𝜋 (3.3)

The factor 0.5 in the equation stems from the fact that only one side of the IDE was biased
during the electrical stress tests. For the given setup,𝐴𝑚𝑒𝑡 equals 1.692 × 10−5 m2. Although a
faraday cage was used, noise affected the measured signal at times. Therefore, a median filter
with awindowwidth of 50 data points and no boundary conditionwas used to smooth the sig-
nal using dedicated software (OriginPro, Version 2021b. OriginLab Corporation, Northamp-
ton, MA, USA). This filter is advantageous as it is robust against outliers, while preserving
important structural attributes, provided that the number of noisy data points is not too sim-
ilar in quantity to the actual signal. Omitting a boundary condition ensures that the signal
structure at the beginning and the end of the measurements is retained.

With the findings from these measurements an electrochemical simulation using COM-
SOL Multiphysics® was developed. The model setup and parameters are described in the
corresponding section in chapter 3.5, and the findings are discussed in the simulation part of
section 4.3.
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3.4 Laser Ablation - Inductively Coupled Plasma - Mass
Spectrometry

The major analytical technique employed throughout the experimental work for this dis-
sertation was the so-called Laser Ablation - Inductively Coupled Plasma - Mass Spectrom-
etry (LA-ICP-MS). The theoretical foundation of this method is described in chapter 2.5.
LA-ICP-MS measurements were performed with the samples described in the previous sec-
tion 3.3, that is with the ITC samples.

For the measurements, an ’imageGEO193’ LA system from Elemental Scientific Laser was
used. PTFE tubing directly coupled this system to an ’iCAP Q’ Inductively Coupled Plasma
(ICP)-Mass Spectrometry (MS) system from ThermoFisher Scientifc. Data processing and
analysis was done using the software Iolite 4. For all measurements, unless stated otherwise,
the same settings for the ablation were used, as per table 5.4 in the appendix.

Both, line scans and images were ablated. For the line scans the ablation depth per pass
(or layer) was ∼185 nm. This was determined using a Bruker DektakXT® stylus profilometer.
20 layers were ablated (denominated L1 through 20) along the same line, resulting in a total
ablated thickness, 𝑑𝑎𝑏𝑙 of ∼3.7 µm per measured line scan (depth profile). A total of nine
depth profiles were recorded per sample, in pairs of three each. Each triplet consisted of one
line above a finger that was biased during the electrical stressing, one line above an unbiased
finger, and one line in between these two fingers. The three triplets were spread evenly across
the area of the ITC that was exposed to the aqueous electrolyte during the electrical stress
testing. All samples that were exposed to the same electrolyte were measured in one run to
ensure comparability of the measurements. For each ablation pass, the median value of the
signal intensity of the element of interest was calculated and normalized to the median value
of 13C. The normalization mitigates the influence of fluctuations in ablation behavior. Finally,
the mean of the three measurements on the same sample was calculated. A schematic cross
section and a top view of the line scan measurements are illustrated in figure 3.8 (a), (b). For
the images, an area to map was defined, and the defined area was ablated three times (L1, L2
and L3). The mapped area is indicated in figure 3.8 (b), and a pseudo-3D representation is
shown in figure 3.8 (c). The denomination ’unbiased’ and the minus sign on the IDE indicate
the polarity of the respective comb side during the electrical stress tests that were performed
prior to LA-ICP-MS analysis. Normalization to 13C was done for the maps as well.

The measured elements were partially varied, depending on the aqueous electrolyte that
was applied in the preceding experiments.

• Cu(NO3)2(aq): 13C, 63Cu, 65Cu

• AgNO3(aq): 13C, 107Ag, 109Ag, 151Eu, 153Eu

• KNO3(aq): 13C, 39K, 63Cu, 65Cu, 195Pt
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Figure 3.8: Schematics of the ablation patterns used for Laser Ablation measurements. (a) Cross
section illustrating a line scan ablation pattern. A total of 20 layers was ablated along the same line
per line scan, highlighted in red. (b) Top view of the sample, indicating both a line scan triplet (one
pattern above a biased electrode finger, one between the combs, and one above an unbiased finger),
and an area that was ablated for imaging. The denomination ’unbiased’ and the minus sign on the IDE
indicate the polarity of the respective comb side during the electrical stress tests that were performed
prior to LA-ICP-MS analysis. (c) Pseudo-3D representation of the imaged part of the sample, with the
three ablated layers indicated in red.

LA-ICP-MS -Quantitative measurements

For quantitative LA-ICP-MS measurements the preparation of standards is necessary. Quan-
tification was done for Ag only. A standard addition method for matrix-matched standards
was employed throughout this doctoral thesis. The method was developed and is described
in detail by Willner et al. 181 . Sample preparation was done using the same instruments and
steps described therein.

An isopropanol solution, with a mass fraction of 30 %, was prepared, as well as two stock
solutions. Stock A contained a mixture of isopropanol, polyethylene glycol and europium,
with a volume fraction of 30 %, 1 % and 10 µg/g, respectively. Europiumwas added as an inter-
nal standard to compensate for potential inhomogeneities in the distribution of the standard
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residues by the applied spraying procedure. Stock B was a solution of isopropanol, with a
mass fraction of 30 %, containing 1000 µg/g Ag. These two stock solutions were mixed in
different ratios, along with the isopropanol solution, to obtain four solutions with different
concentrations of Ag. The weights and resulting concentrations of the standard solutions are
provided in table 5.5 in the appendix.

Each standard solution was then sprayed on a pristine ITC sample to get the final matrix-
matched standard. These standards were measured with LA-ICP-MS during the run in which
all samples from the electrical treatment with the AgNO3(aq) electrolyte were analyzed. The
same instrument settings were used for the measurement of the standards, except for the
overlap, which was set to 19 µm for measuring the standards. The number of passes was
consequently decreased from 20 to 1. This results in the ablation of the same total volume
as for the treated samples, but in one pass. This is necessary since the standard solution is
sprayed on the surface of the sample and is fully ablated after the first ablation pass. The
concentration of Ag in the prepared standard solutions does not equal the concentration on
the sample surface. Instead, it has to be related to the mass of ablated polymer matrix and
the analyte coverage of the standard’s surface. Willner et al. 181 found a correction factor of
∼2.3 for their prepared Kapton® samples with a thickness of 13 µm. This means, that the
concentration of analyte on the surface, relative to the sample thickness and density, is 2.3
times higher than in the standard solution. Determining this factor from scratch involved a
couple of more or less complicated steps, as described in the paper. However, for the works in
this thesis, not all of the steps had to be repeated. Since comparable standard concentrations
and the same spraying unit and settings were employed, differences in the surface coverage
should be negligibly low. Also, in both cases a polyimide matrix was used. Since for the sam-
ples investigated in this thesis the density is not exactly known, it was assumed to be equal
in both cases (𝜌𝑝𝑜𝑙𝑦𝑖𝑚𝑑𝑒 = 1.38 g/cm3). The key difference between Willner et al. 181 and the
measurements in here lie in the thickness of the ablated polymer layer for quantification. The
correction factor was therefore calculated from the one in the literature using the following
equation (3.4)

𝑐 𝑓 = 𝑐 𝑓0 · 𝑡0
𝑡

(3.4)

where 𝑐 𝑓 and 𝑡 are the calculated correction factor and ablated film thickness, respec-
tively, in this work, and 𝑐 𝑓0 and 𝑡0 are the correction factor and the ablated film thickness,
respectively, that were employed byWillner et al. 181 . This correction factor was then used to
correct the concentrations of the matrix-matched standards with respect to the used standard
solutions. The 107Ag signal was first normalized to 13C for each standard, and then corrected
based on the ratio of 151Eu to the average 151Eu signal, to minimize sample-to-sample varia-
tions based on differences in the ablation behavior. The concentrations in the solutions and

60



on the sample, along with the determined values for the linear calibration, are summarized
in table 5.6. The calibration curve is plotted in figure 5.1. The native Ag content in the un-
treated samples was below the limit-of-detection of the LA-ICP-MS, which lies in the low ppb
region. It was therefore assumed that the concentration of Ag in the sample, without standard
addition, was zero. Accordingly, the linear calibration was forced through the origin.

Possible limitations of the here mentioned quantification method and assumptions made
are taken up and discussed later, in section 4.3.

Comparison i-t and LA-ICP-MS data

Obtaining information on both the current flow across and the ion distribution within the
PI protection layer allows for a comparison of the consumed charges. Assuming that the
current flow is ionic in nature, both methods should yield the same result. The charge was
calculated from i-t measurements and LA-ICP-MS data.

For the former, the current was integrated over the measured time period using the trape-
zoidal rule. Additionally, charges were calculated after excluding a set period of time at the
beginning of the measurement to account for potential initial transients. The nature of such
transients is elaborated in the corresponding discussion section (4.3).

For the LA-ICP-MS data, the concentration of the investigated ion as a function of depth
was first converted from parts per million (ppm) to grams per cubic meter (gm−3), consid-
ering 𝜌𝑝𝑜𝑙𝑦𝑖𝑚𝑑𝑒 . The moles of Ag+ per unit area were then calculated for each depth. The
total moles were obtained by integrating these values over the ablated depth, and the corre-
sponding charge was calculated using Faraday’s law. The calculation steps are summarized
in equation (3.5)

𝑄 = 𝑛 · 𝐹 · 𝐴𝑚𝑒𝑡 ·
∫ 𝑑𝑎𝑏𝑙

0

𝐶 (𝑥) · 𝜌𝑝𝑜𝑙𝑦𝑖𝑚𝑖𝑑𝑒

𝑀Ag+
𝑑𝑥 (3.5)

where:

• 𝑄 is the total charge (Coulombs).

• 𝑛 = 1 is the number of electrons transferred per Ag+ ion.

• 𝐶 (𝑥) is the concentration of Ag+ ions at depth 𝑥 (in parts per million, ppm).

• 𝑀Ag is the molar mass of silver (107.8682 g/mol).

• 𝑑𝑎𝑏𝑙 is the total ablated depth (in meters).
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3.5 Simulation

Simulation models were created to gain more profound insights of the investigated systems.
COMSOL Multiphysics®, a FEM based software, was used for this purpose. Version 6.2 was
used throughout the presented work. In short, the FEM breaks a real-world space- and time-
dependent system down into a number of numerically solvable linearized problems (differen-
tial equations) by means of discretization. The real-world geometry is approximated using a
mesh, consisting of a finite number of small, interconnected elements. At this point, a trade-
off has to be made. The elements must be chosen small enough to give viable, physically
sound results, but large enough to avoid overly large computational effort.269

Two different models have been developed. The first model was designed to describe
corrosion and ECM in an aqueous system containing Cu electrodes, as well as Cu2+ and Cu1+

ions. This was calibrated using the data obtained from the TLC andMTCmeasurements. The
second developed model describes the diffusion and migration of cat- and anions through a
polymer. It was calibrated using the ITC data.

3.5.1 Copper corrosion model (2D)

The model developed here uses the tertiary current distribution (TCD) physics interface,
which is integrated into COMSOL Multiphysics®. This interface is used to describe the cur-
rent and potential distribution in the model system and is based on the NP equations. The
influence of convection was neglected in this case. For charge conservation water-based elec-
troneutrality was used. The transport of charged and neutral species in themodel is described
by the NP equations, neglecting the convection terms. The chosen physics interface also al-
lows for the description of electrode kinetics for charge transfer reactions. To this end, the
Nernst equation is solved, as well as the BV or Tafel equation. An double layer capacitance
feature is implemented to account for transient non-faradaic currents due to the formation
of an electrochemical double layer upon biasing. A 2D representation of the cross-section of
the TLC with a Ag|AgCl RE was modeled (figure 3.9 (left)). The electrode reactions that were
implemented in the simulation model are given in table 3.1.

Table 3.1: Simulated electrochemical reactions at the cathode, the anode and in the bulk.
Cathode Anode
2H+ + 2 e– H2

Cu2+ + 2 e– Cu Cu Cu2+ + 2 e–

2Cu2+ + H2O + 2 e– Cu2O + 2H+ Cu2O + 2H+ 2Cu2+ + H2O + 2 e–

Cu2O + 2H+ + 2 e– 2Cu + H2O 2Cu + H2O Cu2O + 2H+ + 2 e–

Equilibrium reaction
Cu2+ + Cu 2Cu+ H2O H+ + OH–
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The electric circuit module was used integrate the potentiostatic control with the reference
electrode. The corresponding electric circuit is depicted in figure 3.9 (right). For more details
on the working principle circuit refer to the description of a potentiostat in section 2.2.2.

Figure 3.9: (left) Schematic cross-section of the TLC used in the simulation model. The geometry
is not to scale. In the model, the RE is implemented as a point node, CE and WE as boundary nodes.
(right) Representation of the electric circuit model that was used for implementation of potentiostatic
control via the RE in the simulation model. The electric circuit was drawn using LTspice XVII(x64),
version 17.0.37.0, by Analog Devices, Inc.

The parameters and variables used for setting up the model are given in table 5.7.

3.5.2 Polymer ion migration and species diffusion model (1D)

The model developed here is intended as a 1D representation of the setup used for the ITC
measurements. It describes a line along the cross-section of the experimental system across
the z-axis. The model developed here also uses the TCD physics interface that was men-
tioned in the previous subsection. The influence of convection was neglected in this case,
too. For charge conservation the Poisson equations were included. The transport of charged
and neutral species in the model is therefore described by the NPP equations, neglecting
the convection terms. As before, electrode kinetics for charge transfer reactions are also
described by this interface.

In total, four species are included in the simulation: Two positively and two negatively
charged species. One positive species has a charge (𝑧_𝑐𝑎𝑡 ) of z+, that is either +1 or +2,
reflecting the metal cation used in the experiment: Cu2+, Ag+ or K+. The associated anion
has a charge (𝑧_𝑎𝑛) of -1 and models the NO–

3 ion. The other two species, one negative and
one positive, are both singly charged. These can be thought of as e– and h+, respectively, that
can move inside the polymer, but cannot enter the aqueous electrolyte. This assumption was
based on literature.270,271 It is discussed and challenged in the simulation part of section 4.3.
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In figure 3.10 a schematic of the model geometry is shown, detailing key features that are
included in the simulation. Starting from left to right, the system consists of: a) a point node
with a fixed electrolyte potential and a set concentration of a fully dissolved metal salt, b) an
aqueous electrolyte with a defined initial metal salt concentration equal to the concentration
in a), c) a polymer separator and d) an electrode surface point.

Figure 3.10: Sketch of the 1D model used for simulation of ITC experiments. Descriptions of
the boundaries and domains are given in the colored boxes. Initial values and values to be fitted
(’adaptable’) are given.

The leftmost node reflects the anode, that is the metal coil from the experiment, as well
as the transition to the bulk of the electrolyte. A positive potential, 𝑉 _𝑎𝑝𝑝𝑙 , is applied here.
No electrode reactions are included at this node. The assumption is made, that possible an-
odic reactions (metal dissolution, oxygen evolution or metal oxidation) do not have a signifi-
cant influence on the measurement results. Therefore they were excluded in the simulation.
This assumption was based on and supported by experimental findings. Furthermore, it is
presumed, that the ion concentration in the bulk electrolyte does not (significantly) change
during the course of the experiment, since the currents flowing during the experiment are
low (at the order of 10 nA). This is implemented in the form of a fixed cation concentration,

𝑐_𝑐𝑎𝑡_𝑚𝑜𝑏 = 𝑐0_𝑎𝑞_𝑏𝑢𝑙𝑘 (3.6)

at this leftmost point, where 𝑐0_𝑎𝑞_𝑏𝑢𝑙𝑘 is the concentration in the bulk of the aqueous
electrolyte. The assumption of a constant ion concentration in the bulk of the electrolyte is
plausible, given the low current flow. 𝑐0_𝑎𝑞_𝑏𝑢𝑙𝑘 is set to 0.1mol L−1 for the cationic species
for all simulations, reflecting the electrolyte concentrations used in the experiments. For the
anionic concentration, 𝑐_𝑎𝑛_𝑚𝑜𝑏, this concentration is adjusted by the charge of the cation,
to be stoichiometrically correct.

𝑐_𝑎𝑛_𝑚𝑜𝑏 = 𝑐0_𝑎𝑞_𝑏𝑢𝑙𝑘 · 𝑧_𝑐𝑎𝑡 (3.7)

Since electrons and electron holes cannot enter the aqueous electrolyte, their concentrations,
𝑐_𝑒𝑙𝑒𝑐𝑡_𝑚𝑜𝑏 and 𝑐_ℎ𝑜𝑙𝑒_𝑚𝑜𝑏, are set to 0mol L−1 at this boundary node.
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Next to the anode, the aqueous electrolyte is represented by a corresponding domain in the
simulation. A length, 𝐿_𝑜𝑙𝑦𝑡𝑒 , of 100 µm was assigned to it. For this domain, initial species
concentration values and electrolyte properties are set. The initial values for the ionic species
are set to 𝑐0_𝑎𝑞_𝑏𝑢𝑙𝑘 , e– and h+ are again set to 0mol L−1, reflecting the practical experiments
and the lack of electronic charge carriers in the aqueous electrolyte. The electrolyte proper-
ties define the migration, diffusion and dielectric behavior of the electrolyte. e– and h+ are
immobile in this domain. For both the cation and the anion the diffusion coefficient, 𝐷_𝐶_𝑎𝑞,
is set to 1 × 10−9 m2 s−1. Since species transport is limited by the polymer and not the aqueous
electrolyte, this value, although not exact, was chosen as it is at the typical order of magni-
tude of ion diffusion coefficients in water.31 Migration properties of the ions are described
by the Nernst-Einstein relation (equation (2.35)), that was introduced in section 2.2.3. The
relative permittivity of the electrolyte was set to 80, the observed value for water at 293.15 K.

Adjacent to the aqueous electrolyte a separator domain is used to model the polymer coat-
ing of the ITC. A length, 𝐿, equal to 𝑡𝑃𝐼 (i.e. 7.7 µm) was assigned to it, fitting the thickness of
the actual coating. Similarly to the electrolyte, initial species concentration values and sepa-
rator properties have to be set here. However, most of these properties are not known a priori,
neither from literature nor the experimental setup. These parameters were extracted from
the experiments, either directly (initial cation concentration, 𝑐0_𝑀𝑒𝑝𝑜𝑠_𝑝𝑜𝑙𝑦) or by fitting
the simulation to the experiment (initial electron holes concentration 𝐻0, diffusion coeffi-
cient of cation, anion, h+ and e–, 𝐷_𝐶_𝑝𝑜𝑙𝑦, 𝐷_𝐴𝑛_𝑝𝑜𝑙𝑦, 𝐷_𝐻_𝑝𝑜𝑙𝑦, and 𝐷_𝐸_𝑝𝑜𝑙𝑦). The
initial anion concentration was equal to the cation concentration. The relative permittivity
of the polymer, 𝑒𝑝𝑠_𝑟_𝑃𝐼 , is known and was set to 3.4 accordingly.

The last geometric feature seen in figure 3.10 is another point node, representing the Cu
comb. This electrode is grounded, thus making it the lower potential node and therefore
the cathode. Here, electrode reactions are defined and a double layer is implemented. Two
electrode reactions are implemented: The previously defined equation (2.40), indicative of
metal deposition/dissolution at the electrode, as well as the following recombination reaction:

h+
polymer + e–electrode neutralized state (3.8)

Both reactions are considered to be fast irreversible electrode reactions. The implemented
electrical double layer has a capacitance represented by 𝐶_𝐷𝐿 with a number of 𝑧_𝑐𝑎𝑡 par-
ticipating ions and stoichiometric coefficients set to -1, -1, 1 and 1 for the cation, h+, anion,
and e–, respectively. The temperature for the whole simulation system was set to a constant
293.15 K, reflecting the laboratory conditions.
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4 Results and discussion

In this chapter the experimental results and derived findings are discussed and simulations
that were developed for some of the experiments are presented and used to support and
enhance the findings.

4.1 Thin Layer Cell

This section is dedicated to the results and findings obtained with the Thin Layer Cell de-
scribed in chapter 3.1 and the corresponding part of chapter 3.5.

4.1.1 TLC - experimental

The main goal of the TLC experiments was to provide experimental data to verify the devel-
oped 2D electrochemical simulation model with. Additionally they served to better under-
stand the Cu electrochemistry in electrolyte layers.

Experiments with pseudo reference electrode

Figure 4.1: TLC results with pseudo RE. Different electrolytes and voltages were used, as given in
the legend. The CuSO4 samples were dissolved in 10−4 M H2SO4. (left) Double logarithmic current
density-vs-time for the given electrolyte and applied bias. (right) Cell voltage-vs-time for the given
electrolyte and applied bias. A logarithmic x-axis was chosen.
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Figure 4.1 presents the experimental results from TLC measurements performed in aqueous
solutions, at different applied biases, in acidic or neutral pH and varying electrolyte con-
centrations. A Cu stranded wire was used as pseudo-RE in this experimental series. CuSO4

concentrations between 10−2 M and 10−4 M dissolved in 10−4 M H2SO4 were used, as well as
two different concentrations of H2SO4 and pure deionized water. -0.3 or −1.0 V were applied
between WE and pseudo-RE. The gap distance was set to 10.0mm in this series resulting in
𝑉𝑐 equal to 77.5mm3.

Increasing the concentration tenfold leads to a similar increase in overall current density
in the first ∼ 100 s, both for H2SO4 and CuSO4. In all cases but pure H2O, the cell voltage was
significantly higher than the value that was applied between the WE and RE. Throughout
the measured period, overpotentials were needed to maintain the applied potential. Optical
images that were taken in parallel to the i-t measurements revealed dendritic growth at the
cathode in solutions with 10−2 MCuSO4 (figure 4.2 (d, f)). The growth of dendrites is reflected
as a rise in the overpotential (figure 4.1 (right)), and with some retardation also in a current
density gain (figure 4.1 (left)). Ultimately, the cell is short circuited by bridging of the main
dendrite, from the cathode to the anode side. This behavior was observed both at 0.3 V and
at 1.0 V, with similar initial growth. At lower Cu concentrations, as well as in 10−4 M H2SO4

and deionized water, precipitates occur near the anode (figure 4.2 (a, c, e)). Based on the color
(greenish/black), these are likely CuO, or a mixture of CuO and Cu2O. Precipitation occurs
due to differences in local pH and block ion motion in the cell. Precipitation depletes the cell
volume of ions and reduces the conductivity of the electrolyte. This results in a decreasing
current density and an increase in cell voltage to maintain the potentiostatic control. Figure
4.2 (b) shows strong hydrogen gas evolution at the cathode, which effectively reduces the
available reaction surface area, thus also resulting in a decreased current density and a strong
cell voltage rise. Overall, the observed reactions results were mostly in accordance with
what could be expected from Cu in aqueous bulk solutions. However, in contrast to the bulk
solution, precipitation and gas evolution can significantly impact the cell behavior due to the
closely confined space.

Experiments with Ag|AgCl reference electrode

In figure 4.3 the experimental results from TLC measurements performed in aqueous CuSO4

solutions with varying concentrations, at −0.3 V, are depicted. A Ag|AgCl RE was employed
throughout this experimental series. The gap distance was 5.0mm, consequently 𝑉𝑐 was
equal to 38.8mm3. Application of −0.3 V was chosen to generate conditions under which
copper reduction is favored at the working electrode, and the HER is suppressed.

Similarly to the previous set of experiments, the Cu2+ concentration is the main factor
determining the current density. A direct relationship between the concentration and the
current density is observed. Between 0.01M and 0.1M a minimum is observed at ∼ 1000 s.

68



Figure 4.2: Exemplary images during the electrochemical experiment with the TLC with pseudo
RE. Cathode and anode side are denoted with + and - symbols, respectively. Different electrolytes and
voltages were used. The CuSO4 samples were dissolved in 10−4 M H2SO4. Information for (a-f) is in
the format electrolyte concentration, applied voltage. (a) Deionized water, −0.3 V, (b) 10−2 M H2SO4,
−0.3 V, (c) 10−4 MH2SO4, −0.3 V, (d) 10−2 MCuSO4, −0.3 V, (e) 10−3 MCuSO4, −0.3 V, (f) 10−2 MCuSO4,
−1.0 V.

Figure 4.3: TLC results with Ag|AgCl RE. Different electrolyte concentrations were used, as given
in the legend. −0.3 V were set between the WE and RE. The CuSO4 samples were dissolved in H2O.
(left)Double logarithmic current density-vs-time for the stated electrolyte concentration. (right)Cell
voltage-vs-time for the given electrolyte concentration. A logarithmic x-axis was chosen.

Correlating this with optical imagery revealed the onset of dendrite growth or Cu deposition
at the cathode surface. At higher concentrations a denser, more uniform layer was deposited
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(figure 4.4 (b)), at lower concentrations dendritic onsets occur (figure 4.4 (f)). This indicates
that at 0.01Mwith the given applied voltage, a diffusion layer forms near the cathode surface.
As described as part of the theory (section 2.3.2), such a diffusion layer is typically a prereq-
uisite for dendrite growth. Upon further reducing the concentration, no copper deposition
was observed. Contrary to the previous measurements, no, or hardly any, hydrogen evolu-
tion was observed. Looking at figure 2.3, this does not come as a surprise, as Cu reduction
is thermodynamically possible at the chosen conditions, while the HER is not. The sample
solutions were not acidified, hence providing less H+ for the HER. On the anode side a slight
reddening of the Cu was observed, which was attributed to the formation of Cu2O. Com-
pared to the previous experimental series, differences are observable both in the i-t behavior,
as well as the cell voltage. In figure 4.3 both curves show an initial decrease, before ebbing off
or reversing the trend. Also, no dendrite bridging was observed. The low cell voltage in the
system is not high enough to maintain continual growth, because of the depletion of Cu ions
that is not compensated by dissolution on the anode side. This is in line with literature.91,272

Figure 4.4: TLC images of the cathodically polarized side. Three different CuSO4 concentrations
at two different times during the electrochemical experiment are depicted. −0.3 V were set between
the WE and Ag|AgCl RE. The CuSO4 was dissolved in deionized H2O. (a) 0.1M, at the beginning of
the measurement. (b) 0.1M, 1 h after initiating the measurement. (c) 0.05M, at t = 0 h. (d) 0.05M, 1 h
after beginning the measurement. (e) 0.01M, at the beginning of the measurement. (f) 0.01M, after
stressing for 1 h.

The interruptions in the i-t measurements are due to the intermediary EIS measurements
that were performed. Figure 4.5 shows the capacitance versus measurement cycle or time
for five different electrolyte concentrations. The capacitance, 𝐶 , was calculated using equa-
tion (4.1) with 𝑓 = 100Hz.

𝐶 =
1

2𝜋 𝑓 |𝑍 | (4.1)
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The capacitance strongly increases in the measured interval for the 5 × 10−1 M sample, and
roughly doubles for ≥ 5 × 10−2 M. A ∼ 50 % gain is observed at ≥ 5 × 10−3 M. This capacitance
is connected to the electrochemical double layer at the electrode surface. The gain is there-
fore attributed to an increasing Cu surface area due to metal deposition. The initial surface
was polished Cu. Formation of a rougher deposition layer leads to surface area growth and
consequently to a higher capacitance value.

Figure 4.5:Capacitance versus cycle number (bottom x-axis) or versus time (top x-axis) for different
CuSO4 concentrations, as indicated in the legend. (left) Logarithmic y-axis. (right) Linear y-axis.
Only a section of the left hand diagram is shown.

4.1.2 TLC - simulation

The data that was obtained from experiments, and presented above, together with informa-
tion extracted from literature, served as the basis for the development of a 2D multi-element
FEM simulation. The simulation model was described in the corresponding methods section
(section 3.5). As stated there, thermodynamic (NP) and kinetic (Nernst and BV) equations
were used to solve the simulation. The simulation was run for five different initial con-
centrations of Cu2+, that were also measured experimentally, ranging from 0.1mol L−1 to
10−3 mol L−1.

In figure 4.6, both, experimentally determined and simulated, current density-versus-time
as well as cell voltage-versus-time are depicted. The simulation supported the finding that
the observed current response is mainly determined by the reduction/oxidation reaction
Cu2+ + 2 e– Cu. Potential side reactions, like the HER, were found to contribute to
the overall current density by less than one per mil. Looking at the figure, the fit is evidently
imperfect. The complexity and in parts still insufficient understanding of the copper corro-
sion/deposition system make the simulation of this system complicated.273,274 A number of
shortcomings of the implemented model can be identified. Copper precipitation in the bulk,
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Section 4.1: Thin Layer Cell

along pH gradients can deplete the solution of ions, and consequently increase the electrolyte
resistivity. This is not implemented, but could explain the lower predicted cell voltage, com-
pared to the experimental observation. The experimental i-t curves show multiple distinct
regions for the higher initial concentrations of Cu2+. The model includes neither surface in-
homogeneities, nor surface changes. However, the microscope images showed changes both
at the anode and at the cathode. As was seen in figure 4.5, the capacitance changes over
time during the experiment, indicating that the surface area increases. While this effect was
not included in the simulation, the plotted experimental current density was area corrected
based on a curve fit of the observed capacitance change. The uncorrected values are those
that were presented in figure 4.3. A similar effect at the anode surface has not been taken
into account, that is oxide layer growth. The formation of an oxide layer reduces the supply
of Cu2+ ions from the underlying copper surface, resulting in a diffusion limitation, and af-
fects the electrode kinetics as a whole by changing the substrate. The formation of the Cu2O
layer was considered in the form of an increasing resistance due to the film growth, but the
formation and growth of the layer itself were not included. With a value of 4.3 × 10−10 m2 s−1,
the diffusion coefficient for Cu2+ is on the low side, but within the range of values reported
in literature.275 For the exchange current density of the main reaction, a value of 8Am−2 was
found, again being reasonable when compared to other works.253 Both of these parameters
were taken as fixed, with no concentration dependency. For the above reasons, increasing
the complexity of the simulation could likely lead to a better fit, but was beyond the scope of
this work.

With the simulation it was clearly shown, that the copper concentration is the most influ-
ential factor, determining the reactions occurring in the cell. The reduction of copper is the
main reaction occurring at the cathode, and its reverse reaction is predominant at the anode.
The formation of Cu2O plays a critical role at this electrode, as well. The almost neutral en-
vironment (𝑝𝐻 = 5.5, assuming saturation with CO2) does not provide sufficient H+ to drive
the HER at significant rates.

72



Figure 4.6: Comparison of experimental and simulated TLC results with −0.3 V vs. Ag|AgCl RE.
(top) current density-versus-time. (bottom) Cell voltage-versus-time.
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4.2 Miniaturized Test Chip

The TLC was intended to give a solid understanding of Cu electrochemistry in thin elec-
trolyte layers. The MTC was designed as the next step to be able to investigate even smaller
structures, at a scale that is found in electronic components. The first set of samples, with-
out polymer protection, was used to ensure the functionality of and perform electrochemical
measurements on the ’open’ test structures. The second set of samples was covered with a
thin organic coating, and was intended for stress tests and corrosion investigations in the
presence of such a protecting layer.

4.2.1 Open MTC (without PI coverage)

As described in the methods chapter (3.2), solutions with different concentrations of CuSO4

were applied on top of the MTC and the EIS response was recorded. These measurements
were used to proof the functionality of the developed test structures.

Figure 4.7: Bode plots obtained from EIS measurements on the open MTC. The applied CuSO4
concentration is indicated in the legend. (left)Measurements performed on the 𝑐𝑚 structure. (right)
Measurements performed on the 𝑏𝑑3 structure.

Figure 4.7 shows resulting Bode plots obtained for two different structures. The results clearly
show a concentration dependency and confirm the functionality of the test structures. For
example, extending the horizontal curve region observed for most curves in the upper graphs
until they intersect the ordinate allows to extract the electrolyte resistance.

Two key differences in corrosion behavior between the TLC and the open MTC became
evident during the experiments performed with this setup:

74



1. The anode (Cu sheet) used in the TLC was like an infinite Cu reservoir from which
Cu2+ ions could be generated. On the MTC on the other hand, the supply of Cu was
limited and anodic dissolution played a major role. This is evidenced by microscopic
images (a), (b), (f), and (h) in figure 4.8.

2. Building on the previous point, at high CuSO4 concentrations (≥ 10−3 mol L−1) no den-
drite growth was observed. Instead, the anode dissolved fully, and a homogeneous
deposition layer was formed on the cathode. In the TLC setup, dendrite growth had
been observed under similar conditions. In the MTC setup, dendrite growth was only
observed once the initial Cu2+ concentration was reduced to 10−4 mol L−1 or below (fig-
ure 4.8 (b)-(i)). Considering that the structures are shrunk by a factor of ∼ 100 − 1000
compared to the TLC, this finding can be explained. As mentioned earlier, a diffu-
sion limited zone is usually needed for dendrites to form. Due to the much smaller
geometry, high concentrations result in a complete dissolution of the anode before a
sufficiently large depletion, i.e. diffusion limited, zone can form near the cathode to
change from uniform deposition to the formation of electric trees. Since an electrolyte
drop is applied in this setup, the bulk solution is much larger in relation to the electrode
area compared to the TLC, which further reduces the depletion of ions.

One of the structures, 𝑏𝑑3, deviated markedly from the rest of the observations (figure 4.8 (g).
No dendrite growth was observed, instead strong discoloration and a corrosion front around
the cathode. In between the electrodes of this structure, three small, open Cu bands had been
placed to sense capacitance and potential changes in the electrolyte. While these sensing
bands were not actively biased during the electrochemical experiments, they appeared to in-
fluence the measurement results. This structure, and similarly designed ones, were therefore
deemed not functional. The rest of the tested structures was found to be operational and sen-
sitive to changes in their environment, especially when they were shorted due to dendrite
growth.

4.2.2 MTC with PI coverage

After testing the general functionality of the various structures on the open MTC, the focus
was laid on the MTC with a polyimide protection layer. Two types of electrolytes were ap-
plied in these experiments, containing ions of commonly used metals in the semiconductor
industry: Cu and Ag. Adding silver as ion to investigate seemed like a reasonable choice,
based on the available literature. Literature on ECM, and related topics suggest that Ag mi-
grates more easily than Cu, therefore potentially making it suitable as a faster model system
than Cu. Its electrochemistry is also less complex since it has only one relevant oxidation
state (Ag+), as opposed to two for Cu (Cu and Cu2+). This results in a reduced number of
possible reactions.
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Section 4.2: Miniaturized Test Chip

Figure 4.8: Exemplary microscopic images depicting the observed corrosion phenomena after elec-
trical stress tests at selected MTC structures. (a) 𝑐𝑚 structure: 0.5 V bias, 10−2 mol L−1 CuSO4 (in
10−4 mol L−1 H2SO4) solution dropped on the sample surface. (b) 𝑐𝑚 structure: 0.5 V bias, 10−4 mol L−1

CuSO4 (in 10−4 mol L−1 H2SO4). (c) 𝑐𝑚 structure: 1 V bias, 10−4 mol L−1 CuSO4(aq). (d) 𝑐𝑚 structure: 1 V
bias, 5 × 10−6 mol L−1 CuSO4(aq) (in ultra-pure water). (e) 𝑏𝑑1 structure: same conditions as (b). (f) 𝑏𝑑2
structure: same conditions as (c). (g) 𝑏𝑑3 structure: same conditions as (c). (h) 𝑏𝑑2 structure: same
conditions as (d). (i) 𝑏𝑑4 structure: same conditions as (d).

To better understand the detrimental influence of ionic impurities on the performance of
electronic components, a controlled metal loading was desired. Autoclavation was tested as a
possible method, but proved unsuitable to this end. An increased conductivity was observed
with EIS for some samples, but not in a reproducible, well controlled manner. This method
was therefore not further used.
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Next, driving ions into the organic coating was tested. This experimental procedure is
described in section 3.2. These experiments revealed a significant shortcoming of the given
test setup. Putting an electrolyte on top of the polymer coating and applying bias resulted in
shorts, but not, as intended, at the biased structures. Instead, the interface PI/electrolyte/epoxy
resin proved to be a weak spot, allowing for corrosion at the bond pads. An example of such
a failure, with the electrolyte still on top of the sample, is depicted in figure 4.9 (left).

Figure 4.9: Exemplary short circuits near the bond pads on theMTC. (left)Ag deposit and filaments
observed after application of 20 V for seven days with 0.1mol L−1 AgNO3. (right) Dendrites observed
after application of 100 V for 19 days.

To circumvent this issue, small electrolyte reservoirs were 3D printed with an epoxy resin
printer. These were then glued on the sample. Great care was taken to not accidentally
place the reservoir on the structures that were to be investigated. This was checked under a
microscope, and only samples were this was achieved successfully were used for further tests.
Notwithstanding, similar issues as before were encountered when performing the electrical
stress tests, albeit after longer measurement periods. Post-mortem analysis revealed that
imperfections in the glue layer allowed for electrolyte paths, which in turn enabled a similar
failure mechanism as in the prior experimental series (figure 4.9 (right)).

The combination of samples and methods tested with the MTC proved unsuitable for
achieving a controlled, ion assisted/driven failure. The decision was made to explore other
options. In the end, a suitable alternative was found in the form of the ITC.

4.3 1x1 Interdigitated Test Chip

In this section the results obtained with the 1x1 Interdigitated Test Chip are presented and
discussed. While establishing a satisfactory setup and procedure for controlled ion migration
for theMTC samples proved troublesome, such a setup was successfully developed in parallel
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for the ITC samples. Details about this setup and the procedure are provided in the respective
methods section (section 3.3). The simulation setup was described in the corresponding part
of chapter 3.5.

4.3.1 ITC - experimental

Since the investigated currents were expected and found to be low (i.e. (sub-) nano range),
at first the stray current of the used instruments and setup was determined. To this end, the
cell was assembled as per the description in the method section, and the wire and one comb
side were connected. However, no electrolyte was filled into the cell, leaving an air-filled gap
between the two electrodes. The desired bias voltage (550 V) was applied and the current was
measured for 15 h. The results are depicted in figure 4.10. From these, the limit of detection
for the current measurements can be set at (the order of 1 to) roughly 10 pA.

Figure 4.10: Two independent open circuit current versus time measurement results. Both elec-
trodes were connected, but no electrolyte was filled into the cell electrolyte volume, leaving an air gap
between the two electrodes. (left) Original and (right) smoothed (adjacent average, window width =
200) measurement signal.

Electrochemical Impedance Spectroscopy measurements between the two IDE sides were
used to probe the initial properties of the polymer protection layer and to test, whether ir-
regularities in the initial state of a sample were observed (EIS type A). If irregularities were
observed, the sample was not used. All samples presented in the ITC part of this chapter orig-
inated from the same wafer. The median value for the stray capacitance of the cell and cables
was determined to be 15 pF. To determine this value, one comb side was connected to the in-
strument, and the clamp for contacting the second comb side was placed next to the sample,
without establishing contact.

For each electrolyte the following measurements were performed: (i) current density-
versus-time (i-t) at constant bias, (ii) Electrochemical Impedance Spectroscopy (EIS), and (iii)
Laser Ablation - Inductively Coupled Plasma - Mass Spectrometry (LA-ICP-MS). As stated
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in chapter 3.3, two variants of EIS measurements were performed: between the two sides
of the IDE (EIS type A), as well as between the side of the IDE that was biased during i-t
measurements and the metal spool in the electrolyte (EIS type B).

Figure 4.11: Bode plot of typical EIS results (EIS type A) after subjecting the samples to the given
stress conditions for the given time span. (top) Absolute value of the impedance versus frequency.
The inset magnifies a part of the given spectrum. (bottom) Phase angle versus frequency.

Figure 4.11 depicts representative EIS spectra for selected stress conditions and time spans
(EIS type A). Unsurprisingly, the figure reveals a distinct difference between open circuit
measurements and measurements with the sample cell connected. However, with the bare
eye, curves in the dry and wet state, as well as in the (wet) treated state are barely discernible.
Both, phase angle and absolute value of the impedance show a purely capacitive behavior at
frequencies below 1000Hz. The deviation in the phase angle at higher frequencies originates
from the used current amplifier, and hence does not contain meaningful information about
the sample. Since the impedance behavior in the spectra is purely capacitive (in the measured
frequency region), a very simple electrical equivalent circuit was at first chosen to fit the data.
A parallel circuit consisting of two capacitors, 𝐶𝑠𝑡𝑟𝑎𝑦 and 𝐶𝑠𝑎𝑚𝑝𝑙𝑒 , was used (figure 4.12).
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Section 4.3: 1x1 Interdigitated Test Chip

The former was estimated through an open circuit measurement during which the electric
circuit was not closed after the sample cell. This approach allows to distinguish between the
influence of the leads on the total capacitance, represented by 𝐶𝑠𝑡𝑟𝑎𝑦 , and the contribution
of the sample itself, 𝐶𝑠𝑎𝑚𝑝𝑙𝑒 , and is needed because parallel capacitors can not be separately
determined in a single measurement.

Figure 4.12: Electric equivalent circuit used for fitting the impedance data obtained during the ITC
experiments. The circuit was drawn using ZView®, version 3.5g, by Scribner Associates, Inc.

Putting together the results from all measurements with different electrolyte solutions,
box plots were created. Figure 4.13 portrays the results for (left) EIS type A and (left) EIS
type B (left) experiments.

Figure 4.13: Box chart diagrams depicting the fitted values for𝐶𝑠𝑎𝑚𝑝𝑙𝑒 . Underlying data points for
the individual box plots are shown to the right of the corresponding boxes. Samples are categorized
in 5 groups. (1) ’As received’: The cell was assembled, but no electrolyte had been added. (2) ’Wet 0h’:
The sample wasmeasured within the first hour after addition of the electrolyte to the cell. (3) ’Soaked’:
Samples were left standing with electrolyte on top for 24 or 48 h. (4) ’Treated’: In addition to the
electrolyte the samples were biased at 550 V for 5, 10 or 20 h. (5) ’Treated BD’: Samples were measured
after the failure criterion had been reached. (left)Results fromEIS typeA experiments. (right)Results
from EIS type B experiments.

Looking at the top graph, the capacitance of the samples increases by ∼ 10 % or 30 pF upon
addition of the electrolyte, with respect to the ’as received’ state. Increased soaking times do
not further increase this value. With

𝑡 ∼ 𝑡2𝑃𝐼
2 · 𝐷𝐻2𝑂,𝑃𝐼
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and 𝐷𝐻2𝑂,𝑃𝐼 ∼ 10−10 cm2 s−1 (see table 2.4), the diffusion time, 𝑡 , through the whole PI layer
with a thickness, 𝑡𝑃𝐼 , of 7.7 µm, lies at ∼ 2800 s. Therefore, especially since the samples were
not dried before use, it can be assumed, that the sample is widely saturated with H2O from the
beginning. Hence, no difference is observed for prolonged soaking times. Exposing the sam-
ple to several hours of electrical stress without BD increases the scattering of the observed
values. In the type A experiments, the median is slightly increased, but not significantly
(figure 4.13 (left)). After the BD, the median value of the sample capacitance increases once
more, by another ∼ 10 % or 30 pF compared to the ’as received’ samples. The box plot dia-
grams depicted in the bottom graph (EIS type B experiments) on the same figure do not reveal
any differences. ’As received’ measurements were not possible in this setup, as they would
essentially be equal to open circuit measurements (without electrolyte). ’Treated BD’ sam-
ples were not included, since the BD effectively resulted in a short circuit. Findings regarding
BD and failure of the insulation will be discussed in more detail later in this chapter.

Figure 4.14: Revised electrical equivalent circuits used for evaluating the impedance data obtained
during the ITC experiments. Circuits were drawn using ZView®, version 3.5g, by Scribner Associates,
Inc.

Based on the observed impedance response, revised equivalent circuit models were de-
veloped for the different states (figure 4.14). The underlying considerations are presented in
figure 4.15. The schematic cross sections in the figure describe bulk resistances and capaci-
tances for (a-c) EIS type A and (d) type B experiments. The designations ′𝑅 >>′ and ′𝑅 <<′

indicate that the expected value of that resistance is very high or low, respectively. Since
the behavior observed in the EIS spectra (figure 4.11) is purely capacitive, paths containing
′𝑅 >>′ were not included in the equivalent circuits. Very low resistance values essentially
behave as electric shorts and are therefore not explicitly represented in the models in fig-
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ure 4.14, either. Two conduction paths, via the substrate, and across the PI layer between the
electrodes contribute in all schematics in figure 4.15. However, they can not be separated
with the available EIS measurements. They form a collective variable, 𝐶_𝑆𝑢𝑏 + 𝑃𝐼 , in fig-
ure 4.14. Application of an aqueoues electrolyte opens up a conduction path orthogonally to
the electrode fingers, which plays an important role for measurements between the combs.
The twofold polyimide thickness above the electrodes is smaller than the distance between
the IDE fingers (15.4 µm and 50 µm, respectively). In the type B experiments, 𝐶𝑆𝑢𝑏+𝑃𝐼 can
be neglected as it lies in parallel between (only) 𝐶𝑃𝐼,𝑟𝑖𝑔ℎ𝑡 and 𝐶𝑃𝐼,𝑙𝑒 𝑓 𝑡 , as evident from fig-
ure 4.15. With the revised equivalent circuits, the three distinct capacitance levels observed
in figure 4.13 (left) can be well described. 𝐶_𝑆𝑢𝑏 + 𝑃𝐼 was calculated and lies slightly below
300 pF, 𝐶_𝑃𝐼, 𝑟𝑖𝑔ℎ𝑡 and 𝐶_𝑃𝐼, 𝑙𝑒 𝑓 𝑡 are equivalent, with values of ∼ 55 pF.

To facilitate understanding, the remaining results and observations for each of the inves-
tigated electrolytes are first presented and discussed separately, before general findings and
their validity are proposed and challenged. As mentioned in the corresponding ’experimen-
tal’ section (3.3), 550 V were used in all i-t stress tests.

Copper electrolyte

All measurements presented in this subsection were performed with an electrolyte contain-
ing 0.1mol L−1 Cu(NO3)2(aq). A total of 14 samples was used in the experimental series. Four
samples were soaked, two for 24 h and 48 h each, another four samples were electrically bi-
ased, again two for 10 h and two for 20 h. A total of six samples was stressed until BD was
observed, i.e. until the insulation failed.

Figure 4.16 depicts two graphs. Both contain the obtained i-t data for the experiments with
a Cu(NO3)2(aq) electrolyte, with a logarithmic x-axis in the top graph.
Before BD, the measured current response shows a similar behavior for all samples and the
order of magnitude is the same. Four regions can be identified:

1. Decrease (𝑡 < 0.5−1 h): During the first (half) hour, a decrease in current density is
observed.

2. Constant (0.5 − 1 ≤ 𝑡 < 4-10 h): After the initial decrease, the current evens off. In
this stage the current flow remains widely constant.

3. Decrease (4−10 h ≤ 𝑡 < 𝑡𝐵𝐷 ): In this intermediary region, the current density de-
creases once more. For some samples, this decrease is followed by another current
density plateau, before the final stage is reached.
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Figure 4.15: Schematic cross sections of the cell for different conditions and experimental setups.
Expected bulk resistances and capacitances are included. Cross sections (a-c) represent EIS type A,
and the cross section in (d) corresponds to EIS type B experiments. (a) Schematic for ’as received’
experiments. Since no electrolyte is present, a very high resistance is observed in the (air filled) elec-
trolyte volume and the conduction paths leading orthogonally through the PI layer are eliminated. The
impedance signal is dominated by the substrate, and in part by the polymer. (b) Schematic for ’wet
0h’/’soaked’/’treated’ experiments. The presence of a low resistance electrolyte opens up a new con-
duction path via the electrolyte. (c) Schematic for ’treated BD’ experiments. BD of the electrical insu-
lation results in a low resistance pathway along the failed IDE side (cathode in the i-t measurements).
This renders the influence of this comb side negligible. (d) Schematic for ’wet 0h’/’soaked’/’treated’
EIS experiments (type B). Two conduction paths are formed. One through the electrolyte, across the
polymer, and directly to the connected IDE side. The other, indirect path first leads through the elec-
trolyte and across the polymer as well, but is then indirectly coupled via the disconnected IDE side,
via the substrate or polymer layer.
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Figure 4.16: Current density-versus-time relationship obtained for experiments with a
Cu(NO3)2(aq) electrolyte at 550 V bias. The samples are grouped based on the duration of the elec-
tric stress tests. Samples in the same group use the same colors and markers. (top) Both axes are
given in a linear scale. (bottom) A logarithmic x-axis is used.

4. Increase and breakdown (𝑡 ∼ 𝑡𝐵𝐷 ): The time before BD is characterized by a slightly
increasing current density. This increase takes between minutes up to several hours.
Finally, there is a steep current increase, reaching the set limit at 105 nA, signaling that
the insulation has failed.
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In stage 1 a linear decay is observed (figure 4.16 (bottom)), indicating an exponentially de-
creasing current. This behavior is typical for the charging of a capacitor and is (likely) con-
trolled by the formation of space charges in the (water saturated) PI protection layer near
the interfaces (metal and aqueous electrolyte). This assumption can be based, e.g., on the
findings by Kaneko et al. 193 , obtained for a water-treated PI film in a MIS structure at room
temperature. The behavior and order of magnitude of the current density agrees well with
their observations. It should be noted that the maximum electric field gradient in their mea-
surements was 50MVm−1, which is lower than the ∼ 70MVm−1 used in this work. Further-
more, a constant current region can be observed in their experimental curves after roughly
20min application of bias voltage, similar to that in stage 2 of this work. In their work,
the behavior did not notably change until the end of their measurements (after 90min).193

According to Guinane et al. 192 and references therein, the decay could be explained by the
gradual filling of trap sites in the polyimide, likely with electronic charge carriers. The ad-
ditional minor decrease in stage 3 cannot unambiguously be attributed. It is possible that at
this point the cation from the electrolyte show a significant influence. Cu2+ ions are driven
from the aqueous electrolyte reservoir into the bulk of the polymer, and substitute mobile
ionic or electronic species. Another possibility is that no ions enter the polymer film from
the electrolyte. Instead, initially present residual, mobile ionic contaminants are available at
first, but consumed by the end of stage 2. Both options explain a decreasing overall current
flow, assuming that Cu2+ is less mobile in the PI film than the substituted species. Electronic
charge carriers (e– or h+) likely play a role for mechanism 1, and are strictly necessary for
mechanism 2. In fact, if the second proposed mechanism holds true, this would implicitly
mean that BD is caused electrically and not ionically, since no ions would be present at 𝑡𝐵𝐷 .

To better elucidate the role of the aqueous cation that is available in the electrolyte solu-
tion, LA-ICP-MS was employed. This method allows for relatively quick analysis of various
elements in µm thick polymer layers. It is described in detail in the corresponding section
(3.4).

To assess the impact of the aqueous electrolyte on the copper content in the PI film,
LA-ICP-MS ’images’ were created. To this end, the same area was ablated three consecu-
tive times. Each ablation pass is referred to as ’layer’, and the layers were enumerated L1,
L2, and L3, where L1 is the topmost layer, i.e. the layer that was in direct contact with the
aqueous electrolyte. The sampled area extended from one biased comb finger to another,
encompassing one of the unbiased IDE fingers. The idea was that, if the ions contained in
the electrolyte entered the polymer, they would enter above the electrode fingers of the bi-
ased comb side toward the same. On the other hand, the polymer film above the unbiased
film should not be affected (as much). Therefore, a difference should be observable between
biased and unbiased electrode, as well as in the gap between. The results are depicted in
figure 4.17.
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Figure 4.17: LA-ICP-MS images of ITC samples. Each image consists of three ablated layers. L1
to L3 denominate the ablation passes, where L1 is the topmost layer. A schematic illustration is
shown in figure 3.8. (a) LA-ICP-MS image of a sample that was electrically stressed until BD, with a
Cu(NO3)2(aq) electrolyte on top of the sample. The colors represent the measured 63Cu signal normal-
ized to 13C. The denomination ’unbiased’ and the minus sign on the IDE indicate the polarity of the
respective comb side during the electrical stress tests that were performed prior to LA-ICP-MS analy-
sis. The inset in the bottom right of this graph shows an overlaid optical micrograph. (b) LA-ICP-MS
image of an untreated, ’as received’ sample. The colors represent the measured 63Cu signal normal-
ized to 13C.

Looking at figure 4.17 (a) allows a number of observations:

1. In all three layers a strong Cu signal is observed, indicating the presence of Cu in either
the ionic or atomic state.

2. The topmost layer (L1) of the sample clearly shows an increase in Cu content, when
compared to the underlying layers.

3. In L2 and L3 an increased Cu signal is observed above the combs, compared to the gap
region.

4. There is barely a change in Cu signal intensity from L2 to L3.

At first glance, observations 1 and 2 imply that Cu2+ ions from the electrolyte enter the poly-
mer film during the treatment. However, upon comparison with figure 4.17 (b) it becomes
clear, that the same effect is observed in the untreated, ’as received’ sample. It is not surpris-
ing that the PI already contains ameasurable amount of Cu ab initio, since this is awell known
observation for PI in direct contact with this metal.169 Since the increased Cu signal in the top
most region is observed both in the treated and the untreated sample, this is apparently an
inherent property of the PI films as well, and not a result of the electrolyte reservoir. In both
samples in L2 and L3 the underlying comb structure becomes visible. This is the same for
both samples, and no difference between biased and unbiased fingers are observable. Thus,
observation 3 is likely an effect of the curing step, in which Cu is dissolved by the polymer.
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Concluding, the images reveal that a high amount of Cu is prevalent already in the native PI
film, but the electrical stress in the presence of an aqueous electrolyte does not result in an
additional increase. Either, no ions migrate or diffuse into the protective layer, or the initial
Cu content is too high for Cu to detect a significant difference with respect to this baseline.
As this analytical technique cannot distinguish between atomic and ionic states, no informa-
tion about the oxidation state of the samples can be obtained. Further LA-ICP-MS analyses
on soaked, stressed and untreated samples confirmed these observations and conclusions.

Figure 4.18:Weibull plot and calculated values based on the TTF obtained for the electrical stress
tests with Cu(NO3)2(aq) electrolyte.

From the electrical stress tests, the TTF was extracted, at the point in time at which BD
of the insulating film occurred. With this information, a Weibull plot was created and failure
parameters were extracted, see figure 4.18. The 𝜂 value, signifying a 63.2 % failure probability,
lies at ∼ 88 h. The 𝛽 value of 2.4 indicates that it is a wear-out or aging type of failure,
corresponding to the third region of figure 2.1. This is the type of failure that would be
expected and aimed for in the performed type of experiments. As a caveat, it should be
noted that the sample size was limited to six values, which certainly poses a limitation to the
certainty with which conclusions based on statistics can be drawn.

Identification of the location(s) of BDwas not possible using an (optical) microscope, with-
out an additional step. Therefore, the cells were assembled once again, and Ag(s) was elec-
trodeposited for a minute from a AgNO3(aq) solution. This allowed for localization of the
failure location with the microscope, as the Ag deposits strongly reflect light. It was found,
that BD occurred at a single point on the sample. Identification of and findings regarding the
failure location will be discussed in more detail in the following section, with AgNO3(aq).
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Silver electrolyte

All measurements presented in this subsection were performed with an electrolyte contain-
ing 0.1mol L−1 AgNO3(aq). A total of 16 samples was investigated. Four samples were soaked,
two for only 1 h, the other two for 24 h. Another four samples were electrically biased, two
for 5 h and two for 10 h. Eight samples were electrically stressed until BD was observed, i.e.
until the insulation failed.

Figure 4.19: Current density-versus-time relationship obtained for experiments with a
AgNO3(aq) electrolyte at 550 V bias. The samples are grouped based on the duration of the electric
stress tests. Samples in the same group use the same colors and markers. (top) Both axes are given
in a linear scale. (bottom) A logarithmic x-axis is used.
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Figure 4.19 shows the results from the experimental series that was measured with the
Ag+ ions containing electrolyte. For better comparison, the same style was chosen as in the
previous figure that detailed the Cu measurements (figure 4.16). Once again, a number of
common features was observed in between the Ag experiments:

1. Decrease (𝑡 < 0.5−1 h): During the first (half) hour, a decrease in current density is
observed.

2. Increase (0.5−1 ≤ 𝑡 < 5 h): After the initial decrease, the trend inverses. In this stage,
the current flow increases.

3. Constant (5 ≤ 𝑡 < 6−10 h): In this intermediary region, some curves exhibit a current
density plateau. Other curves do not have a constant current region, but changes in
the slope are observable.

4. Increase and breakdown (6− 10 h ≤ 𝑡 ≤ 𝑡𝐵𝐷 ): The time before BD is characterized
by a notably increasing current density. This increase continues over the course of
several hours. At the point of BD, at 𝑡𝐵𝐷 , the sampled signal increases almost instantly,
reaching the set limit at 105 nA. The insulation has failed.

The stage 1 behavior of these samples is very similar to the behavior observed for the Cu
electrolyte samples. This strengthens the previous assumptions, that this stage is dominated
by the dielectric properties of the (water saturated) polymer film. To show this more clearly,
the measured current density during the first 0.5 h of the 10 h electrically stressed samples is
portrayed in figure 4.20, for both electrolytes. In the first 0.1 h (6min), a strong decrease of
the current is observed, the result of charging effects in the dielectric. Later this effect is less
pronounced, resulting in only a weak decrease and flattening off of the curve, towards the
end of stage 1.
After the first stage, the behavior observed in this experimental series deviated markedly
from that of the previous experiments with copper. This points at a significant influence of
the employed cation provided via the electrolyte. As stated in chapter 2.4, a similar influence,
namely of Ag ions on the stability of thin inorganic dielectrics in electric fields has been
reported before.226 Two mechanisms have been proposed to explain the decreasing current
densities observed in stage 3 of the previous, first ITC experimental series: substitution of
mobile ionic or electronic species by the cation in the electrolyte (mechanism 1), or total
consumption of initially available mobile contaminants in the polymer film, without ingress
of cations from the electrolyte (mechanism 2). If the second mechanism was the key driver,
then a similar behavior should be observed, irrespective of the available electrolyte. Instead,
the current increases monotonously in the later stages of the electrical stress tests with Ag.
The first proposed mechanism explains the observed behavior, if Ag ions permeate the PI
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Figure 4.20: Current density-versus-time relationship obtained for the first 0.5 h of experiments
with a AgNO3(aq) electrolyte (red stars) and Cu(NO3)2(aq) electrolyte (blue circles) at 550 V bias. The
samples are grouped based on the type of electrolyte that was used. Samples in the same group use
the same colors and markers. (left) Both axes are given in a linear scale. (right) A logarithmic x-axis
is used.

film more easily than other available charge carriers. Since Ag has been found to be more
susceptible to ion migration than Cu in ECM studies, this is plausible.3 The intermediary
ebbing off of the current density gain during stage 3 is not explained by this mechanism. The
reason can only be speculated at this point, but it is possible that this is due to the initial
presence of charge carrying species with varying mobility inside the coating. In stage 4, the
current increases notably, until the sample fails rapidly and irreversibly. The gain is in line
with what can be expected based on mechanism 1, assuming that Ag continuously enters the
PI. The acquisition rate was∼ 0.125 s−1 (i.e. ∼ one data point every 8 s). As the current density
jumped from ∼ 50 µAm−2 to the current limit in between two data points, the ultimate failure
occurred at a time scale that is smaller than this sampling rate. The proposed origin of this
rapid increase is further discussed at a later point.

Hoping to be able to reachmore conclusive results thanwith Cu, further LA-ICP-MS exper-
iments were performed. First tests with line scans revealed that initially no Ag was present
in the PI films. After stressing the sample electrically in the presence of the electrolyte, a
Ag signal was clearly identified, proofing the presence of Ag in the insulating material. On
the left hand side of figure 5.2 in the appendix, depth profiles (i.e. multiple line scans along
the same area, as per 3.4) of both an untreated and a treated sample are shown (figure 5.2 (a)
and (c)). On the right, the second ablated layer of the untreated and treated sample, respec-
tively, is magnified (figure 5.2 (b) and (d)). Since they proofed to yield valuable information
and are more time efficient than 3D-mappings, the rest of the LA-ICP-MS measurements was
performed as line scans, according to the procedure described in section 3.4. Additionally,
calibration standards were prepared for quantification of the measured signal. This method
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was developed by Willner et al. 181 and is detailed in the corresponding part of section 3.4,
as well. With the obtained calibration line, the 117Ag signal intensity was converted to mass
concentrations.

Figure 4.21: LA-ICP-MS depth profiles of ITC samples, determined as per section 3.4. Samples are
grouped based on the type of stress they were exposed to. LA-ICP-MS depth profiles obtained from
measurements (a) above the IDE side that was left unbiased during the electrical stress test, (b) in
the gap between treated and untreated IDE fingers, and (c) above the IDE side that was biased during
the electrical stress test. (d) A concentration range (indicated by the grey connecting lines) of (c) is
magnified. The BD samples are not grouped. Instead they can be distinguished. Their 𝑡𝐵𝐷 is given in
the legend.

The resulting depth profiles obtained from the ablation are depicted in figure 4.21. The
samples are grouped based on the type of treatment they have been exposed to, and the
subplots in the figure show results obtained (a) above the unbiased IDE side, (b) in the gap
between the IDE fingers, and (c) above the biased side. Even though LA-ICP-MS cannot
differentiate oxidation states, the y-axes are labeled ’c(Ag+)’. Since the initial Ag content is
0, all measured Ag signal is the result of the undergone treatment. Looking at figure 4.21 is
informative in a number of ways:
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• In (a) an increase of Ag signal is observed in the top layers for all samples, including
the 24 h soaked samples. This indicates, that Ag+ penetrates the polymer via ambipolar
diffusion. Since the behavior of the stressed samples is similar, it stands to reason,
that diffusion is the governing process, or at least plays an important role, for these
samples as well. This is plausible, considering that the underlying IDE fingers were
not (negatively) biased. However, fringing electric fields could play a role, explaining
the small increase observed for many of the samples. The high signal in the top layer
could also be the result of residual Ag at the surface. The samples were thoroughly
rinsed after disassembly of the cells, but surface impurities could still play a role.

• Also in (a), a sort of minimum concentration is observed at ∼ 1 ppm. This is likely
a measurement artifact. When measuring LA-ICP-MS depth profiles, the ablation of
each layer is not perfect. Therefore, ablation of the small remainder of previous layers
can have an impact on the concentration measured in the current layer. Seeing as
the concentration range spans four orders of magnitude, it is not surprising, that even
small quantities of ablated material from upper layers results in a measurable amount
of Ag+ in lower layers. This imperfect ablation is one disadvantage of LA-ICP-MS depth
profiling. However, as concentration changes can clearly be observed, the impact on
the measurements performed for this thesis is deemed negligible.

• Comparison of the samples that were soaked for 24 h reveals a very similar behavior,
irrespective of the position on the sample, at which the measurements were performed.
This is further proof of diffusion, since no bias was applied to these samples.

• From the previous observations it follows, that Ag+ concentrations notably higher than
1 ppm at a depth ≥ 1.5 µm are the consequence of migration in the applied electric field.

• Looking at (b) in the same figure ostensibly shows increased concentrations. With a
few exceptions, one sees a stronger concentration increase with prolonged duration
of the stress tests. There is one thing that should be borne in mind for this type of
sampling (i.e. between two IDE fingers): Care was taken, to place the samples in the
chamber as parallel to the laser beam path as possible. However, this could not per-
fectly be achieved. Thus, for some samples, the laser ablation pattern ended in closer
proximity to a biased IDE finger, than for others. This can result in potentially higher
measured concentrations. As the width of the fingers was twice as large as that of the
gap, this problem was not encountered when measuring upon the IDE fingers. For this
reason, the focus was laid on the results obtained above the fingers of the biased IDE
side.
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• A clear Ag+ gain can be seen for all but the soaked samples and one BD sample in (c).
As before, an increase can be observed from 5 h to 10 h. After 10 h a plateau seems to
be reached, that rises only slowly with prolonged stress duration.

• Two BD samples in (c) differ notably from the rest of their group. From one a concen-
tration profile just slightly above the soaked samples was obtained, the other one was
similar to the 5 h treated samples. Their behavior can be well explained when their
𝑡𝐵𝐷 is considered. The values were 1.2 h, and 5.2 h, respectively. As the bulk properties
were probed in the LA-ICP-MS measurements, and not the (vicinity of the) location
of failure, these two behaviors are in line with the rest of the results. 1.2 h applica-
tion of electric bias results in an increase with respect to the soaked samples, but well
below the level achieved after 5 h. The early BD of this sample can be explained. Dur-
ing assembly of the cell, this sample was accidentally scratched with tweezers in the
area that was later in contact with the electrolyte. As was expected, the sample later
broke down at this weak point. However, the sample was included for LA-ICP-MS
measurements since it is quite instructive and provides additional information on the
time dependency of Ag+ migration in the investigated PI film. The sample that failed
after 5.2 h is almost identical to one of the samples that was stressed for 5 h without
BD. It is unclear why this sample failed relatively early. No indication to explain this
was found.

• The remaining BD samples in (c) show very similar behaviors and concentrations. A
closer look at the 𝑡𝐵𝐷 of the different samples in (d) reveals a clear pattern. With in-
creasing stress duration before the sample fails, the Ag+ concentration deeper inside
the bulk increases. However, after 18-21 h a level seems to be reached, at which the
polymer is saturated. At this point little to no concentration increase is observed any-
more.

The findings from this figure (figure 4.21) are very interesting when it comes to determining
the permeation behavior of cations in PI films, as well as the failure of these organic insulating
films. The conduction mechanism is not (solely) electronic in nature, but at least in part ionic.
This further supports the proposed mechanism 1, and falsifies mechanism 2, as Ag+ is clearly
driven into the PI. Progression of the Ag+ concentration gain ever deeper inside the sample
with increased time can also explain the rising current density observed in figure 4.19. The
differences in 𝑡𝐵𝐷 hint at critical variations between the samples (e.g. due to fluctuations
during processing) or the influence of chance. Mechanical damaging of a sample significantly
reduces its expected lifetime. Small variations in PI film thickness are therefore one candidate
that influences the TTF. The polymer protection can take up a certain impurity amount,
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before a plateau is reached. At this point, or soon after, BD occurs. Assuming that this BD is
caused by dendritic growth, this plateau or critical (minimum) concentration is in line with
the findings from the TLC experiments (section 4.1).

Figure 4.22:Weibull plot and calculated values based on the TTF obtained for the electrical stress
tests with AgNO3(aq) electrolyte.

With the available information, a comparison between the i-t and the LA-ICP-MS data is
possible. The consumed charge was calculated for the former measurement and the theoret-
ical charge to consume the total amount of available ions for the latter. The calculation is
detailed in the corresponding methods section (3.3). The calculation was done for the two
samples that were stressed for 5 h during the electrical stress test. No concentration informa-
tion is available below 3.7 µm. Since the concentration profile is ebbing off for the 5 h samples,
the influence of the lower layers is assumed to be negligible. This assumption would clearly
not hold for samples that were stressed for a longer period of time. The resulting amount of
charge agrees well for both samples (table 4.1). The consumed charge was calculated both
with and without consideration of the space charge contribution on the current (stage 1).
Excluding this initial current in this comparison is reasonable, since it does not stem from
ion flow. The calculated charge is higher for the LA-ICP-MS measurements in both analyzed
cases, regardless of whether or not the initial current is considered. It is equal to roughly two
to four times the value obtained from the i-t measurements, even though the concentration
of the lower PI layers was assumed to be negligible. The most likely explanation for this
discrepancy lies in the aforementioned imperfect ablation, resulting in an overestimation of
the concentration of Ag+. Overall, the matching order of magnitude for both measurements
further supports the hypothesis that the observed current is (primarily) ionic in nature.
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Table 4.1: Comparison of calculated charges from i-t and LA-ICP-MS measurements.
Sample q (i-t) / C q (i-t, excl. 0.5 h) / C q (LA-ICP-MS) / C
5h_S1 1.63 × 10−5 1.45 × 10−5 4.58 × 10−5

5h_S2 2.06 × 10−5 1.85 × 10−5 4.20 × 10−5

Same as before with Cu, the TTF or 𝑡𝐵𝐷 was extracted from the electrical stress tests. The
resulting Weibull plot is shown in figure 4.22. The sample that was mechanically damaged
and failed after 1.2 h was excluded from the calculations. For Ag+, the 𝜂 value is equal to
∼ 18 h. The 𝛽 value of ∼ 1.9 again indicates a wear-out or aging type of failure. 𝜂 is much
lower for Ag, than for Cu (∼ 1/4 of the time). This dependency on the type of electrolyte,
or, more precisely, cation, strengthens the argument that ions play an important role in the
observed insulation failure under the given conditions. One obvious difference between Ag+

and Cu2+ is the oxidation state. It is possible, that a monovalent ion enters and permeates the
organic filmmore easily than a divalent ion. However, bearing in mind the findings from Yun
et al. 226 , it seems more likely that there is another reason, since they compared monovalent
cations and still found the strongest effect for silver. To clarify this matter, an additional
experimental series with another monovalent cation, K+, was performed. The results from
these experiments will be presented shortly.

In the case of silver, the failure locations could easily be determined. Optical microscopy
revealed strongly reflecting metal deposits. For all samples only a single failure site was
found. Selected examples are shown in figure 4.23. Importantly, the investigation of the
failure sites proved that BD occurred inside the area that was exposed to the electrolyte, and
neither outside, nor along the outline of the O-ring. The former serves as additional proof
that the cell is leak proof, while the latter indicates that mechanical stress introduced by the
cell assembly is negligible. Screwing the cell too tightly during assembly might introduce
significant stress, but care was taken to avoid this. Figure 4.23 (a) shows that even though
the sample was rinsed after disassembly, some residual Ag is evident, likely in the uppermost
layers of the PI film. This could in part explain the high concentrations that were measured
in the LA-ICP-MS experiments (figure 4.21.) A discoloration of the IDE finger at which the
failure occurred was observed as well. This phenomenon can be explained as follows: Once
the sample failed, the bias voltage was automatically turned off by the instrument. However,
the cables were not disconnected and the electrolyte was not directly removed. The BD
results in a metallic connection between electrolyte and IDE finger. Since Ag is a nobler
metal than Cu (see table 2.1), Ag+ ions in the electrolyte are reduced, and metallic Cu is
dissolved at the IDE finger, in the presence of H2O.
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Figure 4.23:Microscopic images of ITC samples after BD of the PI insulation film. (a) Overview of
the ITC sample that failed after 1.2 h due to mechanical damage. The damage is visible in the top left,
in the form of a scratch that reflects light differently than the rest of the protection layer, and is also
partially highlighted in the blue box. In the blue inset, a metal deposit is seen, indicating the location
at which BD occurred. (b) Further magnification of the BD location, as indicated by the blue inset in
(a). (c, d) BD sites of two more samples.

Based on these findings, mechanism 1 can be extended with regards to failure of the di-
electric. A few seconds or less before 𝑡𝐵𝐷 , a critical ion concentration at the metal/polymer
interface is locally exceeded. The transported cation (i.e. Ag+) is deposited at this location
on the electrode, forming an anchor point for further deposition. The tip effect leads to rapid
growth of a metal filament from this nucleus, through the dielectric film. Once the protection
layer is bridged at 𝑡𝐵𝐷 , a short-circuit is formed resulting in insulation loss. Alternatively, fil-
amentary thermal runway (see section 2.4) could cause the failure, with the Ag deposit being
a side product, once a conductive path is formed. The role the cation would play in this case
to explain the differences in 𝑡𝐵𝐷 is unclear. One possible explanation lies in the works of
Kishi et al. 225 and Takada et al. 216 . They reported the appearance of hetero charges in elec-
trically stressed PI shortly before BD. They used a MIS structure and applied higher voltage
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gradients than were employed in this work (≥ 110MVm−1) and measured in a dry environ-
ment. According to the authors, hetero charges form by charge separation inside the bulk in
their case. They do not elaborate on the exact nature of the breakdown. In this thesis, the
migrating cation could take on the role of the critical hetero charge that forms a layer near
the cathode. Briefly after a critical concentration is reached, BD occurs. The migration speed
of a cation would therefore play a key part in the failure as it determines the build-up speed
of the hetero charge layer. In this way, a cation dependent filamentary thermal runway could
be explained. Effort should be undertaken in the future to ascertain the cause of BD.

Potassium electrolyte

The final ITC experimental series was performed with an electrolyte containing 0.1mol L−1

KNO3(aq). A total of 10 samples was investigated. Two samples were soaked for 24 h. Four
samples were electrically biased, two for 10 h and two for 20 h. Four samples were stressed
until BD.

Figure 4.24 depicts the i-t data obtained for the KNO3(aq) experiments, again in the same
style as the previous graphs of the same type. In this series, the sample to sample variation
was more pronounced than in the other series. Using the same approach as previously, three
regions were roughly determined:

1. Decrease (𝑡 < 0.5−1 h): As in the previous series, a current decrease is observed after
the onset of the bias application.

2. Constant (0.5 − 1 ≤ 𝑡 < 3−50 h): In this region, the current remains fairly constant
over an extended period of time. The duration varies strongly from sample to sample.
This region is not observed in the 10 h treated samples.

3. Increase and breakdown (4−50 h ≤ 𝑡 ≤ 𝑡𝐵𝐷 ): The time before the sample fails ex-
hibits increasing current densities. The gain continues over the course of several (tens
of) hours, rising faster as time progresses. At 𝑡𝐵𝐷 the current density rises sharply.

The stage 1 behavior of these samples is very much alike the one observed in the other two
series. In the second stage, a current plateau is reached, during which there is neither a
net decrease nor increase in current density, for most samples. Neither of the 10 h stressed
samples exhibits this behavior. Instead, these two samples behave very similarly to those
exposed to Ag+. It is unclear, why these two samples behaved differently than the rest. It is
also unknown whether this would have affected their 𝑡𝐵𝐷 , as the stress test was interrupted
before this point was reached. One of the two samples generally exhibited an unusually
high base current density. Focusing instead on stages 2 and 3 of the rest of the investigated
samples, key differences are observed, upon comparison with the previous series. Stage 2
looks similar to the same stage of the Cu(NO3)2(aq) samples, stage 3 is much alike stage 4 of
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Figure 4.24: Current density-versus-time relationship obtained for experiments with a
KNO3(aq) electrolyte at 550 V bias. The samples are grouped based on the duration of the electric
stress tests. Samples in the same group use the same colors and markers. (top) Both axes are given
in a linear scale. (bottom) A logarithmic x-axis is used.

the AgNO3(aq) samples. While the trend in the last stage resembles the Ag+ experiments, the
TTF is closer to that in the Cu2+ experiments. This is in line with the previously mentioned
expectation that was based on thework by Yun et al. 226 : The valency is not the key factor that
determines the cation’s influence on 𝑡𝐵𝐷 . It could still impact the migration and permeation
properties of the species in the PI film. Mechanism 1, that was proposed earlier, explains
the observed behavior in stages 2 and 3. If the permeability of K+ is roughly equal to that of
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the charge carriers that are initially present in the polymer, then exchanging these species
will not impact net current flows (stage 2). The increase in stage 3 likely is governed by a
different mechanism than for Ag+. K+ ions are not expected to deposit and form dendrites,
instead the formation of OH– is favorable. In this stage, the accumulation of K+ ions at the
metal/polymer interface and their diffusion into the pi (together with OH- ions formed at
this interface) progressively increase the overall conductivity and consequently the current.
This is further elaborated later in this section.

Again, LA-ICP-MS experiments were undertaken. Preliminary line scans revealed the ab-
sence of K in the ’as received’ PI films. After the stress tests, a K signal was found, proofing
that potassium, like silver, entered the insulating material. Same as before, calibration stan-
dards were prepared for quantification of the measured signal. However, problems with the
spraying instrument during the preparation of the standards rendered these useless. For this
reason only qualitative results are shown, that is the obtained 39K signal normalized to 13C.

Figure 4.25: LA-ICP-MS depth profiles of ITC samples exposed to KNO3(aq), determined as per
section 3.4. Samples are grouped based on the undergone treatment. LA-ICP-MS depth profiles were
obtained from measurements above the IDE side that was biased during the electrical stress test.

Figure 4.25 presents the resulting depth profiles obtained from the ablation experiments.
Once again, the samples are grouped according to the type of treatment. Only the resulting
measurements from above the biased IDE finger are shown, as the other two measurements
(above the unbiased fingers, and in between) revealed the same picture as the previous mea-
surements with Ag. Initially there is no K present in the polymer. Consequently, the mea-
sured signal gain can be attributed to the exposure to KNO3(aq). The observations in this
figure are:

• The 24 h soaked samples exhibit a diffusion driven ingress of K into the organic coating.
The penetration depth during this time span is roughly 1.25 µm. This matches the
previous finding of the samples with Ag+ in the electrolyte.
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• In all but the soaked samples the potassium signal is clearly enriched. An increase is
observed from 10 to 20 h electrical stress, but there is no clear trend between 20 h and
until BD.

• Like the i-t curves, the measured results vary more strongly than during the Ag mea-
surements. The 10 h curves exhibit a different trend in the upper layers than the sam-
ples that were treated for a longer period of time. The 20 h and until BD treated samples
display similar trends with notable sample to sample variations.

• A plateau is observed in ≥ 20 h stressed samples, at depths between 0.5 and 2.5 µm.
The height of this plateau exhibited differences from sample to sample.

The LA-ICP-MS measurements paint a picture that is similar to that in figure 4.21 (c).
The K data is not quantitative, allowing only for a qualitative comparison between the two.
While in the Ag exposed samples a plateau is observed after ∼ 10 h, this is the case only
after ≥ 20 h for the samples presented in this section. It is plausible that formation of such a
plateau occurs after the initially prevalent charge carriers are exchanged by the introduced
cations. The same polymer was investigated both with AgNO3(aq) and KNO3(aq), suggesting
that this number is at the same order of magnitude. From this the following hypotheses can
be derived: (i) The concentration plateau is reached more swiftly when Ag+ is available. That
is, initial charge carrier exchange progresses faster with Ag+, than with K+. Consequently,
the permeability of Ag+ is higher than that of K+. (ii) Soon after the plateau is reached, BDwill
occur. Before this saturation level is reached in the upper half of the polymer layer, failure is
unlikely.

As for the previous electrolytes, a Weibull plot was generated based on the obtained 𝑡𝐵𝐷

values (figure 4.26).
In table 5.8 in the appendix, the TTF for all measured samples for all electrolytes are given.

𝜂 equals ∼ 113 h. The 𝛽 value is ∼ 2.1. The 𝜂 value is the highest of all three electrolytes.
As stated before, the low number of samples results in a strong sensitivity of the calculated
parameters on every single data point, making the results prone to potential outliers. How-
ever, the mean TTF is definitely lower for samples exposed to Ag+ than to K+. The failure
locations were not be identified for this experimental series.

Concerning the different i-t response depending on the cation and the variability of the
TTF, the electrochemical nature of the investigated cation can play a distinct role. Both Ag+

and Cu2+ lie at positive values in the electrochemical series, while K is negative. The noble
metals are therefore likely to be reduced once a sufficient concentration is surpassed at the
surface. The observed dendrite growth in the AgNO3(aq) experiments supports this. K+ on
the other hand is more likely to accumulate near the interface. Many years ago, Steppan
et al. 3 reported the hypothesis of the formation of an alkaline zone near the cathode in the
presence of potassium in thin, contaminated water films. Delamination processes and the

100



Figure 4.26: Weibull plot and calculated statistical parameters based on the TTF obtained for the
electrical stress tests with KNO3(aq) electrolyte.

formation of hydroxide through the reduction of water at the interface could play a key role
in insulation failure in this case, especially considering that PI is known to be less stable in
alkaline environments.24 Assuming this alkalization takes place, the increase in stage 3 of
the i-t curves could be connected to a loss of the insulation properties of the PI due to attack
by OH– ions and an accumulation of ions at and near the interface. The increasing K signal
inside the polymer observed in some curves that were exposed to extended electrical stress
(figure 4.25) further supports this hypothesis. The extended mechanism 2 is no plausible
candidate to explain the failure in the case of K+, as it is does not form dendrites. Filamen-
tary thermal BD or conductive paths, like the ones described by Ludwig 5 , are other possible
explanations. Future LA-ICP-MS investigations should measure the ion content down to the
interface metal/coating, to see whether differences exist between the cations.

4.3.2 ITC - simulation

The setup and simulation details of the model have been described earlier in this work (sec-
tion 3.5). Initially, the idea was to implement the learning from the TLC measurements and
simulation and to use these as basis for the modeled developed here. However, as strong
field gradients are used, a description using BV kinetics does not run stably due to the non-
linearity of the equation. Instead, the interface was treated in a simplified manner, assuming
fast, irreversible reduction reactions of the available cationic species. The simulation was
compared with and parameters adjusted based on the data that was available from the ex-
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perimental part. Both i-t and LA-ICP-MS measurement results, where available, were used
to this end. Parametric sweeps were performed for 𝐻0, 𝐷_𝐶_𝑝𝑜𝑙𝑦, 𝐷_𝐴𝑛_𝑝𝑜𝑙𝑦, 𝐷_𝐻_𝑝𝑜𝑙𝑦,
and 𝐷_𝐸_𝑝𝑜𝑙𝑦, to achieve a good agreement of the simulation with the measured values.

Figure 4.27: Comparison of ITC experimental data (Cu(NO3)2(aq)) and simulation results. (top)
current density-versus-time curves. For better clarity only selected experimental curves are given
(colored *). The simulated curve is shown in blue. (bottom) Simulated LA-ICP-MS profiles after
different stress test times. The graph in pink was obtained for 24 h simulation without application of
bias. No experimental data of this type is available for comparison.
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All simulation parameters in figure 4.27-4.29 are the same, except for the diffusion coeffi-
cient of the cation,𝐷_𝐶_𝑝𝑜𝑙𝑦. This choice wasmade since the samples and setup are the same
for all of the investigated electrolytes, with the sole differentiating factor being the cation:
Cu2+, Ag+, and K+. The idea was to find a fixed set of parameters that describes the immersed
polyimide system, and then optimize a variable parameter that describes the influence of the
different cations. The top graphs of the figures present the experimental i-t curves (*) and
a simulated i-t curve (line). On the bottom of the figures, LA-ICP-MS derived experimental
and simulated concentration profiles are depicted, where available.

As discussed in the experimental part, the i-t behavior evolved over multiple stages with
certain characteristics for all investigated samples. The first (and the second, for Cu2+ and
K+) stage were attributed to the response of the PI coating, independently of the type of elec-
trolyte. Hence this stage should not be determined by ions stemming from the electrolyte,
but only the charge carriers that are initially present in the PI. The usage of an electro-
chemical double layer combined with defined initial impurity concentrations, and values for
𝐷_𝐻_𝑝𝑜𝑙𝑦 and 𝐷_𝐸_𝑝𝑜𝑙𝑦 resulted in a good fit of the experimental curves, as seen in the
top graph of all three figures. Adapting the initial (electronic) charge carrier or impurity
concentration levels in the model allows to achieve a better fit. Doing this for every sample
would be necessary to fit each experimental curves, since there is clear sample-to-sample
variation. As it is, a starting value was chosen, that resulted in i-t curves that lay in between
the experimental extrema. 𝐻0, was determined to be 44molm−3. This number is of interest
since it presents a quantifiable number of available charge carriers or reactive sites of the
polymer under the given conditions. As stated earlier when presenting the simulation model
(section 3.5), the charge carriers were considered as electrons and electron holes. The actual
nature of these mobile charge carriers is unknown. This was already discussed during the
presentation of the experimental results. Since there is notable sample-to-sample variation,
the obtained𝐻0 value should be treated as order ofmagnitude and not an absolute. 𝐷_𝐻_𝑝𝑜𝑙𝑦
and 𝐷_𝐸_𝑝𝑜𝑙𝑦 were chosen in combination with 𝐻0, to approximate the initial current den-
sities well. The values for these two parameters are 4.3 × 10−21 m2 s−1 and 2.2 × 10−21 m2 s−1,
respectively. The anion mobility plays a role in the later stages of the experiment. Since the
same anion was used in all experiments, one fixed parameter value was used for 𝐷_𝐴𝑛_𝑝𝑜𝑙𝑦:
1.5 × 10−20 m2 s−1.

Looking at each figure separately allows to further elucidate the findings discussed earlier
based solely on the experiments. Figure 4.27 (top) reveals the models ability to predict the
dip observed in stage 3 of the experiments (see figure 4.16 (bottom)). The (effective) diffusion
coefficient of Cu in the polymer part of the simulation is the input parameter that drives the i-t
behavior at this point. Thus, adapting this parameter to achieve a good fit to the experiment
allows to extract the diffusion and migration properties of Cu in the PI matrix. A value of
6 × 10−22 m2 s−1 was obtained. In stage 4, a deviation of the simulation from the measured
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Section 4.3: 1x1 Interdigitated Test Chip

i-t values is observed. This does not come as a surprise, since the actual BD process is not
simulated in this simulation. This should be the subject of further investigation, to be able to
fully predict the impact of ion migration on dielectric failure. Since no experimental values
could be extracted from LA-ICP-MS measurements for this electrolyte, figure 4.27 (bottom)
presents only the simulated Cu2+ concentration curves. The simulation predicts a slowly
moving Cu2+ front. It should be noted that the experimentally observed background Cu signal
was not taken into account in the calculation of the concentration of Cu2+. It is assumed that
this background is present in a non-ionic state that does not contribute to the measured
i-t signal and is therefore not reflected in the simulation. For example, Faupel et al. 276 and
Ludwig 5 presented microscopic images that show copper precipitates or agglomerates in the
polyimide.

Figure 4.28 (top) shows exemplary experimental i-t curves measured with AgNO3(aq) elec-
trolyte (*), combined with the simulation results obtained for an adapted diffusion coefficient
value for the electrolyte cation (line). The current onset is again well described by the simu-
lation. The second and fourth experimental stage, during which the current rises, is approx-
imated reasonably well, too. However, no plateau formation is observed. This indicates that
the model complexity should be further increased to allow for more degrees of freedom. One
avenue lies in the addition of another cationic charge carrier with an intermediary mobility,
lying between the initially present contaminant and the Ag+. First tests proved this to be a
promising approach, but further adaptations of the model will be the aim of future work. The
concentration curves in figure 4.28 (bottom) show a good agreement between the measured
and the predicted concentration values. In this case, the quantified values can be directly
compared, allowing to analyze not only the curve shape, but also the absolute values. Since
the base level in the LA-ICP-MS measurements never went back to 0 ppm if there was an
increased amount in the upper layers, a cation base concentration of 0.5 ppm was assumed
to be prevalent in the PI for simulation purposes. This explains the base line that is seen for
all curves. The results for diffusion only agree well in the upper layers. In lower layers the
simulation does not predict an increased ion content. This is again likely to be in part at-
tributable to the carryover from upper layers. As mentioned in the experimental section, one
of the samples had a surface damage and failed already after 1.2 h. Once again the uppermost
layers are well described by the simulation, but no ion ingress below∼ 1 µm is predicted. Car-
ryover does not provide a good explanation for this observation, as it would not be expected
to result in higher concentrations than the ones observed for the ’diffusion only’ sample. As
it is, this stronger drop-off cannot be well explained. At prolonged times the ion ingress in
both simulation and experiment progresses ever deeper into the PI. After ∼ 8 h ions reach
the cathode surface. After 21 h the simulated concentration at this surface is roughly equal
to the value of the concentration plateau observed experimentally. At this stage the sam-
ples failed without exception. It is likely that a critical Ag+ content near the cathode surface
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plays a key role in BD of the samples. This value was found to lie at ∼ 500 ppm of Ag+. This
value essentially corresponds to the concentration of initially available charge carriers in the
PI coating. It follows that at this point the initially available positive charge carriers have
been fully substituted by Ag+ ions. The (effective) diffusion coefficient of Ag+ used in this
simulation was set to 6.25 × 10−20 m2 s−1.

Figure 4.29 (top) presents experimental (*) and simulated (line) i-t data for the KNO3(aq) ex-
periments. Looking at this figure, it is apparent that the calculated total current density is
higher than those observed in the experiments. The starting values of the simulation could
have been adapted to achieve a better fit. However, since only the cation diffusion coefficient
was varied in between the presented simulations for better comparison, this was not done.
Also, aside from being slightly overestimated, the i-t behavior is still modeled appreciably
well. Contrary to the previous figures, for the KNO3(aq) series two y-axes are used to present
the LA-ICP-MS data (figure 4.29 (bottom)). The left axis shows calculated K+ concentration
profiles, the right one themeasured 39K signal (normalized to 13C). Since determining the con-
centrations from experiment failed, a direct comparison of measured and simulated signal is
not possible. However, assuming a linear relationship between signal ratio and concentra-
tion, as was the case for Ag, the axes were set to span the same order of magnitude. Doing so
results in a relatively good fit between the measured and simulated values. However, since
the experimental results scattered more than with AgNO3(aq), further experiments are desir-
able to improve the security with which conclusions can be drawn from the simulation. As
it is, the (effective) diffusion coefficient of K+ through the investigated PI was determined as
1.75 × 10−20 m2 s−1.

Table 4.2: Collection of diffusion coefficients extracted from simulation, for each of the three elec-
trolytes used in ITC experiments.

Electrolyte Ion Diffusion coefficient (10−20m2 s−1) Mobility (10−18m2 V−1 s−1)

Cu(NO3)2(aq) Cu2+ 0.06 3.89
AgNO3(aq) Ag+ 6.25 2.43
KNO3(aq) K+ 1.75 0.68

The diffusion coefficients obtained from simulation for all three investigated electrolytes
are summarized in table 4.2. The calculated order of magnitude, based on the experimental
results, is in good agreement with the range presented in table 2.4 for Cu. No room temper-
ature values were found for comparison for the other two elements.

As stated before, the initially present charge carriers in the PI could be electronic in na-
ture, but also ionic. Thanks to the simulation, the (effective) diffusion coefficients and, via
equation (2.35), the mobility of the charge carriers are known. In literature, the mobility
of electronic charge carriers has been reported to be at the order of 10−14 m2 V−1 s−1.277 The
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mobility values calculated based on the diffusion coefficients, 𝐷_𝐻_𝑝𝑜𝑙𝑦 and 𝐷_𝐸_𝑝𝑜𝑙𝑦, are
1.68 × 10−19 m2 V−1 s−1 and 8.57 × 10−20 m2 V−1 s−1, respectively. Clearly, these values are or-
ders of magnitude lower, than the values found in literature. Seeing as their is an order of
magnitude difference, this indicates a different nature of the species that is mobile inside the
polyimide. This makes ionic impurities or side groups more likely candidates. This is also
plausible in context with the effect of humidity or immersion that was suspected in literature
(section 2.4). However, it is also possible that this reveals a shortcoming of the used model.
In the current state of the model, trapping, charge injection and relaxation effects are not
considered. Instead, an effective mobility and diffusion coefficient are used and extracted. To
establish the nature of the inherent charge carriers beyond doubt, themodel has to be adapted
to include the effect of charge trapping and recombination in the PI bulk, along with the ter-
tiary current distribution or transport of diluted species for the description of the transport
of ionic species. Electronic charge carriers also likely impact the BD behavior of the PI in
the investigated field region. The field strength is in a range that lies above the degradation
threshold described by Zhou et al. 202 . An important difference between their measurements
and the experiments performed in this work lies in the usage of an aqueous environment,
which influences the PI layer significantly. While the lack of detail for the description of
electronic charge carriers likely constitutes a shortcoming of the employed model, the agree-
ment of the order of magnitude of the chemical species diffusion coefficients with literature
values supports the validity of the model for a simplified macroscopic description.
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Figure 4.28: Comparison of ITC experimental data (AgNO3(aq)) and simulation results. (top) cur-
rent density-versus-time curves. Selected experimental curves (colored *) and the simulated curve
(blue line) are depicted. (bottom) LA-ICP-MS profiles. Selected experimental curves are shown (col-
ored scatter plots). The simulated curves obtained after the same time are shown as line plots, using
the same colors as for the experimental curves. The pink graphs were obtained for 24 h soaked sam-
ples without application of bias.
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Figure 4.29: Comparison of ITC experimental data (KNO3(aq)) and simulation results. (top) current
density-versus-time curves. Only selected experimental curves are given (colored *), along with the
simulated curve (blue line). (bottom) LA-ICP-MS profiles. Again, only selected experimental curves
are given (colored scatter plots). The simulated curves obtained after the same time are shown as line
plots. The same colors are used both for experiment and simulation after the same stress duration.
The graphs in pink were obtained for 24 h soaked samples without application of bias.
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5 Main findings and conclusion

In the course of this work, three different experimental setups were used for experimental
investigations. Using a combination of electrochemical and analytical methods, along with
simulation allowed to further the understanding of the behavior of metal cations in thin
electrolyte layers. Most importantly, in the third part of this work, a method is presented that
allows for controlled stressing and metal loading of polymer coatings on wafer substrates.
This makes the technique of potential interest for corrosion scientists or the semiconductor
industry.

For the first part of this thesis, a so-called Thin Layer Cell (TLC) was used. With this
cell, dendrite growth regimes for dilute, neutral or acidic aqueous solutions under potentio-
static control were determined. It was found, that a critical concentration of Cu2+ had to
be exceeded for copper dendrites to grow. Dendrite growth is accompanied by a significant
increase of the cell voltage, followed by an increasing current density. At lower concentra-
tions, or without the addition of copper ions, precipitation of Cu2O and sometimes CuO was
observed. A low cathodic overpotential strongly limited dendrite growth, in line with expec-
tations based on literature.91,92,272 The simulation proved that the reduction and oxidation
of Cu|Cu2+ was the main reaction in the electrochemical cell. Side reactions, like the HER,
played only a negligible role.

In the second part of the thesis, a Miniaturized Test Chip (MTC) was intended to be used
to investigate simple metal structures, with and without PI coating, that were manufactured
with techniques employed in themicro-electronics industry. The functionality of these struc-
tures was successfully tested on samples without organic coating. However, the usage of the
coated structures was not successful, as unintended stray current paths proved troublesome
on the assembled MTC. Countermeasures did not yield the intended outcome, either. There-
fore, the experiments with the MTC setup were sidelined.

The third setup was referred to as 1x1 Interdigitated Test Chip (ITC). A PI coated copper
comb structure on a Si substrate was used for these measurements. The aim of these exper-
iments was threefold: 1) design a cell that enables the controlled ingress of metal cations
into the organic coating and degradation of the same, 2) measure different cations and find
similarities or differences between them, and 3) develop a simulation model, that describes
the permeation behavior of the cation and the measured current flow. The final cell design
consisted of an electrolyte bath on top of the organic coating, with a metal electrode dipped
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into the same. A bias was applied between this electrode and one of the two sides of the IDE
structure, with the latter operating as the cathode. The imposed potential acted as a strong
force, driving cations from the electrolyte into the polyimide. The ITC samples were biased
for a defined period of time, or until BD occurred. The current density was logged and after
finishing the electrical stress, LA-ICP-MS measurements were performed to determine the
cation content in the coating.

Three electrolytes were investigated: Cu(NO3)2(aq), AgNO3(aq), and KNO3(aq). Taking the
same anion for all measurements allowed to focus on the influence of the cation. The i-t
onset showed a reproducible behavior for all cations, showing that this part is determined
by the dielectric properties of the coating. In the later stages, a clear impact of the choice of
cation was found. While 𝑗 increased for Ag+, it stagnated for K+, and decreased over time
for Cu2+. 𝜂 was determined as 17.8, 109.8, and 87.7 h, for Ag+, K+, and Cu2+, respectively. It
should be noted that a higher number of experiments is desirable to strengthen the statistical
reliability of these values. LA-ICP-MS measurements were unsuccessful for the analysis of
copper ion ingress into the organic coating. This was due to a high base level of copper in the
PI, which can be explained due to the direct contact with the copper comb.169,276 Both Ag+

and K+ were not present in untreated ITC samples, and LA-ICP-MS measurements yielded
insightful results. By measuring the PI film directly above the treated and the untreated side
of the IDE structure, it was proven that migration was the main driver of ions into the film,
while diffusion played a measurable, but only minor role. With increasing time, the ions
progressed ever further into the PI, and overall concentrations increased. After sufficiently
long electrical stress duration, a concentration plateau was observed, indicating a maximum
uptake of cations of the coating.

A significant advantage and novelty of this work is the correlation of current measure-
ments with concentration profiles. Differentiating between ionic and electronic currents in
polymer coatings is typically challenging, and the ionic contribution is often overlooked. The
methodologies and calculations presented in this thesis make it possible to distinguish these
currents. The analysis clearly shows that, for ITC samples exposed to AgNO3(aq), the current
is primarily ionic. Therefore, under certain conditions, the influence of ionic contaminants
becomes not just relevant, but a critical factor in shaping the observed behavior.

A 1D FEM simulation model was developed to generate more in-depth insights for the ITC
experiments. With the simulation an effective diffusion coefficient for the cations and the an-
ion was extracted, as well as the inherent charge carrier (or reactive site) density and their
diffusion coefficient in the PI. 𝐻0 was determined as 44molm−3 and for the diffusion coeffi-
cients the following order was obtained: 𝐷𝐴𝑔+ > 𝐷𝐾+ > 𝐷_𝐻_𝑝𝑜𝑙𝑦 > 𝐷_𝐸_𝑝𝑜𝑙𝑦 > 𝐷𝐶𝑢2+ . At
the point of creating the simulation, electronic charge carriers were considered most likely
to be available in the polymer bulk. However, comparison of literature values and the mo-
bility values calculated based on the diffusion coefficients, imply a different nature for the
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charge carriers, since the extracted mobility values are significantly lower.277 The different
i-t response, depending on the type of cation, was explained in terms of the exchange or sub-
stitution of inherent charge carriers by the migrating cation from the aqueous electrolyte.
By attributing differing mobilities to these inside the PI, a similar current response was sim-
ulated, lending support to this assumption. Dielectric BD was not modeled. However, the
simulated andmeasured cation concentration profiles imply that failure occurs once a critical
concentration is exceeded at the interface between the organic coating and the cathode.

While the work performed for this thesis provides a good starting point to delve deeper
into the investigation of the influence of metal cations on coating failure, a lot of work re-
mains to be done. The setup used for the ITC measurements and the samples themselves
offer interesting possibilities. Two major challenges in investigating corrosion in complex
coated systems are reproducibility and time. Reliability is often an issue at the scale of years,
and accelerated stress tests at times yield strongly varying results. One avenue that opens
up with this setup is loading of the coating with metal particles, similar to what can hap-
pen over extended periods of time during service life. This loading can be achieved in the
same, controlled way that was used in this work, but by electrically stressing the samples
only for a period of time that does not lead to BD of the sample. This results in a coating
with a relatively defined amount of cationic impurity, offering a reproducible baseline. In a
next step, the electrolyte could be removed, or kept, and bias applied between the two sides
of the IDE. This way, corrosion processes could be investigated, for example, depending on
the amount of introduced contaminants. To mitigate the risk of failure due to field-induced
BD, the electric field could be reduced to levels below the critical threshold reported by Zhou
et al. 202 .

On the simulation side, a lot of work remains to be done, as well. To test the hypothesis
of non-electronic charge carriers, the semiconductor interface offered by COMSOL Multi-
physics® should be implemented for describing the polymer, instead of the tertiary current.
In the current model, electronic charge trapping is not considered. While the order of mag-
nitude of the diffusion coefficient is plausible for ionic charge transport at room temperature,
this is not the case for electronic charge carriers. It is possible that the extracted (effective)
diffusion coefficient for e– and h+ results from a reduction of the (effective) mobility due to
trapping, an effect that is currently excluded in the model.

Ultimately, introducing a BD condition and preceding changes inside the polymer film into
the simulation would allow to encompass and predict the whole lifetime of the investigated
sample. To this end, Zuo et al. 151 and Gallier and Plaud 152 could serve as valuable starting
points.
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2.13 Simulated result of a (left) Nyquist plot, that is a plot with 𝐼𝑚(𝑍 )𝑣𝑠.𝑅𝑒 (𝑍 )
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µCapillary by drawing up a Nafion™ solution, e) evaporation of the solvent
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µCapillary: the anodized Ag wire is inserted in the µCapillary, parafilm® is
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3.3 (a) MTC mounted on ceramic package, without epoxy protecting layer. The
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Appendix

Table 5.1: Electrochemical Impedance Spectroscopy parameters for ITC measurements

Parameter Value Parameter Value

Perturbation amplitude 1 V Integration cycles 5
Start frequency 1E5 Hz Measurement cycles 2
End frequency 0.05 Hz Wave form Sine

Table 5.2: Electrochemical Impedance Spectroscopy parameters for TLC and MTC measurements

Parameter Value Parameter Value

Perturbation amplitude 0.01 V Integration cycles 5
Start frequency 1E5 Hz Measurement cycles 2
End frequency 0.05 Hz Wave form Sine

Table 5.3: Frequency ranges and current amplification

Frequency / Hz Current amplification / VA−1

> 1500 5
1500 - 250 6
250 - 2.5 7
2.5 - 0.2 8
0.2 - 0.05 9
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Table 5.4: Laser Ablation Measurement Parameters

Parameter Value Parameter Value

Spot size 20 µm Repetition rate 80 Hz
Shape Rectangular Overlap 0 µm
Laser energy 10% Number of passes 20
Warm up 1 s

Table 5.5: Theoretical and practical concentrations of solution standards and stock solutions

Theory 𝑐Stock / ppm 𝑣Stock / mL 𝑐Std 𝑣Std 𝑣PEG10000 𝑣IP30

1000 5 500 10 5 0
1000 0.5 50 10 5 4.5
10 5 5 10 5 0
10 0.5 0.5 10 5 4.5

Actual 983 4.971 500.5 9.768 4.797 0
1004 0.498 50.9 9.806 4.812 4.496
10 4.917 4.8 9.732 4.816 0
10 0.498 0.5 9.842 4.856 4.488

Stock solution: AgNO3 dissolved in 30 vol-% Isopropanol (IP30)
M(AgNO3) 169.873 g/mol w%: 0.63
M(Ag) 107.868 g/mol 1/w%: 1.57
Theory: 15.8 mg AgNO3 filled up to 10g with IP30 to obtain 1000 ppm (𝜇g/g)

Stock 𝑚(AgNO3)th 𝑚tot,th 𝑐 (Ag+)th 𝑚(AgNO3)pr 𝑚tot,pr 𝑐 (Ag+)pr / ppm
Stock1 15.5 mg 10 g 1E-3 g/g 15.5 mg 10.009 g 983
Stock2 15.8 mg 10 g 1E-3 g/g 15.8 mg 9.996 g 1004

Stock1/100* 100 mg 10 g 1E-5 g/g 96.9 mg 10.004 g 10

*for the 5 ppm and 0.5 ppm standards, the Stock1 solution was diluted 1/100 with 30% Isopropanol
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Table 5.6: Data for the calibration curve and extracted values. The linear fit was forced through
the origin (i.e. 𝑑 = 0).

𝑐𝑆𝑇𝐷
107Ag/13C mean Corr. factor (151Eu) 107Ag/13C (Eu corr.) 𝑐𝑆𝑇𝐷_𝑐𝑜𝑟𝑟 (Eu, 𝑐 𝑓 )

0.4822 0.0146 1.3903 0.0204 3.8971
0.4822 0.0139 1.1439 0.0159 3.8971
0.4822 0.0189 0.9831 0.0186 3.8971
4.8121 0.1999 1.2661 0.2530 38.8866
4.8121 0.1992 1.2837 0.2557 38.8866
4.8121 0.1879 1.3642 0.2563 38.8866
50.9230 2.8251 0.9883 2.7920 411.5126
50.9230 2.8072 0.9398 2.6384 411.5126
50.9230 3.2030 0.8617 2.7600 411.5126
500.4600 30.1411 0.8169 24.6234 4044.2577
500.4600 28.2408 0.8397 23.7151 4044.2577
500.4600 34.3528 0.6962 23.9179 4044.2577

Correction factor polymer mass (𝑐 𝑓 ), according to equation (3.4) 8.1
Calibration 𝑘 0.0060 𝑅2 0.9994

Figure 5.1: Calibration curve obtained for LA-ICP-MS measurements of Ag.
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Table 5.7: Parameters and descriptions used for the TLC simulation. ’est.’ means the value was
estimated, ’var.’ that the value was variable, ’exp.’ was defined by the experiment.
Parameter Value Description Source
A_ode 4.25 × 10−6 m2 electrode surface area exp.
ATC_Cu2p 1.45 anodic transfer coefficient (Cu|Cu2+) est.278

ATC_H2 0.55 anodic transfer coefficient (HER) 279

c_cu2plus_ref var. molm−3 Cu2+ initial concentration exp.
C_dl 1 Fm−2 double layer capacitance est.
c_H2_ini 4.33 × 10−4 molm−3 H2 initial concentration 280

c_SO4_2m_ini var. molm−3 SO2–
4 initial concentration exp.

D_cu2plus 4.28 × 10−10 m2 s−1 Cu2+ diffusion coefficient 275

D_cuplus 1.38 × 10−9 m2 s−1 Cu+ diffusion coefficient est.
D_H2 5.11 × 10−9 m2 s−1 H2 diffusion coefficient (aq) 281

D_Hpos 9.3 × 10−9 m2 s−1 H+ diffusion coefficient COMSOL
D_OHneg 5.3 × 10−9 m2 s−1 OH– diffusion coefficient COMSOL
d_REWE 5 × 10−5 m distance between RE and WE -
D_SO4_2m 1.07 × 10−9 m2 s−1 SO2–

4 diffusion coefficient 275

Eeq_Cu2O_red 0.471 V equilibrium potential, Cu2O reduc-
tion

56

Eeq_Cu2O_ox 0.203 V equilibrium potential, Cu2+ forma-
tion from Cu2O

56

Eeq_cu 0.34 V equilibrium potential, Cu|Cu2+ 56

gain 1.00 × 106 voltage controlled voltage source
gain

-

Height 3.1 × 10−4 m height of electrolyte (Cu + 2*tape) -
i0_cu 8Am−2 Exchange current density, Cu surface 253

i0_Cu2O 3.5Am−2 exchange current density (Cu2O for-
mation)

est.

i0_Cu2OCu2p 1Am−2 exchange current density (Cu2O oxi-
dation)

est.

i0_H2 0.07Am−2 exchange current density (HER) 279

Keq_DisprCu 5.6 × 10−7 equilibrium constant
(Cu2+ + Cu(s) Cu+)

56

L 1.7 × 10−4 m height of the Cu plate exp.
length 0.025m length of the Cu plate exp.
molar_mass_cu 0.063 55 kgmol−1 copper molar mass -
pH_init 5.5 initial pH value -
rho_cu2o 6000 kgm−3 Cu2O density -
s0 3 × 10−9 m initial Cu2O layer thickness, anode est.282

sigma_cu2O 8 × 10−7 Sm−1 electrical conductivity Cu2O 283

V_ext −0.1 V external electric potential (vs. SHE) exp.
width 0.005m electrode gap (= electrolyte width) exp.
z_Cu1p 1 charge number (Cu2+) -
z_Cu2p 2 charge number (Cu+) -
z_SO42m -2 charge number (SO2–

4 ) -
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Figure 5.2: Exemplary depth profiles obtained from LA-ICP-MS line scans above an IDE finger
of an ITC sample. Each ’peak’ corresponds to one ablated layer. (a) Depth profile obtained from
an ’as-received’ sample (i.e. untreated). (b) Magnification of a single ablated layer of the untreated
sample. (Highlighted yellow area in (a)). (c) Depth profile obtained from a sample that was biased at
550 V until BD (i.e. treated). The line scan pattern was placed above an IDE finger that had served
as cathode during the electrical stress test. (d) Magnification of a single ablated layer of the treated
sample. (Highlighted in yellow in (c)).

Table 5.8: Collection of measured TTFs for all three electrolytes used in ITC experiments.

Electrolyte No. of BD samples TTF (h)

Cu(NO3)2(aq) 6 112.6, 110.9, 63.5, 36.0, 69.4, 66.2
AgNO3(aq) 7 5.2, 11.4, 20.8, 20.7, 18.3, 20.6, 9.1
KNO3(aq) 4 61.7, 77.5, 85.1, 156.2
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