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Abstract
The design of commercially feasible magnetic confinement fusion reactors strongly relies on the
reduced turbulent transport in the plasma edge during operation in the high confinement mode
(H-mode). We present first global turbulence simulations of the ASDEX Upgrade tokamak edge
and scrape-off layer in ITER baseline H-mode conditions. Reasonable agreement with the
experiment is obtained for outboard mid-plane measurements of plasma density, electron and
ion temperature, as well as the radial electric field. The radial heat transport is underpredicted
by roughly 1/3. These results were obtained with the GRILLIX code implementing a
transcollisional, electromagnetic, global drift-fluid plasma model, coupled to diffusive neutrals.
The transcollisional extensions include neoclassical corrections for the ion viscosity, as well as
either a Landau-fluid or free-streaming limited model for the parallel heat conduction.
Electromagnetic fluctuations are found to play a critical role in H-mode conditions. We
investigate the structure of the significant E×B flow shear, finding both neoclassical
components as well as zonal flows. But unlike in L-mode, geodesic acoustic modes are not
observed. The turbulence mode structure is mostly that of drift-Alfvén waves. However, in the
upper part of the pedestal, it is very weak and overshadowed by neoclassical transport. At the
pedestal foot, on the other hand, we find instead the (electromagnetic) kinetic ballooning mode,
most clearly just inside the separatrix. Our results pave the way towards predictive simulations
of fusion reactors.

a See Zohm et al 2024 (https://doi.org/10.1088/1741-4326/ad249d) for the ASDEX Upgrade Team.
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1. Introduction

High confinement of heat is critical for a fusion reactor to
keep the fusion fire burning. Under most circumstances, mag-
netic confinement tends to degrade with the applied heat-
ing power, but it improves with machine size [1, 2], set-
ting a minimum required machine size to achieve a burning
plasma. Technologically, machine size can be compensated
by a stronger magnetic field, e.g. by using high temperature
superconductors [3]. However, both the achievable magnetic
field strength and machine size are limited, and both strongly
increase the costs of the fusion reactor. Therefore, it is of para-
mount interest for fusion research to find regimes of opera-
tion that have the maximum achievable confinement at given
engineering constrains.

One of the most successful regimes discovered to date is
the so-called H-mode [4, 5], a high-confinement regime with
a layer of suppressed turbulence in the very edge of the con-
fined plasma region, the pedestal. It occurs naturally beyond a
power threshold, especially in diverted tokamaks, and boosts
the plasma confinement by about a factor 2 compared to the
standard, low-confinement (L-mode) conditions. Of practical
importance in current research are especially the scaling of the
heating power required for H-mode access [6–8], avoidance of
large edge-localised mode (ELM) instabilities when the edge
pressure and current gradients become too steep [9, 10], as
well as the integration with a dissipative divertor solution [11,
12]. Beyond empirical scaling laws, first-principle models are
desired to project the strategies to address these requirements
from current machines to reactors.

Many theories have been proposed to explain the L-H
transition [8, 13]. Some clearly identified ingredients include
the edge ion heat flux [14], but not the total or electron
heat flux. The formation of a strong radial electric field
shear ∂rEr and flow shear in general are important [15–17].
Thereby, different mechanisms for the E×B flow generation
can compete. In the confined region, the flow is determined
by neoclassical friction and viscous forces [18–20] as well as
zonal turbulence-driven contributions [21–24]. In the scrape-
off layer (SOL), the dominant effects are parallel currents and
sheath physics [25, 26]. Of course, the reduction of turbulence
intensity depends on the mechanisms of turbulence drive and
saturation in L- and H-mode. Turbulence has been proposed
to be driven by a combination of drift-Alfvén-waves (DAWs),
kinetic and resistive ballooning modes (K/RBM), ion temper-
ature gradient (ITG), trapped electron (TEM), and microtear-
ing modes (MTM) on ion scales kyρi ≳ 1 [27–40]. On electron
scales kyρe ≳ 1, electron temperature gradient (ETG) driven
turbulence is thought to contribute to electron heat transport

[31, 35, 37, 39]. Most authors stress the importance of elec-
tromagnetic fluctuations and E×B shear [38, 40]. Edge tur-
bulence can also interact with larger scale MHD activity such
as ELMs [29, 41, 42]. The main challenge for H-mode predic-
tions thus remains the general understanding of edge plasma
turbulence, which is also difficult to simulate due to the strong
variation of magnetic geometry [43–45], the interaction with
neoclassical and SOL flows [22, 23], and neutral gas [46, 47].

In the present work, we approach the challenge of H-
mode turbulence simulations with the GRILLIX code [48].
GRILLIX is built on the flux-coordinate independent (FCI),
locally field-aligned approach [49–53]: this allows to per-
form efficient turbulence simulations in (also advanced) diver-
ted geometry [54, 55]. GRILLIX has been previously val-
idated on the linear LAPD device [56], in attached L-mode
TCV [57] and ASDEX Upgrade [47] tokamaks. Our model
is based on global drift-reduced Braginskii equations [23, 58,
59]: together with the FCI discretisation, this allows to per-
form simulations in a domain spanning from the pedestal top to
the divertor, with proper variation of geometry, plasma back-
ground profiles and parameters. To maintain realistic back-
ground profiles, the plasma is coupled to a diffusive neut-
ral gas model [47]. Insulating sheath boundary conditions are
implemented at the divertor with the penalisation method [48].
Fluctuations of arbitrary amplitude are permitted and evolved
together with the plasma background. This is particularly
important in the SOL [60], but it also provides a self-consistent
evolution of E×B flows [22, 23]. Since the drift-fluid plasma
model is still missing important kinetic effects, in particular
trapped electron modes, the gyrokinetic code GENE-X [52,
61, 62] is being developed in tandem with GRILLIX. Also
electron scale ETG and current gradient driven peeling modes
remain to be included for future work.

Here we present, to our knowledge, the first global tur-
bulence simulations in H-mode conditions with a drift-fluid
model. We compare our results with experimental data, ana-
lyse the electric field shear, and characterise the turbulence.
But additionally, we emphasise what made these simulations
possible in the first place: figure 1 highlights the importance of
electromagnetic fluctuations and low-collisionality extensions
of the fluid closure. Magnetic flutter [63] in particular has been
found crucial for the stabilisation of drift-wave turbulence in
H-mode. We also stress the need in global ‘full-f ’ turbulence
models [63–66] for a consistent treatment of the Shafranov
shift, which is known to be important for the pedestal stability
[67] and transport [68].While a gyrokinetic description is gen-
erally more adequate for the plasma edge, it is interesting to
investigate what exactly goes wrong with the collisional fluid
closure, and how it can be amended. Drift-fluid models are
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useful because they are very well suited for the description
of the highly collisional divertor, and they are also gener-
ally computationally more affordable. But a collisional clos-
ure, e.g. Braginskii [58], overestimates parallel heat and vis-
cosity fluxes by orders of magnitude at lower collisionality.
Our solutions are firstly the approximation of the conduct-
ive heat flux with either a Landau-fluid (LF) model [69–73],
or free-streaming (FS) limited expressions [25, 47, 74–77].
In particular, we highlight the connection between the two.
And secondly, neoclassical corrections are implemented for
the ion viscosity, approximating flow damping by trapped ions
[78–80].

The paper is organised as follows. In section 2, we discuss
the simulation setup of the ASDEXUpgrade (AUG) discharge
#40411, and compare the simulated and measured outboard
mid-plane (OMP) profiles. Then, in section 3, we demonstrate
the role of the recent electromagnetic and transcollisional
model extensions (the full model is detailed in appendix A).
In section 4, we investigate the composition of the radial elec-
tric field in terms of neoclassical and zonal flow components.
Section 5 is devoted to a closer characterisation of the kind of
turbulence observed in our simulations. Finally, conclusions
are drawn in section 6, and an outlook is given.

2. AUG H-mode simulation setup and profiles

Towards predictions of H-mode turbulence, our first step is to
compare our simulations against experiments of the ASDEX
Upgrade (AUG) tokamak. In this section, first, the simulation
setup and the saturation behaviour are described. Then, the
numerical resolution and computational costs are discussed.
Finally, OMP profiles of density, electron and ion temperat-
ure, as well as the radial electric field are compared against
experimental measurements.

2.1. Simulation setup, sourcing and saturation

In the present work, our computations are based on the AUG
discharge #40411, an ITER baseline attached H-mode [81,
82]. The magnetic equilibrium is reconstructed at t= 2.64 s.
An impression of the geometry is given in figure 1 (left): we
are simulating turbulence globally in a domain extending from
the pedestal top to the divertor. Compared to most AUG dis-
charges, ITER baseline has a relatively high triangularity of
δ= 0.36. In fact, it is close to a double-null configuration,
with a second separatrix at ρpol ≈ 1.037, where ρpol is the pol-
oidal flux radius [23]. For simplicity, we limit our domain to
ρpol ∈ (0.9,1.036). No flux (Neumann) boundary conditions
are applied on the density and temperatures at the limiting
flux surfaces, forcing the plasma to flow out only through the
lower divertor. The elongation is κ= 1.76. A second import-
ant characteristic of the ITER baseline setup is the relatively
low q95 = 3.3. For ITER, it is foreseen to operate at maximum
achievable plasma current, which due to the Greenwald dens-
ity limit allows to maximise the plasma density [38, 83]. This
leads to low q95. For the ITER baseline scenario at ASDEX

Upgrade, this low q95 value is achieved by a plasma current of
Ip = 1.1MA, in combination with a reduced toroidal magnetic
field of Btor =−1.9 T on axis, with the minus sign indicat-
ing a favourable configuration with B×∇B pointing towards
the primary (lower) X-point. This reduced magnetic field is
advantageous for the comparison with numerical simulations,
since it allows to perform them at higher spatial resolution in
comparison to the (larger) Larmor radius, and time resolution
in comparison to Alfvénic frequencies, at lower computational
costs. The heating in the discharge is composed of roughly
1.2MW Ohmic, 4.5MW neutral beam injection (NBI) and
2.4MW ion cyclotron resonance heating (ICRH). Subtracting
2.5MW of radiation, the total power crossing the separatrix is
roughly 5.6MW. Thereby, the stored energy variation dW/dt
due to ELMs is estimated to be 2.5MW, leaving 3.1MW
of heat transport for the inter-ELM phase. We note that for
technical reasons, NBI heating was pulse-width modulated
by ±1 MW. The impurity content was very low, with Zeff <
1.5, justifying simulations with just two charged species:
deuterons and electrons. Naturally, quantitative differences
can be expected nonetheless when impurities are included in
future.

In global ‘full-f ’ simulations, due to the concomitant evol-
ution of the background profiles, care needs to be taken in
the setup to allow simulations to reach a steady state on
time scales of the turbulence, and not global transport time
scales. The lower bound for the saturation time is set by the
SOL transit time τSOL ≈ Lc/u∥ ≲ 1ms, with the connection
length Lc ≈ 20m and parallel velocity at the separatrix u∥ ≈
30 km s−1. The upper bound is set by the confinement time
τE =W/Ptot ≈ 30ms, estimated from the total heat transport
Ptot and the stored energy W. A reduced domain (ρpol > 0.9)
lowers W and thus τE in the simulations compared to the
experiment. Additionally, reasonable initial profiles and core
boundary treatment help the saturation to occur on time scales
closer to τSOL and not τE. The initial profiles are shown in
figure 2: they are parameterised by a simple sine function
[23] to avoid a bias towards experimental profiles, the final
results do not strongly depend on the initial state. But, since
the saturation time does, core boundary and SOL values (and
W) are chosen close to the experiment. At 0.9< ρpol < 0.92,
our simulations are ‘adaptively’ flux-driven: a source keeps
the plasma density fixed to ncore = 1.1× 1020 m−3, the elec-
tron temperature fixed to Tecore = 600 eV and the ion temperat-
ure to Ticore = 450 eV, based on experimental measurements.
This avoids large profile variations in the initial transient
phase, especially towards numerically problematic (too steep
or hollow) profiles, and also accelerates saturation. Finally,
the particle source is mostly determined by the ionisation of
neutral gas Siz, similarly as in [47]. The neutral gas density
at the divertor has been fixed to Ndiv = 5× 1018 m−3. A snap-
shot of Siz in the reference simulation is shown in figure 3.
In the reference simulation, the adaptive core particle source
Scoren (which can be considered to be due to NBI) saturates at
Scoren /Siz ≈ 0.3%.

The time evolution of the adaptive heat source is displayed
in figure 4. It saturates within 2ms at around 2MW, roughly
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Figure 1. 2D snapshots of the plasma density in the poloidal cross section for 3 simulations, from left to right: the (high resolution)
reference simulation for this paper (see section 2.1), a simulation without magnetic flutter (discussed in section 3.1), and a simulation
without neoclassical viscosity corrections (at lower collisionality, discussed in section 3.4). The white dashed line highlights the separatrix.
The plasma core at ρpol < 0.9 is not simulated (there is an artificial boundary).

Figure 2. Initial density, temperature and electric field profiles for
our simulations. The green line indicates the sourcing region.

2/3 of what is expected from the experiment. However, the
fluctuations in the first 2ms of the simulation are caused
by spurious electromagnetic transport, which is due to the
periodic removal of the ‘double Shafranov shift’, detailed
in section 3.2. These become more problematic with the
course of the simulation, so the removed Shafranov shift was

Figure 3. Distribution of the ionisation source density (a snapshot).

frozen after 2ms (and updated again around 2.5ms, leading to
another short burst)—then, the final phase of the simulation is
smooth and stationary. Figure 5 shows time traces of plasma
density and temperatures in a zonal average close to the sep-
aratrix (ρpol = 0.998): after 2ms of simulation time, they are
quasi-stationary. The profiles are saturated on the relevant

4



Nucl. Fusion 64 (2024) 106066 W. Zholobenko et al

Figure 4. Time traces of input heating power for electrons and ions.

Figure 5. Time traces of zonally averaged plasma density,
temperatures and electrostatic potential at the separatrix.

turbulence time scales, and can be evaluated down below, but
they still very slowly evolve on transport time scales.

2.2. Resolution and cost

For computer simulations, it is always advisable to check
the numerical convergence by varying the grid resolution. Of
course, this comes with a computational cost. In our low-
est resolution simulation, within a poloidal plane, we employ
an isotropic grid distance of h= 1.44mm, corresponding to
1.9 sound Larmor radii ρs0 =

√
miTe0/eB0 at reference Te0 =

100 eV and B0 = 1.9 T in deuterium. The effective resolution
is better in the hot plasma core and worse in the cold diver-
tor. Additionally, we have performed simulations with h=
1ρs0 = 0.76mm, also at higher toroidal resolution. Toroidally,

we have utilised 16 and 32 poloidal planes. Such a low toroidal
resolution is enabled by the FCI method in GRILLIX [49, 51–
53], since not toroidal but magnetic-field-aligned stencils are
used for the parallel discretisation, exploiting plasma aniso-
tropy. Overall, our lowest resolution simulation has 6 million
grid points, and the highest resolution simulation has 42 mil-
lion. The time step is determined by the CFL limit on shear-
Alfvén wave propagation

∆t⩽ min(∆s)
max(vA)

≈ 2πRmin

ntorBmax

√
µ0minmin. (1)

It depends on the minimal parallel grid distance in the sim-
ulation ∆s and the maximum possible Alfvén speed vA. The
latter is given by the maximum magnetic field and the min-
imal density in the simulation. The former is roughly 2π times
the inboard torus radius Rmin divided by the number of pol-
oidal planes (points in the toroidal direction) ntor. This means
that increasing toroidal resolution requires decreasing the time
step, hence why the gain in computational performance with
the low ntor due to the FCI method is at least quadratic [53].
With ntor = 16, we were able to choose ∆t= 4.8 ns, and half
of that with ntor = 32.

Thus, at least roughly a million time steps are required for
a low resolution simulation, and double that for ntor = 32. At
low resolution, a time step takes 1 s on 8 nodes (384 Intel
SkyLake processor cores) of the Marconi-A3 SKL partition
at Cineca, the same for 32 planes on 16 nodes thanks to tor-
oidalMPI decomposition, and 3 s at higher poloidal resolution.
This means at best, a low resolution simulation could run in
nine days consuming 83 kCPUh, and a high resolution simu-
lation in 54 days consuming roughly 1 MCPUh. However, we
have performed many additional simulations for testing differ-
ent parts of the model, mostly at lower resolution, and we have
carried those out for up to 10ms to investigate their long-term
behaviour (see especially section 3.2). Additionally, the LF
model [73] as described in section 3.3 turned out to be signific-
antly more expensive. Solving the set of 3D implicit problems
increases the cost of each time step by 30%, but more critic-
ally, the solver would only converge with a factor 2–4 smaller
time step. Therefore, most simulations have been carried out
with the FS-limited parallel heat flux closure, and only some
were done with the LF closure at lower resolution. Overall,
the computational costs of this publication can be estimated
as 15MCPUh.

The physics results of the resolution scan are condensed
in table 1: with increasing resolution, the total heat transport
decreases from 3 to 2MW. Therefore, while the simulations
are not necessarily perfectly converged, it is unlikely that some
amount of turbulence would be simply numerically unresolved
(on ‘ion scales’). We also compare outboard-midplane profiles
across the simulations with varying resolution in appendix B,
finding variations mostly within experimental error bars. Even
higher resolution simulations would be desirable, but unfortu-
nately were not currently affordable, as explained above. We
explicitly show the results of the resolution scan here such that
the readermight assess the numerical uncertainty in the results.
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Table 1. H-mode resolution scan results: total heat transport for
electrons and ions. Also the free-streaming-limited (FS) and
Landau-fluid (LF) parallel heat flux models are compared at low
resolution. For a comparison of outboard-midplane profiles, see
appendix B.

Resolution and type of a run Pe Pi

16 planes, h = 1.9 ρs0, FS 1.6MW 1MW
16 planes, h = 1.9 ρs0, LF 1.5MW 1.3MW
32 planes, h = 1.9 ρs0, FS 1.7MW 1.2MW
16 planes, h = 1.0 ρs0, FS 0.8MW 0.9MW
32 planes, h = 1.0 ρs0, FS 0.7MW 1.3MW

This is a typical caveat for such large scale simulations. Also a
comparison between the LF and FS parallel heat flux closures
at low resolution is included in table 1 and appendix B: we
find only small deviations in most observables, justifying the
cheaper FSmodel. The only exception is the depth of the radial
electric field well, where the LF model is closer to the experi-
ment than FS, as will be explained below. Hence, most results
will be presented at the highest resolution with the FS model
(the reference simulation), including the saturation figures 4
and 5.

We have identified one particular cause of the differences
with resolution. As mentioned above, the major difficulty is to
resolve turbulence locally in the SOL and divertor (simultan-
eously with the confined region), since temperatures become
as low as 1 eV, the Larmor radius is thus up to 10 times smaller
than at the separatrix, and also parallel gradients become sub-
stantial. In particular, we find that the differences in transport
lead to a higher ionisation rate in the higher toroidal resolution
simulations (by overall 50%, but the majority is recycling near
the divertor plates), and with higher poloidal resolution an ion-
isation source distribution closer to the separatrix at the HFS
(leading to a higher edge density source). In the lower resol-
ution simulations, the global recycling rate Siz/(Siz + Scoren ) is
only 94%, i.e. the core density source remains too strong.With
increasing resolution, the separatrix plasma density increases
by nearly a factor 2, and the density gradient thus decreases.
This leads to an overall transport reduction and, closer to the
core boundary, also to some differences in Te. Especially since
we show in section 5 that a large fraction of the transport
is neoclassical in the confined region, the major challenge
appears to be the resolution of SOL turbulence and the ion-
isation source, which has a retroactive effect on the confined
plasma.

2.3. OMP profiles

Next, we want to compare our simulation results to experi-
mental measurements, focusing on profiles at the OMP. To
this end, the OMP plasma profiles in the highest resolution
simulation (ntor = 32, h= 1ρs0, FS) have been averaged tor-
oidally and in time over 300µs (50 snapshots). The results
are compared in figure 6 with experimental measurements of
electron density, electron and ion temperatures, as well as the
radial electric field. The experimental profiles were averaged
from t= 2.1–2.7 s, where the global plasma parameters were

constant, with ELM burst phases filtered out. The electron
density has been measured with the lithium and helium beams,
as well as with Thomson scattering. The electron temperat-
ure has been measured with Thomson scattering only. The
ion temperature has been determined by the charge exchange
recombination spectroscopy (CXRS), assuming impurities
(boron) have the same temperature as the main ions. The res-
ults have been combined with integrated data analysis (IDA),
using Bayesian statistics [84]. The error bars represent the
scatter of the data, both due to noise and measurement uncer-
tainties, as well as plasma fluctuations within the time inter-
val averaged. The black lines fitted to the data serve only
for guidance, the ‘real’ profiles can lie anywhere within the
experimental error bars (which are also just the most probable
ones). For the radial electric field, impurity CXRS [85] and
He 1+ spectroscopy (HES) [86] were employed. Both meth-
ods determine Er from the radial force balance

Er =
∇pα
nαZαe

− vαpolBtor + vαtorBpol, (2)

which holds for any plasma species α separately. Here, Zα

is the charge number, nα and pα are the density and pres-
sure, and vαpol and v

α
tor are the local poloidal and toroidal velo-

cities of the respective impurity α. In the case of CXRS, α
corresponds to fully-ionised boron with Zα = 5, whereas HES
employs line radiation of singly ionised helium. The final Er
profile results from a combination of these two measurements
at different radial locations, CXRS at ρpol ≲ 0.99 and HES at
ρpol ≳ 0.99. In figure 6, for Er, the solid black line shows the
best fit through the data and the dashed black lines indicate
the uncertainty of±5 kVm−1. The radial measurement uncer-
tainty is ±0.005ρpol ≈ 3mm, and the Er profile has already
been shifted by this amount to the right.

Overall, we find a reasonable match between the simulation
and the experiment, although not in every detail. The simulated
density pedestal does not flatten as much towards the plasma
core as the measured one: however, experimental data in this
region are poor, indicated by the large error bars. Similarly,
the electron temperature matches well around the separatrix,
but deviates from the experiment deeper inside. A major dif-
ficulty is the experimental uncertainty at our core boundary,
since core density and temperature are simulation input and
cannot be changed a posteriori. For most of our simulations,
especially due to the need of resolution scans (as described
above), we have fixed ncore = 1.1× 1020 m−3 and Tecore =
600 eV. However, at lower resolution (ntor = 16, h= 1.9ρs0,
FS), we have also carried out a simulation with Tecore = 700 eV:
it matches indeed much better the experimental Te profile. Due
to the high dimensionality of the input parameter space, it is
impossible to find the optimum within the available computa-
tional time, so this serves just for comparison: we have car-
ried out much more extensive scans with Tecore = 600 eV and
thus our focus remains on it. For the ion temperature, unfor-
tunately, no experimental data are available near the separat-
rix, but in the confined region the match is good. Of course,
towards the core boundary, the match is automatic due to the
adaptive sourcing there. Finally, for the radial electric field, we
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Figure 6. Comparison of outboard mid-plane profiles of electron density, radial electric field, electron and ion temperatures between a
GRILLIX simulation (ntor = 32, h= 1ρs0, FS) and ASDEX Upgrade discharge#40411. The simulated profiles were averaged toroidally
and over 300 µs in time, the experimental profiles were averaged from t= 2.1–2.7 s, where the global plasma parameters are constant. With
the Landau-fluid model (see section 3.3) at lower resolution (ntor = 16, h= 1.9ρs0, LF), only Er is somewhat different, as shown here. For
Te, the reference simulation has Tecore = 600 eV, but also a simulation with Tecore = 700 eV (at lower grid resolution) is shown. A green line
marks the source region. For a resolution scan, see appendix B.

see a different profile shape towards the plasma core: this is not
surprising as we do not include a momentum source from NBI
injection in the simulations. However, theEr well in the plasma
edge, its width and depth, are reasonably reproduced. In par-
ticular, we find that Er matches nearly perfectly with the LF
model (see section 3.3), similar to our previous observations
in L-mode [47, 73].

We want to comment on the role of neutral gas in these
simulations, connecting to our previous L-mode investigation
[47]. Generally, the neutrals lead to higher density and lower
temperature in the SOL and pedestal bottom. However, unlike
in L-mode, the simulations did not even saturate without neut-
rals at all, crashing before 2ms. The reason for this is in the
radial electric field: we find a much higher positive radial elec-
tric field of up to 20 kVm−1 in the SOL without neutrals,
as previously [47], due to a hotter divertor with a larger Te

gradient and sheath boundary conditions enforcing Er|SOL ≈
−3∂rTe [23, 25]. Together with the negative Er well in the
plasma edge this leads to an overall increased E×B shear
across the separatrix. In the course of the simulation this
shear flow becomes unstable, ending in a large macroscopic
instability.

Clearly, a more in-depth validation is desirable for the
future. However, the comparison so far, including the total
heat transport discussed above, serves to demonstrate that our
simulations are reasonably realistic compared to experiment-
ally available measurements in the investigated H-mode dis-
charge: despite not matching every detail, it is worth to ana-
lyse the radial electric field formation in section 4 and turbu-
lence characteristics in section 5. But first, in section 3, we will
demonstrate that the results shown so far are already not trivial
at all, requiring an involved physical model.
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3. Electromagnetic, transcollisional, global
drift-fluid model

In this section, we discuss the extensions of the drift-fluid
model [23, 58, 59] in GRILLIX which allowed simulations
in H-mode conditions in the first place. The full set of the final
equations is summarised in appendix A. The most signific-
ant finding is that H-mode turbulence is deeply electromag-
netic: fluctuations of the perpendicular magnetic field are crit-
ical in controlling E×B transport, as clarified in section 3.1.
In section 3.2, we stress that in global ‘full-f ’ simulations,
the Shafranov shift must be carefully filtered out from mag-
netic fluctuations. Then, we elaborate on the transcollisional
extensions of the fluid closure: section 3.3 discusses the incor-
poration of Landau damping into the parallel heat conduction,
while section 3.4 details the neoclassical corrections for the
ion viscosity.

3.1. Electromagnetic effects

Fluctuations of the magnetic field are important for magnet-
ised plasma turbulence [30, 31, 38, 40, 63] not because they are
large (B1/B0 ∼ 10−3 in our present simulations), but because
they redirect the fast parallel transport and parallel forces into
the direction perpendicular to the equilibrium magnetic field.

Ohm’s law (neglecting inertia) reads β0∂tA∥ ≈−η∥j∥ −
∇∥φ + n−1∇∥pe + 0.71∇∥Te in normalised units (see
appendix A). The forces on the right-hand side push fluc-
tuations towards adiabaticity (p̃e ∼ φ̃), which would result in
zero E×B transport of particles and electron heat. However,
a finite non-adiabaticity can persist due to the resistivity η∥
and the magnetic induction. Even at low β, adding magnetic
induction can be beneficial for code performance: for k⊥ → 0
(large scales), which is relevant for global codes simulating
large machines, the wave speed diverges without induction
[53, 75, 87, 88] (without inertia, the propagation is actu-
ally diffusive, and diverges also with vanishing resistivity),
requiring∆t→ 0. Induction limits the propagation of the non-
adiabaticity to the Alfvén speed vA = B/

√
µ0nmi. The time

step in an explicit scheme than follows ∆t<∆s/vA ∼
√
β,

with the parallel grid distance∆s. Indeed, in our present simu-
lations, we cannot easily decrease β to compare to electrostatic
simulations, since this increases the computational costs.

As β increases, magnetic fluctuations also affect more and
more the physics. It is known that magnetic induction ∂tA∥
destabilises DAWs [36, 63]. Thus, it becomes important to
also include the stabilising counter-part, magnetic flutter: the
perturbed magnetic field B̃=∇× (A∥b0) enters all paral-
lel operators∇∥ = (b0 + B̃/B0) ·∇, redirecting parallel flows
and forces. In L-mode AUG simulations, we have found a
stabilisation factor of 2 due to magnetic flutter, which is signi-
ficant but can be compensated by freedom in the details of the
fluid closure, as indicated in figure 7.

Here, we stress that in H-mode, the stabilizing effect of
magnetic flutter reaches 2 orders of magnitude: as displayed in
figure 7, the E×B heat transport is reduced from 200MW to
4MWdue to flutter. Figure 1(left and centre) compares density

Figure 7. Total input power in simulations with and without
magnetic flutter. In the experiment, the power crossing the
separatrix between ELMs is estimated to be 3.1MW. Most
simulations are with the free-streaming (FS) heat conduction, as
defined in section 3.3, since this is computationally more affordable.
A simulation with the Landau fluid (LF) closure is shown in black.
Most simulations are with the neoclassical ion viscosity, as
discussed in section 3.4, except one with the Braginskii viscosity ηBi
for comparison. The black and magenta lines are from simulations
with magnetic flutter included in all parallel operators, while the
blue line is from a simulation with flutter only in the DAW system.

snapshots in simulations with and without flutter: we see much
more violent turbulence without flutter, with vortices stretch-
ing across the whole radius at the OMP. Figure 7 contains data
from five simulations at the lower resolution (see table 1): the
Landau fluid one is labelled ‘all on (LF)’, while others are
with the FS heat conduction limiter, as defined in section 3.3,
to save on computational resources. The Shafranov shift is
removed with the frequency of 42 kHz (see section 3.2). A
simulation without flutter and with Braginskii instead of neo-
classical ion viscosity (see section 3.4) has been performed
to show that this also impacts the overall heat transport, here
by roughly a factor 2. To compare with our previous, more
detailed study in L-mode conditions by Zhang et al [63],
we have also performed a simulation where magnetic flut-
ter was activated only in DAW equation terms (adiabatic
forcing in Ohm’s law and divergences of the parallel cur-
rent): indeed, this is sufficient to explain the overall trans-
port reduction. However, there remains a quantitative differ-
ence when magnetic flutter is included in the whole set of
equations: this is due to heat transport by the induced mag-
netic fluctuations themselves, as will be discussed in section 5.
We note that of course, when magnetic flutter is neglected
and heat transport exceeds 200MW, the OMP radial pro-
files as displayed in figure 6 for the reference simulation
also look very different: the density and temperature pro-
files are flattened by the extended streamers, yielding at the
separatrix for example n= 7.3× 1019 m−3, Te = 370 eV and
Ti = 390 eV.
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3.2. Numerical treatment of the Shafranov shift

The Shafranov shift As results from the pressure gradient
driven Pfirsch-Schlüter current (and bootstrap current in
gyrokinetics) [79], and is thus substantial in an H-mode ped-
estal. It is known that As increases pedestal MHD stability
[67] by squeezing the flux surfaces at the LFS, and suppresses
turbulence by effectively increasing the E×B shearing rate
[68]. Therefore, a careful treatment of the Shafranov shift is
particularly important in H-mode simulations. Clearly, As is
part of the MHD equilibrium, and is included in the back-
ground magnetic field B0 in GRILLIX. However, in global
‘full-f ’ simulations (unlike in δf ) we also evolve dynamically
the full plasma pressure, which leads to a diamagnetic cur-
rent that is balanced by the Pfirsch-Schlüter jPS∥ , and through
Ampere’s law, this induces a dynamic Shafranov shift As,
which enters the dynamics through magnetic flutter. Clearly,
this double counting of As needs to be removed [63–66].
Additionally, GRILLIX relies on local alignment of parallel
operators to B0 for computational performance. This requires
B1/B0 <∆x/∆s∼ ρi/R0, where B1 =∇× (A1b0),∆x is the
perpendicular and∆s the parallel grid distance, and their ratio
is of the order of the ratio between the Larmor radius and the
machine major radius. A large As breaks this requirement, and
thus needs to be subtracted from A∥, A1 = A∥ −As.

In this work, our strategy for dealing with this is an exten-
sion of [65, 66]: we average A∥ toroidally and in time to
determine As. The removal of the toroidal average in each
time step is not sufficient and on its own problematic, because
it allows information to instantaneously propagate around
the torus, instead of with the Alfvén speed (and is also not
applicable in stellarators). The time-average over at least
2πR0q/vA is necessary [63], corresponding to qntor∆tmax (see
equation (1)). But it is still problematic: with discrete update
steps of 1t0 = 24µs (5000 time steps), we found the heat trans-
port in H-mode to synchronise with them and become artifi-
cially increased. Comparing with figure 4, we note that incon-
veniently, the small bursts that are visible there in the first 2ms
grow after some time, deteriorating the quasi-stationary simu-
lation phase. This is shown in figure 8: in the later simulation
phase, the bursts of electromagnetic transport account for half
of the total heat transport in the simulation (2MW). Therefore,
once the simulations reach a steady state but before artificial
electromagnetic transport is triggered, we freeze a long-time
averaged As, as mentioned in section 2.1. Clearly, this method
is not ideal, and we are working on further improving it for the
future. But it works well enough for now: we see in figure 8
that with this, the bursts disappear and steady heat transport is
recovered. The reason why the removal of the Shafranov shift
As must be done more carefully in H-mode than in L-mode is
likely the presence of electromagnetic transport, as discussed
in section 5.

3.3. Landau damping of the parallel heat flux

The collisional Braginskii fluid closure [58] is only strictly
valid for ν̂e,i ≫ 1, whereby the electron and ion collisional-
ities are normalised to their parallel transit frequencies [79,
section 8.2]

Figure 8. Input power at a later stage of the lower resolution,
free-streaming simulation, with periodic updates of As at the top and
with a frozen As at the bottom.

Figure 9. Electron and ion collisionalities ν̂e,i normalised to the
parallel transit frequency, detrapping collisionalities
ν∗
e,i = ϵ−3/2ν̂e,i ≈ 6ν̂e,i normalised to the bounce frequency, as well

as the density to ion/electron temperature gradient length ratios
ηi/ηe.

ν̂e,i = νe,i/ω
e,i
t , with ωe,i

t =
√
2Te,i/me,i/qR. (3)

Taking q≈ 4 and R≈ 1.65 m, these collisionalities are com-
puted from the density and temperature profiles in figure 6
and shown in figure 9 as dashed lines (the other quantities will
be discussed later). Clearly, in practise, we find ν̂e,i < 1 in the
whole confined region (and partly in the near-SOL) of our sim-
ulations. The closure is particularly problematic in equation
terms that are proportional to ν̂−1: the parallel heat flux q∥ =
−κ∥∇∥T, with the heat conduction κ∥ ∼ nTν−1 ∼ T5/2, and
similarly the parallel viscosity discussed in the next section.
A large heat conduction (and viscosity) suppresses turbulence
[47, 73, 89]. We have implemented and tested two solutions, a
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non-local LF closure and local FS limiters.We find equally sat-
isfactory results for both, the major effect being the reduction
of the heat conductivity by more than an order of magnitude
compared with Braginskii.

The problem of the fluid closure is fundamental, it arises
because each moment of the kinetic equation is dependent on
the next one in the hierarchy. In the collisional limit ν̂e,i ≫ 1,
due to Boltzmann’s H-theorem, the hierarchy can be closed
self-consistently at the first few moments (typically three) by
assuming only small corrections to a Maxwellian from the
higher moments, and that collisional dissipation balances the
driving forces (∇∥T) [90]. But at ν̂e,i ≲ 1, the polynomial cor-
rections to the Maxwellian can actually become very large,
contradicting the closure [91]. The conductive heat fluxes
as well as viscosity then also become very large, diverging
as T5/2. In reality, the driving forces are actually balanced
by other effects, such as Landau damping [69, 92], friction
between trapped and passing particles [78, 79], as well as non-
linear mixing [90]. A rigorous treatment of these processes
requires (gyro-) kinetic theory. But the validity of the fluid
closure can also be improved by rather simple corrections.

Landau damping [37, 69, 92–94] is particularly important
for heat conduction. It is inherently a kinetic process, a dissip-
ation mechanism that is independent of collisionality. But it
can be mimicked by a non-local fluid closure [69, 95] for the
parallel heat flux, which in Fourier space takes the ‘Hammett-
Perkins’ form qHP∥k =−A i k∥

|k∥|
Tk, with A= nvth

√
8/π and ve,ith =√

Te,i/me,i. When inserted in the temperature equations (20)
and (21), this simply results in a damping rate of vth

√
8/π|k∥|.

The above expression is valid in the collisionless limit. More
generally, qLF∥k =−A i k∥

|k∥|+δνe,i/vth
Tk accounts for both colli-

sional and collisionless damping [70–72]. The choice δe ≈ 0.5
and δi ≈ 0.41 reproduces the Braginskii closure in the colli-
sional limit δνe,i ≫ |k∥|vth (ν̂e,i ≫ 1, see (3)). Finally, a crit-
ical step to make the closure applicable in the non-periodic
domain of the tokamak SOL and thus boundary codes such as
GRILLIX, is to transfer it from Fourier to real space. To this
end, a fast non-Fourier method has been developed by Dimits
et al [96], which results in a set of elliptic equations along the
magnetic field (26) and (27) (see appendix A and [73] for fur-
ther details).

A key feature of the LF closure is that it is non-local,
i.e. the heat flux does not depend on the local ∇∥T in real
space, but is formulated in Fourier space (and the transform-
ation is not trivial). A detailed investigation of the behaviour
of this LF closure in GRILLIX in L-mode conditions has been
recently published by Pitzal et al [73]. Here, we stress that
especially in H-mode conditions, but also in our previous L-
mode simulations [73], also the commonly utilised local flux
limiters yield very good results, and that they also approx-
imate Landau damping. At low collisionality, they simply
limit the local conductive heat flux to a fraction fFS of the
FS heat flux qFS = fFSnvthT [25, 74–77]. There is a corres-
pondence between the two models. The key approximation is
|k∥| ≈ 1/qR, i.e. the damping becomes local and the same for
all modes, equal to the largest mode in the system. Then, tak-
ing ik∥Tk =∇∥T and fFS =

√
8/π, we obtain

Figure 10. Effective ion heat conductivities for Landau fluid (LF)
and free-streaming (FS) limited models, normalised to Braginskii.
The two figures show different averages: at the top, we compute
κ̃LF
∥i (R,Z) =−

⟨
qLF∥i
⟩
t,ϕ

/
⟨
∇∥Ti

⟩
t,ϕ

and plot it as a function of the

local average temperature ⟨Ti⟩t,ϕ (R,Z). At the bottom, we compute

κ̃LF
∥i (ρpol, t) =−

⟨
|qLF∥i |

⟩
θ,ϕ

/
⟨
|∇∥Ti|

⟩
θ,ϕ

and plot it versus

⟨Ti⟩θ,ϕ (ρpol, t). The absolute value was taken because the
flux-surface average annihilates ∇∥T.

q∥ =−A
ik∥Tk

|k∥|+ δe,iνe,i/v
e,i
th

≈−κe,i
∥

(
1+

κe,i
∥

fFSe,in
√
Te,i/me,iRq

)−1

∇∥Te,i,

(4)

which is exactly the FS limited heat flux expression [47], with
the Braginskii heat conductivities κe,i

∥ . The FS OMP profiles
in figure 6, when compared to LF simulations in figure 18,
are very similar, only the Er is slightly different (the differ-
ence in Er was more significant in L-mode). In fact, we have
been using fFSe,i = 1<

√
8/π ≈ 1.6, which might have lead to

slightly higher saturated transport. Therefore, in the present
setup, both approximations seem to work comparably well,
which in turn suggests that heat flux non-locality is not a crit-
ical mechanism.

To support this argument, instead of only comparing the
resulting plasma profiles, we can make a more direct com-
parison of the effective heat conductivities κ̃∥ =−q∥/∇∥T
between the two models. For FS, it is simply a function of
local parameters (n(T) is taken from figure 6), which we plot
vs temperature for different fFS as lines in figure 10. For the
LF model, we take the results from our simulations, which
in principle can be arbitrary. Indeed, in the top figure, in
an average of κ̃LF

∥i toroidally and in time, there seems to be
no correlation between the LF heat conductivity and the FS
one for any temperature—a signature of the LF non-locality
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(it is the same for κ̃LF
∥e ). However, in the bottom figure, we

show the κ̃LF
∥i in a flux-surface average—finding a very good

correlation between FS (with fFSe,i ≈ 0.5–1) and LF. The flux-
surface average is used only in the confined region, so res-
ults are shown only for Ti ⩾ 150 eV, and at 450 eV the cor-
relation is destroyed by the buffer zone. Thus, it is clear that
in a flux-surface average the two closures yield similar heat
conductivities, which seems to lead to overall similar results,
rendering the non-locality less important. The major effect
is rather the reduction of the heat conduction by more than
an order of magnitude in comparison to Braginskii. The dif-
ference along the flux surfaces can still affect global phe-
nomena though, such as zonal flows and GAMs, and might
explain why particularly the Er differs with the two clos-
ures. This might motivate further studies, but so far, the effect
seems to be stronger in L-mode [73] than in our H-mode
case.

3.4. Neoclassical ion viscosity

In a 3D drift-fluid model, contrary to typical gyro-fluid
treatments [37], a closure is required not only in the highest
moment. Since collisions act to make the distribution func-
tion isotropic, at high collisionality, an isotropic pressure (tem-
perature) can be assumed to lowest order. The deviation from
isotropy is the viscous stress. As detailed in appendix A, ion
viscosity enters in the vorticity, parallel momentum and ion
heat equations. However, by far the dominant contribution is in
the parallel momentum balance [79, section 12.1]: by coupling
parallel motion and perpendicular drifts, it acts as a damping
of the poloidal flow. Additionally, by dissipating sound waves,
viscosity also couples to geodesic acousticmodes (GAMs) and
the turbulence [97], and through this way as well as through
the poloidal rotation to the zonal flows [79, section 13]. The
impact on the radial electric field will be detailed below, in
section 4. Here, we discuss the most dramatic problems of the
Braginskii viscosity at low collisionality, and its modifications
by neoclassical theory.

The parallel viscosity can be written [79, section 12.1] as

B ·∇ ·Π =
(
p⊥ − p∥

)
∇∥B+

2
3
B∇∥

(
p⊥ − p∥

)
=

2
3
B5/2∇∥

G
B3/2

.

(5)

In drift-fluid models which only evolve the total pressure
p= (2p⊥ + p∥)/3, the anisotropy is assumed to be small
and approximated in a polynomial expansion as a balance
between collisional relaxation and the driving forces [90],
namely the flow gradients. Importantly, unlike in the original
Braginskii closure, also heat flows enter [78–80]. Then, after
drift-reduction [98, 99], we can write the viscous function G
for ions as

G=− ηi

[
2

B3/2
∇·
(
u∥B

3/2b
)
− C(φ)

2
− C(pi)

2en

]
− ηheati

[
2

nTiB3/2
∇·
(
q∥iB

3/2b
)
− 5C(Ti)

4e

]
. (6)

Figure 11. Ion flow viscosity ηi according to the Braginskii closure,
with neoclassical corrections according to equation (23), and the
absolute value of the heat viscosity |ηheati |. The latter is positive at
ν∗
i ≳ 2.4, and negative at ν∗

i ≲ 2.4.

Note that for the parallel heat flux, we use whatever the heat
flux model is, either LF or FS. The Braginskii ion parallel
flow viscosity coefficient is ηi = 0.96nTiν

−1
i ∼ T5/2i , and the

heat viscosity in the collisional limit is ηheati ≈ 0.71ηi. Electron
viscosity is usually neglected [79]: since νe/νi =

√
2mi/me ≈

86, it is formally small.
As for the heat conduction closure, the above approxim-

ation for the ion viscosity is only strictly valid for ν̂e,i ≫ 1,
which typically, as we have seen in figure 9, is not the case.
Then, the viscosity closure yields too large damping of the
plasma flows and fluctuations. A rigorous treatment would
require to extend the fluid hierarchy to separate parallel and
perpendicular temperatures and heat fluxes [37], i.e. to com-
pute the anisotropy in equation (5) explicitly. However, the
procedure is complicated by the necessity to consider such
intrinsically kinetic effects as friction between trapped and
passing ions [78, 79]. Instead, motivated by the solution imple-
mented in SOLPS by Rozhansky et al [80], and by turbulence
simulations with EMEDGE3D by De Dominici et al [100], we
simply modify the viscosity in accordance with neoclassical
theory [78–80]. The resulting ion viscosity coefficient, com-
puted according to equation (23) in appendix A, is depicted in
figure 11.

While the Braginskii flow viscosity diverges as T5/2i , the
neoclassical flow viscosity scales like η ∼ ν−1

∗ only in the col-
lisional limit. The dependence is on the bounce averaged ion
collisionality, or ion detrapping rate, ν∗i = ϵ−3/2ν̂i ≈ 6ν̂i, with
the inverse aspect ratio ϵ= a/R (≈0.3 for AUG). It has no col-
lisionality dependence (η ∼ ν0∗) in the plateau regime ε= 0,
and it becomes η ∼ ν∗ in the banana regime. This collisional-
ity is also shown in figure 9: in our simulations we have ν∗i ≈ 1
in the whole confined region, meaning we are in the plateau-
banana regime. Even though this collisionality is not too small
yet, owing to the high density achievable in H-mode, the neo-
classical flow viscosity is already an order of magnitude lower
than the Braginskii viscosity. This correction becomes much
more important at even lower collisionality, which occurs not
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Figure 12. Cartoon of E×B and ion diamagnetic (v∗) velocities on
a closed flux surface. The toroidal magnetic field is out of the plane,
the toroidal plasma current is into the plane, and B≈ B0R0/R. The
helical parallel flow is indicated in green. Note that only the
divergent part of the diamagnetic and mean E×B velocity matters
[23].

only deeper in the plasma core, but also at lower density high
confinement regimes such as the I-mode [101], and during the
L-H transition, due to the L-mode density limit [38].

Below, in section 4, we discuss the importance of these
corrections for the radial electric field formation. However,
before that, we want to stress an even more severe necessity
to include the correct ion viscosity in global ‘full-f ’ turbu-
lence simulations: the poloidal background asymmetry. We
have observed it already in our previous L-mode simulations
[47]. Since at ν∗i ≈ 1, in our current H-mode simulations,
we are in a marginally collisionless regime, we demonstrate
this with a simulation at a lower collisionality of ν∗i ≈ 0.05,
which corresponds e.g. to Ti = 1 keV and n= 2× 1019 m−3.
The 2D poloidal density profile in such a simulation is
shown in figure 1 (right): it uses the Braginskii viscosity,
and was run in the L-mode AUG equilibrium from #36190
(for historical reasons). Running such simulations until sat-
uration is not possible since the formation of the immense
in-out density asymmetry ultimately leads to a severe flow
instability.

The reason why this problem occurs is illustrated in
figure 12. Intrinsically, in a toroidal device, the drifts are larger
on the outside than on the inside of the torus due to their 1/B
dependence. To lowest order, theE×B drift can be assumed to
be balanced by the diamagnetic drift, leading to Er ≈ ∂rpi/en.
However, deviations from this balance occur both in the sta-
tionary state, due to neoclassical rotation and zonal flows (see
section 4 below), and transiently. Then, the particle balance
⟨∇ · (nve,i)⟩t = 0 is not automaticallymaintained: this can lead
to a significant density asymmetry opposite to the velocity
asymmetry. According to neoclassical theory, plasma dens-
ity is supposed to be nearly constant on a flux surface. This

is not the case at low collisionality when using the Braginskii
ion viscosity. The reason is the excessive damping of the par-
allel velocity and poloidal rotation: to maintain the particle
balance and the density flux-surface symmetric, the parallel
plasma velocity has to become larger on the inboard than on
the outboard side of the torus [79, section 8.5]. Indeed, with the
corrections above, much more flux-surface symmetric densit-
ies are obtained (as in figure 1). Additionally, the flow damp-
ing affects the overall turbulent transport [97], as shown in
figure 7, and the radial electric field as discussed below.

4. Composition of the radial electric field

The radial electric field is a critical mechanism for macro-
scopic plasma stability as well as the regulation of turbulent
flows [15–17, 19–23, 25, 26]. As indicated in figure 12, it leads
to a poloidal rotation of the plasma. Largely, it arises in the
confined region as a stabilisation of the background plasma
rotation by counter-acting the diamagnetic flow, Er ≈ ∂rpi/en
[23]. But due to diamagnetic cancellation, only E×B advec-
tion and no diamagnetic advection acts on fluctuations with
poloidal gradients, so these are advected with the E×B flow.
A radial Er variation thus leads to a radially sheared poloidal
flow, which can squeeze, strain-out or even break vortices, reg-
ulating their radial propagation [15, 23, 102].

Because of its importance in turbulence regulation, the
formation of the radial electric field Er is of major interest.
Different mechanisms can compete: the balance between dia-
magnetic and E×B flow compression, poloidal and toroidal
rotation regulated by neoclassical viscosity, parallel currents
and sheath physics in the SOL, and finally zonal flows driven
by the turbulence itself through the Reynolds stress. We have
discussed all these mechanisms and their interaction in our
previous work [23], which was focused on L-mode ASDEX
Upgrade. Here, we apply the analysis to H-mode conditions,
to determine the dominant contributions there.

The composition of themean radial electric field (time aver-
aged, denoted by the overbar) in the confined region [23, 60]
can be summarised as

Ēr ≈
∂rp̄i
en̄

+(kT− 1)
1
e
∂rT̄i +

⟨
u∥Bθ

⟩
t,θ,ϕ

+
mi

e
⟨u ·∇u⟩t · er.

(7)

This equation resembles the often cited radial force balance
from the radial ion momentum equation, similar to (2), where
the second and third term on the right-hand side represent
poloidal and toroidal rotation (θ is the poloidal and ϕ is the
toroidal angle). Importantly, we stress the fourth term which
is often neglected: the ion inertia. Evaluated with the mean
plasma velocity, this term would vanish, because there is
no mean radial component. However, since it is a quadratic
quantity, the fluctuations do not vanish in a time-average:
they form the Reynolds stress, driving a polarisation current,
which sustains the zonal flow. Evaluated with the local pol-
oidal and toroidal rotation, this equation would hold in gen-
eral. Here, we use it in a somewhat ad-hoc fashion to connect
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Figure 13. The radial electric field at the OMP and its composition: ion pressure gradient due to the diamagnetic flow balance, neoclassical
poloidal rotation and toroidal rotation. Toroidal rotation

⟨
u∥Bθ

⟩
is flux-surface and time averaged, everything else is averaged only

toroidally and in time over 300µs. The residual between the electric field and the sum of these terms indicates the presence of a zonal flow.
Left: high resolution case with free-streaming-limited parallel heat flux. Right: low resolution case with Landau-fluid closure.

to neoclassical theory [18, 78, 79]: we replace the poloidal
rotation with the ion temperature gradient term, and toroidal
rotation with the parallel velocity term. The coefficient kT is
given in equation (25). This would strictly hold only in a flux-
surface average (and without ion inertia). However, the elec-
tric potential and the ion density and temperature are to lowest
order flux-surface quantities. Only the parallel velocity term
we write and evaluate explicitly as a flux-surface average.
Others are evaluated at the OMP, averaging them toroidally
and in time, to be able to connect them to experimental meas-
urements in figure 6.

The contributions are plotted in figure 13 for two cases: the
high resolution FS case, and the lower resolution LF case (both
in favourableB×∇B configuration). Let us begin the analysis
with the high resolution (reference) simulation: a key finding
is that particularly around the minimum of the Er well, it is
mostly governed by the ion pressure gradient term, in agree-
ment with previous findings from ASDEX Upgrade [20, 85].
The mean ion pressure gradient thus plays a key role in sus-
taining the H-mode radial electric field, and is a good proxy
for it. However, this does not prove the absence of other con-
tributions. Both poloidal and toroidal rotation lead to an up-
shift of Er. Deeper in the confined plasma, Er only matches
well when both rotational contributions are added. We have
confirmed this by carrying out simulations without neoclas-
sical heat viscosity, ηheati = kT− 1= 0, finding indeed an even
lower (larger in magnitude) Er in the confined region: this con-
firms the need for including it, as argued in section 3.4. The
reason for Er ≈ ∂rpi/en in the well is the zonal flow, the dif-
ference between the red and the black solid curves: it is largest
around the separatrix, and happens to balance the poloidal and
toroidal rotation. This is similar to our L-mode simulations

[23], the zonal flow (polarisation current/vorticity) has even
larger absolute amplitude here, but it is lower relative to the
mean-field diamagnetic flow.What is different fromL-mode is
that there are no GAM [103] oscillations here (no GAMs), as
we will discuss in section 5: this might happen precisely when
the zonal flow becomes balanced by plasma rotation instead of
the ion pressure gradient, because unlike the plasma pressure,
rotation can be statically poloidally asymmetric, avoiding the
need for periodic GAM relaxations. Lastly, we note that the
rather small Er peak in the SOL is well described by −Λ∂rTe
[104, 105]. But in the near-SOL, Er < 0 indicates a polarisa-
tion halo (an extension of the zonal flow into the SOL) [106].

The radial electric field composition in the lower resolution
case with the Landau fluid closure is interesting for two reas-
ons. Firstly, as discussed in section 2, it matches better the
experiment: the Er well is reduced, but widened into the con-
fined region. Secondly, we see more clearly the zonal flow:
particularly in the ion pressure gradient, the radial oscillations
are larger in amplitude, but also in the Er there is an additional
radial wiggle inside the larger well. This is similar to experi-
mental observations on the JET tokamak [107]. However, we
have to stress that in parts, this is due to numerical resolu-
tion: the zonal flow amplitude is larger in the lower resolution
case already with the FS closure. Thus, at this point, we can
only highlight the qualitative reproduction of experimentally
observed features. Even higher resolution simulations with
advanced fluid closures are required for exact predictions, and
they have to be precisely validated against more experiments.
But also, kinetic effects in general, like trapped particles, ion
orbit losses, arbitrary wavelength finite Larmor radius effects
(gyro-averaging) as well as better conducting sheath boundary
conditions could influence the results.
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5. Characterisation of H-mode transport

In this section, we characterise the heat transport in our H-
mode simulations in more detail. To this end, multiple observ-
ables can be investigated: the different transport channels, fluc-
tuation amplitudes and phase relations between quantities. We
will focus the analysis on our highest resolution simulation
(ntor = 32, h= 1ρs0, FS). Let us begin with the three different
radial heat flux channels: E×B, diamagnetic and magnetic,

Qe,i
E×B =

3
2
nTe,ivE×B · er, (8)

Qe,i
dia =

5
2
nTe,iv

e,i
dia · er =∓5

2
nT2e,i

(
∇× B

eB2

)
· er

=∓
5nT2e,i
eB0R0

eZ · er, (9)

Qe
mag =

(
5
2
nTev∥ + q∥e − 0.71j∥Te

)
b1 · er, (10)

Qi
mag =

(
5
2
nTiu∥ + q∥i

)
b1 · er. (11)

er is the radial unit vector orthogonal to the flux surfaces. b1 is
the perturbed radial magnetic field unit vector. v∥ and u∥ are
the electron and ion parallel velocities, and q∥e,i are the par-
allel heat fluxes. The E×B heat flux has a factor 3/2 instead
of 5/2 due to the Poynting cancellation [36]. For the diamag-
netic velocity, we consider only the divergent part [23, 25],
which includes the curvature and the ∇B drifts: B2∇× B

B2 =
B∇× b+b×∇B. Under the large aspect ratio, toroidal mag-
netic field approximation B= B0

R0
R eϕ, this becomes a purely

vertical drift. These three channels, integrated over closed
flux-surfaces and averaged in time, are plotted in figure 14.
Note that the total radial power flux Qsum matches the input
power in figure 4 and table 1.

The number one conclusion here is that E×B turbulence
contributes rather little to the total heat flux. This is the oppos-
ite of our previous L-mode simulations, where it was abso-
lutely dominant [63]. At the pedestal top, close to the core
boundary, QE×B is even inwards: this simply balances a part
of the diamagnetic outward flux. By far, the dominant trans-
port channel at the pedestal top is diamagnetic, in particular
for the ions: this can be regarded as neoclassical transport,
because it does not depend on electric ormagnetic fluctuations.
A detailed analysis of neoclassical transport would however
require to separate the background and fluctuating contribu-
tions also for the E×B drift, which is beyond our present
scope. In future, we could investigate how well our drift-fluid
model captures neoclassical transport in the collisionless limit
[80], and how fluctuations and turbulence can induce flux sur-
face asymmetries and enhance neoclassical transport: in-out
due to ballooned fluctuations, and top-bottom due to the zonal
flow [23, 108].

The next important observation is that transport by mag-
netic fluctuations becomes noticeable, particularly at the ped-
estal foot (outer plasma edge). This is again in contrast to our
previous L-mode simulations [63], where magnetic transport
did not exceed 1%. Now, at ρpol = 0.99, it is around 10%. The

Figure 14. Flux-surface integrated and time-averaged radial heat
flows, defined in equations (8)–(11).

mechanism by which magnetic fluctuations cause transport is
somewhat different from that of electrostatic fluctuations. The
E×B drift is a fluid velocity by itself, so it directly trans-
ports the plasma pressure (energy). The magnetic fluctuations
b1 =∇A1 ×b0/B have a similar form, but they rather redir-
ect the parallel heat flows, as can be seen in equations (10)
and (11). Therefore, magnetic heat transport is typically larger
for electrons, since v∥ > u∥ and q∥e > q∥i. Further, heat con-
duction q∥e,i along the magnetic field is typically larger than
heat convection. This is problematic for a drift-fluid model
which uses a closure on the heat conduction. Note that both
for the LF [73] and the FS limited heat flux models, q∥e,i itself
has two components, driven by the equilibrium and the per-
turbed magnetic fields. In the FS case, it is

q∥e =−κ̃e
∥0T

5/2
e (b0 +b1) ·∇Te = qe0 + qe1. (12)

We have plotted separately in figure 14 the electron radial mag-
netic heat flux due to the heat conduction along the equilibrium
field, Qqe0

mag = q∥e0b1 · er. Close to the separatrix, it is around
ten times larger than the total heat flux, but it is balanced
by Qqe1

mag = q∥e1b1 · er (which is a cubic non-linearity [109]!).
Clearly, electromagnetic fluctuations play a critical role in H-
mode turbulence: not just by stabilising E×B transport as dis-
cussed in section 3.1, but also by causing radial transport them-
selves. However, since it involves the parallel heat conduction,
an exact determination of radial magnetic transport depends on
details of the fluid closure.

Now, let us examine additionally the fluctuation amplitudes
at the OMP in figure 15. They are computed from stand-
ard deviations σ2

f =
⟨
f 2
⟩
t,ϕ

−⟨ f⟩2t,ϕ, averaged toroidally and
in time. All fluctuations are normalised to their mean val-
ues, except for the electrostatic potential φ, which is usu-
ally normalised to the mean electron temperature. We also
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Figure 15. OMP fluctuation amplitudes.

show parallel heat flux and electromagnetic potential fluctu-
ation amplitudes for the discussion of electromagnetic trans-
port. A∥ is additionally multiplied by the reference electron
beta β0 = µ0n0Te0/B2

0 = 5.6× 10−5, just to make it fit on the
same scale as the other fluctuations.

Let us begin by discussing the fluctuations relevant for
E×B transport (solid lines): firstly, they are indeed all small
(few %) deeper in the confined region. This is consistent
with dominant neoclassical transport, but could also be partly
caused by our artificial core boundary. On the other hand,
the fluctuation amplitudes peak at the separatrix, reaching
30%–100%. This shows that turbulent fluctuations are non-
etheless quite significant in the plasma edge, despite not caus-
ing that much transport. The second key observation is actu-
ally something that is not there: GAMs. If we subtract the
toroidal average of the electrostatic potential in the computa-
tion of its fluctuation amplitudes, the result remains the same!
Such a procedure can be used to isolate small-scale turbu-
lence from GAMs, i.e. toroidally (zonally) symmetric fluctu-
ations of the zonal flow. In our past L-mode simulations [60],
indeed, a difference has been observed—but not in H-mode.
This serves to highlight that despite the presence of a zonal
flow, GAMs are absent. As noted in section 4, this might be
because the zonal flow is balanced by asymmetric plasma rota-
tion, avoiding the need for relaxations of the pressure asym-
metry due to zonal flow compression [103]. Next, we note
that ion temperature fluctuations are the smallest: this means
that the ITG mode is insignificant here. This is consistent with
ηi = ∂r lnTi/∂r lnn< 1 [110, 111], as shown in figure 9. The
fact that electrostatic potential, density and electron temperat-
ure fluctuations are comparable is a strong indication for drift-
wave turbulence. At ρpol > 0.99, φ fluctuations become par-
ticularly large though, indicating a possibly stronger impact
of ballooning modes.

Finally, the fluctuations relevant for magnetic transport
(dashed lines) are shown just to highlight that they are
significant. However, we must admit that this situation is not

significantly different from our simulations of L-mode turbu-
lence. For identifying the actual difference, we must rather
examine the correlations between fluctuating quantities [60,
62]. For the mean radial E×B heat flux, we can write⟨
Qe,i
E×B

⟩
=

3
2

⟨
nTe,i
B

∂yφ

⟩
≈ 3

2
⟨Te,i⟩
B

⟨n∂yφ⟩+ 3
2
⟨n⟩
B

⟨Te,i∂yφ⟩ .

(13)

The radial E×B velocity is given by the poloidal electric field
−∂yφ. In the second step, we split the heat flux into a convect-
ive and a conductive component: this is valid when ⟨∂yφ⟩= 0
and triple correlations are negligible. Then, integrating poloid-
ally, we can Fourier transform the quantities, obtaining

˛
Qe,i
E×Bdy≈

3
4π

⟨Te,i⟩y
⟨B⟩y

ˆ
k|ñ||φ̃|sin(αφ̃,ñ)dk

+
3
4π

⟨n⟩y
⟨B⟩y

ˆ
k|T̃e,i||φ̃|sin

(
αφ̃,T̃e,i

)
dk. (14)

The radial turbulent transport is thus given by the product of
the individual Fourier fluctuation amplitudes of the different
quantities times the phase difference between them, αφ̃,ñ(k) =
Imlog(φ̃ñ∗). Even if fluctuations are arbitrarily large, if they
are in phase with each other, they cause on average no trans-
port. Therefore, it is important to also analyse the phase shifts,
which we do in figure 16.

At inner flux surfaces ρpol ⩽ 0.98, we find typical drift-
wave mode structure: all quantities have a phase difference
close to zero [36, 63]. The transport peaks where the phase dis-
tribution is most coherent, around kyρs ≈ 0.5. A phase slightly
above zero means transport radially outward, but it is indeed
small. The reason for the small E×B radial transport is thus
that drift-waves are very stable, due to the efficient adiabatic
coupling between pressure and potential fluctuations, despite
fluctuation amplitudes of up to 10%. So far, this is similar to
our L-mode simulations [60, 63]. But closer to the separatrix,
things change.

At ρpol ⩾ 0.99, we find thatαφ̃,ñ andαφ̃,T̃e,i become centred
around ±π. Quantitatively, this leads to little transport, simil-
arly to α= 0. However, it serves as an indication that there is
a qualitative change in the character of the turbulence [112,
113]. The reason becomes apparent when we also characterise
correlations for the electromagnetic transport

Qe,i
mag ∼ q∥e,ib1 · er =−

q∥e,i
B

∂yA1 ∼−k|q̃∥e,i||Ã1|sin
(
αÃ1,q̃∥e,i

)
.

(15)

Even though the fluctuation amplitudes of the electromag-
netic potential and parallel heat fluxes are not insignificant on
inner flux surfaces, their phases are rather uncorrelated, lead-
ing to little electromagnetic transport. This changes towards
the separatrix: at ρpol ⩾ 0.99, αÃ1,q̃∥e,i

becomes more coher-

ent at kyρs ≈ 0.35, with a value close to π/2 (the peaks in the
spectrum at kyρs > 0.5 lead to no transport due to the low fluc-
tuation amplitudes there). This is why electromagnetic trans-
port becomes substantial. The phase close to π/2 indicates a
ballooning mode, an Alfvén wave destabilised by curvature
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Figure 16. Poloidal phase shift distributions at ρpol = 0.98 (left) and ρpol = 0.9975 (centre) between the electrostatic potential, density and
temperatures, sampled toroidally and in time. On the right are phase shifts between the electromagnetic potential and electron and ion
parallel heat fluxes at ρpol = 0.9975.

[75]. These are neither resistive electrostatic nor ideal balloon-
ing. Often they are referred to as kinetic ballooning modes
(KBMs), a kinetic extension of ideal MHD ballooning [114,
115], whereby the main effect is a diamagnetic modification
[33] which is captured by our two-fluid model. The presence
of KBMs in H-mode pedestals has been predicted previously
by local models [30], it is even an integral part of the EPED
pedestal stability model [29]. We observe it most clearly in
the very vicinity of the separatrix. However, we must note that
this observation is not unconditional: so clearly, we only find
this mode in our highest resolution FS simulation. As indic-
ated above, electromagnetic fluctuations involve the conduct-
ive parallel heat flux q∥e,i, on which we apply a closure in our
drift-fluid model. Indeed, the mode is less clearly pronounced
(less coherent) in lower resolution (also LF) simulations. Thus,
even higher resolution and ideally gyrokinetic simulations are
required for a more definitive analysis.

We can do one more thing to corroborate the observation
of KBMs in our simulations: transform the ky spectrum also
in time. The procedure, including the removal of the Doppler
shift due to themeanE×B rotation, is described inmore detail
by Ulbl et al in [62]. The resulting power spectrum of the vec-
tor potential fluctuations |Â1(ky,ω)|2 at ρpol = 0.9975 is dis-
played in figure 17.

The dominant mode is found at kyρs ≈ 0.35 (m= 314 and
n= 71 with q≈ 4.4), as indicated by the first, vertical, dashed,
white line. The second line indicates the presence of a lower
amplitude, higher harmonic. We can compare the spectrum
with analytical dispersion relations. The yellow dashed line
describes the (collisionless) gyrokinetic KBM in the flux-tube
limit [33]. The mode observed here has approximately four
times higher frequency than that, but as Zocco et al [33]
point out, geometry can substantially modify the flux-tube dis-
persion relation, which is not exactly applicable to a mode
localised right at the separatrix. Also collisionality (resistiv-
ity), E×B shear and other model differences can lead to
discrepancies. The main finding is that the dominant mode
propagates in the ion diamagnetic direction with a frequency
of 5–10MHz. This excludes micro-tearing (MTM) modes,
which would propagate in the electron direction. Further evid-
ence is provided by the observations that (1) the electro-
static heat flux is QES ∼ QEM and (2) the mode is MHD-like
since the normalised parallel electric field Ê|| =

´
| − ∂zϕ1 +

∂tA1|dz/(
´
|∂zϕ1|dz+

´
|∂tA1|dz)≲ 0.1 is small [31]. Here z

denotes the coordinate along the magnetic field. To check for
the possibility of resistive ballooning modes, we compared
the dispersion relation of resistive fluid modes given in the
appendix B of Kotschenreuther et al [35]. Figure 17 contains
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Figure 17. Temporal and poloidal Fourier power spectrum of
magnetic potential A1 fluctuations at ρpol = 0.9975. The top axis
shows the corresponding poloidal mode number. The cyan line is
the same as yellow but scaled by a constant factor of 3.7.

one of these dispersion relations in red. We find that for dif-
ferent resistive modes, the frequencies are in a similar order of
magnitude, much lower than the analytical KBM and the dom-
inant mode found in the spectrum. Together, these different
observations provide strong evidence that the observed mode
is a KBM.

A fundamental property of the KBM is a threshold in the
beta βe = 2µ0nTe/B2 [116]: above a critical value the mode
is found to be linearly unstable [117]. While the radial local-
isation of the mode at ρpol ≈ 0.997 means that plasma pres-
sure and beta are generally small, this does not universally
rule out the possible growth of a KBM. Using a local estim-
ation in sheared geometry, the MHD ideal ballooning limit is
βMHD
crit = 0.6ŝ/

[
q2(2wn+wT,i +wT,e)

]
, where ŝ= r(∂q/∂r)/q

is the normalised shear and wg =−R0(∂g/∂r)/g with g ∈
{n,Ti,Te} are normalised gradients [116].We find a local min-
imum of this quantity at around ρpol ≈ 0.995. With nominal
values of q≈ 4.1, ŝ≈ 15.2, wn ≈ 130, wT,i ≈ 192, wT,e ≈ 104,
this results in βMHD

crit ≈ 0.1%. At this location, β ≈ 0.07%,
which is approximately 25% below the ideal limit. Previous
studies have found the KBM threshold typically below the
ideal limit in similar orders ofmagnitude as reported here [116,
118]. Further inside, at ρpol < 0.993, E×B shear seems to pre-
vent the KBM from growing [119], explaining its localisation
close to the separatrix where ∂rEr ≈ 0.

Figure 17 additionally reveals the presence of a low amp-
litude, low frequency mode close to the ITG dispersion rela-
tion (green line) [120], seen just like this also in the |φ(ky,ω)|2
spectrum. Indeed, the phase shift diagnostics (figure 16 centre
column) show a gap between 0.4≲ kyρs ≲ 0.6where the phase
shifts are qualitatively different but overshadowed by the dom-
inating KBM in the plot. In this gap, density phase shifts are
close to 0, while temperature phase shifts tend to be closer
to π/2, typical for ITG. The corresponding fluctuation amp-
litudes are rather small, and the transport caused by this mode

is insignificant. Thus, consistently with ηi reaching 1 just at the
separatrix (figure 9), there is indeed a subdominant ITGmode.

In summary, we find an interesting composition of trans-
port channels in our H-mode simulations. Overall, turbulence
is mostly of drift-Alfvén type, which is why E×B transport is
actually rather low. In the upper part of the pedestal, transport
is mostly neoclassical through the diamagnetic (curvature and
∇B) drift. At the pedestal foot, on the other hand, electromag-
netic transport becomes critical in the form of KBMs. Thus,
magnetic fluctuations play a critical role both in stabilising
E×B transport, as well as driving magnetic transport them-
selves. The latter could become even more important in other
H-mode scenarios, such as the small-ELM quasi-continuous
exhaust (QCE) regime [121] and the no-ELM enhanced Dα

(EDA) regime [122].

6. Conclusions

First global turbulence simulations have been carried out
across the edge and SOL of the ASDEX Upgrade tokamak in
(ITER baseline like) attached H-mode conditions, in an inter-
ELM phase. Away from the inner (core) boundary of the sim-
ulations, the background profiles are evolved self-consistently
together with and according to radial turbulent and neoclas-
sical transport, allowing predictions for transport across the
separatrix. The results have been compared to experimental
measurements of OMP profiles: a satisfactory agreement is
obtained for the plasma density, electron and ion temperature,
as well as the radial electric field.

The total heat transport is somewhat underpredicted: exper-
imentally, 3.1MWof turbulent and neoclassical transport have
been expected (balancing heating power and losses due to radi-
ation and ELMs), while 2MW were found in the highest res-
olution simulation. For this validation, to obtain faster satura-
tion times, the simulationswere adaptively flux driven tomain-
tain prescribed density and temperature at the core boundary:
a better match with the experiment might be obtainable just by
modifying the boundary conditions within experimental error
bars. We also have not exploited the freedom to adjust trans-
port levels with FS fractions (see equation (4)) as in [47, 63,
76, 77]. This could be further explored in future. For now,
we consider such an agreement with the experiment satisfact-
ory, considering that a drift-fluid model has been used. To
build confidence in the results, we have carried out resolution
scans within computational feasibility. We have analysed in
more detail the composition of the radial electric field. And
we determined the character of the radial transport: our turbu-
lence is of drift-Alfvén type in the upper part of the pedestal,
but most transport is neoclassical. At the pedestal foot, on the
other hand, turbulence is strongly electromagnetic, with clear
KBM characteristics.

For the radial electric field, the picture is qualitatively sim-
ilar to our previous L-mode simulations [23]: in the (mid-)
SOL, it is predominantly determined by sheath boundary con-
ditions. The neutral gas cooling of the divertor is thus import-
ant for keeping shear flows and simulations overall stable. In
the confined region, the radial electric fieldmostly balances the
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diamagnetic compression and is proportional to the ion pres-
sure gradient. At higher resolution and at ρpol ⩾ 0.99, Er is
even nearly exactly equal to ∂rpi/en, consistently with exper-
imental findings on ASDEX Upgrade [20, 85]. However, we
argue that this is not due to the absence of any flows, but rather
because the zonal flow balances neoclassical poloidal and tor-
oidal rotation. In L-mode simulations, the zonal flow instead
led to a perturbation of the pressure gradient [23]. This differ-
ence could be the reason whyGAMs [103, 123] were observed
in L-mode, but not in H-mode. On the other hand, at lower
resolution and with the LF closure, more pronounced zonal
flow oscillations inside the Er well are found, similar to obser-
vations at JET [107]. The exact amplitude of the zonal flow
depends on numerical resolution and physical model details.
As a caveat, we stress that our current simulations employ
the long-wavelength polarisation limit and insulating sheath
boundary conditions. Nonetheless, it can be stated that some
amount of zonal flows seems to survive even in H-mode con-
ditions, albeit it is smaller than the ion pressure gradient part.

We stress the improvements of our drift-fluid model that
have been necessary to obtain current results. These are first
and foremost electromagnetic extensions of the code [63]. The
inclusion of electromagnetic induction in Ohm’s law [48] was
necessary because the propagation of the parallel current on
larger scales is determined by Alfvén waves [36]. This is not
only important in terms of physics, but it also improves the
code performance [53, 75, 87, 88]—otherwise, realistic toka-
mak simulations were not feasible. In this work, we stress
that besides magnetic induction, particularly in H-mode, it is
also critical to include magnetic flutter: it has a stabilising
effect on drift-waves by making them more adiabatic [36]. In
L-mode conditions [63], we were finding flutter stabilisation
factors of around 2, within the uncertainty introduced by the
fluid closure. However, in the higher beta H-mode conditions,
the stabilisation factor is close to two orders of magnitude:
without magnetic flutter, we observed utterly unrealistic tur-
bulent transport (>100MW). Finally, we stress a particular
challenge when magnetic flutter is included in global (‘full-f ’)
turbulence models: the treatment of the background Shafranov
shift [63–68]. Due to the need for field-alignment, dynamic
magnetic field fluctuations must be small. However, since we
evolve the full plasma pressure, our parallel current includes
the background Pfirsch–Schlüter current, which leads to the
Shafranov shift. Such a large-scale, quasi-stationary magnetic
field shift has to be included in the fixed background magnetic
equilibrium, and subtracted from magnetic flutter. We have
presented our current solution to this, but we also stress the
need for further improvements.

The second set of critical model improvements involves
the correction of the collisional Braginskii closure for regimes
of low collisionality. In particular, terms which diverge as
nTν−1 ∼ T5/2 must be limited. For the parallel heat conduc-
tion, an often employedmethod is limiting the heat flux to a FS
fraction [25, 74–77]. This method is simple and effective, but it
introduces the FS fraction fFSe,i as a free parameter. Recently, a
LF model [69–72] has been implemented in GRILLIX [73].
Here, we show that despite the significantly different (non-
local) form of the heat flux, for the turbulent transport, results

are very similar between the LF and FS models with fFSe,i = 1.
A possible reason is that H-mode collisionality is not too low
(ν ∼ 1) due to the high density. The largest impact of the LF
model is on the radial electric field, similar as in our previ-
ous L-mode simulations [73], which is likely due to the non-
locality (see section 3.3). Besides parallel heat conduction, in
drift-fluid models, also (ion) viscosity requires limitation. It
represents thermal anisotropy which is not explicitly included
in our model. The ion viscosity is important for the regulation
of poloidal and toroidal rotation. Most importantly, with the
Braginskii closure, the damping of flows is too strong at low
collisionality, resulting in large poloidal asymmetries. A rem-
edy is found by adjusting the viscosity coefficient according
to neoclassical theory [78–80]: the neoclassical flow viscos-
ity scales like η ∼ ν−1

∗ only in the collisional limit. It has no
collisionality dependence (η ∼ ν0∗) in the plateau regime ε= 0,
and it becomes η ∼ ν∗ in the banana regime. Additionally to
flow viscosity, we also include heat viscosity, which induces
additional poloidal rotation and yields a more realistic radial
electric field.

The characterisation of radial transport helps to understand
to what extent drift-fluid models can capture H-mode tur-
bulence, putting our work into perspective with established
(mostly local) gyrokinetic studies of the plasma edge [30–
32, 34, 35, 37, 39, 40]. One key finding is that in the upper
half of the pedestal, in these simulations, E×B transport is
small. Diamagnetic (neoclassical) transport dominates, pos-
sibly enhanced by turbulence. Turbulent fluctuations of a few
percent persist (they increase to up to 100% towards the sep-
aratrix), but they are mostly in phase with each other and
cause little transport, corresponding to a very stable drift-wave
regime. The ITGmode is insignificant due to ηi < 1. Naturally,
the pedestal top has the lowest collisionality (ν∗e ≈ 1), so ion-
scale gyrokinetics is expected to play the largest role there,
in particular due to collisional trapped electron modes. Also
electron scale (ETG) turbulence may be important [31, 35,
37, 39]. Note that multi-scale simulations would increase the
computational cost of global simulations by at least another
factor mi/me ≈ 4000, so it is of great interest to construct
and use reduced ETG models instead. We stress that H-mode
turbulence is strongly electromagnetic. On one hand, mag-
netic fluctuations (flutter) have a strongly stabilising effect on
drift-wave turbulence. But on the other hand, they cause some
amount of transport themselves. In particular, just inside the
separatrix, we find clearly the signature of the KBM. This is
another reason to continue these studies with gyrokinetic mod-
els: magnetic heat transport is largely caused by parallel heat
conduction along the perturbed radial magnetic field, which
is the highest fluid moment that we currently apply a clos-
ure on. The freedom to adjust transport levels with FS frac-
tions (4) as in [47, 63, 76, 77] was not exploited because fFSe,i =
1 matches rather well the LF closure results. However, our
current model only captures linear, parallel Landau damping
[69], and results may vary if toroidal effects [124] and higher
dynamic fluid moments [94] were included. Also heat aniso-
tropy is expected to be important. Note that there can be other
reasons for insufficient radial transport in our simulations
than gyrokinetics. It is possible that extending the simulation

18



Nucl. Fusion 64 (2024) 106066 W. Zholobenko et al

domain towards the core (e.g. to ρpol = 0.8) could increase
the transport. Including current gradient driven peeling modes
[9, 42] could be important. ELMs might not only cause mag-
netic transport themselves, but also trigger an increased turbu-
lence activity [41], which would require to study the interac-
tion between turbulence and larger scaleMHD events. It is also
possible that including impurities would modify the transport
level [125], despite the low Zeff < 1.5.

Despite the significant motivation to study edge-SOL tur-
bulence gyrokinetically, we conclude that H-mode conditions
can be simulated reasonably well also with a transcollisional
drift-fluid model. This is important due to the high computa-
tional cost of gyrokinetics at high collisionality [126], which
is found in detached divertor conditions that are mandatory
for a fusion reactor: while collisionality is roughly between 1
and 10 at the OMP separatrix (see figure 9), it can be >104

in the divertor. Thus, we suggest that fluid models can be
employed for such conditions. Of particular interest are core-
edge-divertor integrated regimes which combine good con-
finement, absence of ELM transients and manageable heat
exhaust [10]. Among these is the QCE regime [121], which
has a particularly large SOL width and is obtained at high
outer edge collisionality, and the X-point radiator regime [11],
which is obtained with feedback-control of full detachment,
reliably avoids ELMs and may allow for a compact radiative
divertor [127]. These reactor attractive regimes are of prime
interest for our future studies. With further code performance
optimisations [53], such simulations could help to extrapolate
these regimes to ITER and DEMO fusion reactors.
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Appendix A. Global drift-reduced Braginskii
equations with transcollisional extensions

The physical model in GRILLIX is based on global drift-
reduced Braginskii equations [23, 58, 59, 98]. The model is
fully electromagnetic [48, 63]. Fluid closure terms which are
anti-proportional to the collisionality, viscosity and heat con-
duction, and thus diverge at vanishing collisionality, have been
extended: the ion viscosity includes neoclassical corrections
[78–80], and the heat conduction is approximated with a
Landau-fluid closure [69–73]. Since the plasma background
is evolved together with turbulent fluctuations, it must be
maintained by realistic sources. To this end, the plasma
is coupled to a diffusive neutral gas model [47]. It has
now been extended to a three-moment model [128, 129],
evolving the neutral gas density, parallel momentum and pres-
sure. However, this extension is not critical to the present
manuscript, and thus will be detailed elsewhere. The full
set of plasma equations in normalised form is summarised
below.

In the following, time scales are normalised to R0/cs0, with
R0 themajor radius. cs0 =

√
Te0/mi is the sound speed at refer-

ence electron temperature Te0 and ion mass mi. Perpendicular
scales are normalised to the sound Larmor radius ρs0 =√
Te0mi/(eB0) (in SI units) and parallel scales to R0. The

dynamical fields evolved in GRILLIX are the plasma dens-
ity n normalised to a reference density n0, the electrostatic
potential φ normalised to Te0/e, the parallel ion velocity u∥
normalised to cs0, the electron and ion temperatures Te and Ti
normalised to reference values Te0 respectively Ti0, the paral-
lel current j∥ normalised to en0cs0, and the parallel component
of the perturbed electromagnetic potential A∥ normalised to
β0B0ρs0 with β0 = µ0n0Te0/B2

0 and the vacuum permeability
µ0.

With this normalisation, the system is determined by 9
dimensionless parameters. The four collisionless parameters
are the drift scale δ0 = R0/ρs0, dynamical plasma beta β0 =
µ0n0Te0/B2

0, and electron to ion mass and temperature ratios
µ= me/mi respectively ζ = Ti0/Te0. For the collisional para-
meters, we require τe0 and τi0: the electron respectively ion col-
lision times [58] evaluated at reference temperature and dens-
ity and normalised to R0/cs0. Then, the remaining five dimen-
sionless collisional parameters of the system are the electron
collisionality νe0 = 1/τe0, normalised parallel resistivity η∥0 =
0.51µνe0, normalised parallel electron and ion heat conductiv-
ities κe

∥0 = 3.15τe0/µ respectively κi
∥0 = 3.9τi0ζ, and normal-

ised ion viscosity ηi0 = 0.96τi0.
The six dynamical equations for the plasma read
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d
dt
n= nC(φ)−C(pe)+∇·

[(
j∥ − nu∥

)
b
]
+Dn+ Sn, (16)

∇·
[
n
B2

(
d
dt

+ u∥∇∥

)(
∇⊥φ + ζ

∇⊥pi
n

)]
=−C(pe + ζpi)+∇·

(
j∥b
)
− ζ

6
C(G)+DΩ + SΩ, (17)(

d
dt

+ u∥∇∥

)
u∥ =−

∇∥ (pe + ζpi)

n
+ ζTiC

(
u∥
)
− 2

3
ζ
B3/2

n
∇∥

G

B3/2
+Du∥ + Su∥ , (18)

∂

∂t
Ψm+µ

(
vE ·∇+ v∥∇∥

) j∥
n
+

(
η∥0

T3/2e

)
j∥ =−∇∥φ +

∇∥pe
n

+ 0.71∇∥Te +DΨm , (19)

3
2

(
d
dt

+ v∥∇∥

)
Te = TeC(φ)− Te

n
C(pe)−

5
2
TeC(Te)−Te∇·

(
v∥b
)
+ 0.71

Te
n
∇·
(
bj∥
)

− 1
n
∇·
(
q∥eb

)
− 3νe0µ

(
n

T3/2e

)
(Te − ζTi )+

(
η∥0

T3/2e

) j2∥
n
+

3
2
(DTe + STe) , (20)

3
2

(
d
dt

+ u∥∇∥

)
Ti = TiC(φ)− Ti

n
C(pe)+

5
2
ζTiC(Ti)−Ti∇·

(
u∥b
)
+
Ti
n
∇·
(
j∥b
)

− 1
n
∇·
(
q∥ib

)
+ 3νe0µ

(
n

T3/2e

)(
1
ζ
Te −Ti

)
+

1
3η̂flow

1

nT5/2i

G2
flow +

3
2
(DTi + STi) . (21)

They are supplemented by Ampere’s law for the par-
allel current, ∇2

⊥A∥ =−j∥, and the following defini-
tions: the advective derivative is d

dt =
∂
∂t + vE ·∇, with

vE = δ0
B (b0 ×∇φ), and the curvature operator is C( f) =

−δ0
(
∇× B0

B2

)
·∇f. The parallel electron velocity is v∥ =

u∥ − j∥/n, the electron and ion pressures are pe = nTe
respectively pi = nTi, the generalised vorticity is Ω=
∇· [ nB2 (∇⊥φ+ ζ∇⊥pi

n )] and the generalised electromag-

netic potential is Ψm = β0A∥ +µ
j∥
n . The magnetic field unit

vector contains both the equilibrium component and the
turbulence-induced perturbation from A1, b= b0 +b1, with
b1 =

β0
B ∇× (A1b0)≈ β0

B ∇A1 ×b0. We made sure that the
latter approximation in the implementation, which is typically
used in literature [41, 61, 66, 77, 130], has indeed no influ-
ence on our results, although it formally breaks ∇·B= 0.
The parallel gradient is then defined as ∇∥ = b ·∇. For
the divergence, we approximate ∇· ( fb1)≈ b1 ·∇f, but we
keep ∇· ( fb0) = B0 ·∇( f/B). For numerical performance,
A1 should be a purely fluctuating quantity, while all sta-
tionary background components should be contained in the
equilibrium magnetic field b0. The discretisation of the equi-
librium operators b0 ·∇f and ∇· ( fb0) is done in a locally
field-aligned manner, by field line tracing within the FCI
framework [49–53]. However, our global model evolves not
just the fluctuations of the plasma pressure, but also the back-
ground. Therefore, A∥ contains not only fluctuations, but also
the Pfirsch–Schlüter current. Since the latter is already con-
tained in b0, it is subtracted via A1 = A∥ −⟨A∥⟩φ,t, with the
brackets indicating a toroidal and time average. More details
on b1 can be found in [63] and section 3.2.

Next, we define the (normalised) ion viscous stress function
G as

G=− η̂flowT
5/2
i

[
2

B3/2
∇·
(
u∥B

3/2b
)
− 1

2
C(φ)− ζ

2n
C(pi)

]
− η̂heatT

5/2
i

[
2

nTiB3/2
∇·
(
q∥iB

3/2b
)
− 5ζ

4
C(Ti)

]
.

(22)

The form of the flow viscosity is the same as the pure drift-
reduced Braginskii expression [23]. Neoclassical extensions
[78–80] enter here in two ways: firstly, the second row intro-
duces the heat viscosity, i.e. a viscous force due to the parallel
and diamagnetic heat fluxes. Secondly, while the Braginskii
viscosity coefficient ηi0 = 0.96τi0 is simply proportional to the
collision time and thus diverges at vanishing collisionality, the
neoclassical corrections modify it to

η̂flow = ηi0
1

1+ ν−1
∗

1

1+ ϵ−3/2ν−1
∗

and

η̂heat =
0.75
0.96

8
15

(
kT− 1

)
η̂flow. (23)

Here, ϵ= a/R is the inverse aspect ratio. The ion collisionality
normalised to the bounce frequency is defined as

ν∗ =
0.96q95√
2ζηi0ϵ3/2

n

T2i
. (24)
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The safety factor q95 ≈ 4 and ϵ≈ 0.3, typical for AUG, are
taken as constant in this work. Finally, we have

kT =
−0.17+ 1.05

√
ν∗
√
2+ 2.7

(
ν∗
√
2
)2

ϵ3

1+ 0.7
√
ν∗
√
2+

(
ν∗
√
2
)2

ϵ3
. (25)

The precise form of this ion viscosity is taken from the SOLPS
code [80], whereby we found useful the coordinate-free multi-
species representation in [99]. We remark that for technical
reasons, only the flow viscosity part is currently included in the
ion temperature equation, with which we checked that it has
no effect anyways. The main effect of the modified viscosity
coefficient is that it scales like η ∼ ν−1

∗ in the collisional limit,
like η ∼ ν0∗ in the plateau regime ϵ= 0, and like η ∼ ν∗ in the
banana regime.

It remains to define the conductive heat flux q∥e,i. With
the Landau-fluid model, using the fast non-Fourier method
developed by Dimits et al [96], it is q∥e,i =

∑
l q

LF
∥e,i,l, determ-

ined by a set of elliptic equations along the magnetic field,

((√
µδe

τe0

n
T2e

βl

)2

b0 −b0 ·∇∇

)
· qLF∥e,lb0

=−δeαl
τe0

√
8
π

n2√
Te

∇∥ logTe, (26)((
δi

τi0
√
ζ

n

T2i
βl

)2

b0 −b0 ·∇∇

)
· qLF∥i,lb0

=−δiαl
τi0

√
8
π

n2√
Ti
∇∥ logTi. (27)

In this work, we use l ∈ (1,7), with the coefficients αl and
βl defined in [71], δe = 0.5 and δi = 0.41. Details about the
model can be found in [69–72], and specifically about the
implementation in GRILLIX in [73]. This system of equations
poses a stiff 3D elliptic problem, which we solve with the same
iterative Krylov methods as previously the Braginskii (or free-
streaming-limited) heat conduction [123]. Importantly, mag-
netic flutter is included on the right-hand side of the equation
as well as in the parallel divergence of the heat flux in the tem-
perature equations (20) and (21), but not on the left-hand side,
as justified in [73].

Alternatively, as justified in section 3.3 and mostly used
throughout this work, the free-streaming-limited heat flux [25,
74–77] has the form of Fick’s law q∥e,i =−κ̃e,i

∥0T
5/2
e,i ∇∥Te,i

with the limited heat conductivities

κ̃e
∥0 = κe

∥0

(
1+

κe
∥0
√
µ

fFSe

T2e
nq95

)−1

and

κ̃i
∥0 = κi

∥0

(
1+

κi
∥0

fFSi
√
ζ

T2i
nq95

)−1

. (28)

The S terms are source functions. They include both the
particle and energy sources at the core boundary of the simula-
tions, as well as neutral particle interaction terms. For numer-
ical reasons, respectively in order to cut the turbulent spec-
trum, a dissipation is added to all equations of the form

Df = νf⊥∇2N
⊥ f + νf∥∇·

(
b0∇∥0 f

)
+∇· (νf,buffer∇⊥ f) , (29)

with constants νf⊥, νf∥ for every field. νf,buffer is zero in most
of the domain, but is high in the last few grid points towards
the radial boundaries. For hyperviscosity, N= 3 is chosen.

Finally, boundary conditions are required to close the sys-
tem. At the inner and outer limiting flux surfaces, the following
homogeneous boundary conditions are applied

∂ρn= 0, ∂ρTe,i = 0, ∂ρu∥ = 0, Ω= 0, A∥ = 0, ∂ρj∥ = 0,

(30)
to prevent particles and energy fluxes through the boundary.
For the potential, the sheath boundary condition ϕ|ρmax

= ΛTe
is applied at the outer wall boundary. At the inner (core)
boundary ρmin, the zonal homogeneous Neumann boundary
condition ∂ρ ⟨φ⟩θ = 0 and φ = ⟨φ⟩θ is applied, which allows
the potential to float but prevents net E×B flux through that
boundary.

At the divertor, insulating sheath boundary conditions are
applied,

u∥ ≷
√
Te + ζTi, j∥ = 0, φ = ΛTe, ∇∥n= 0, ∇∥Ω= 0, (31)

∇∥Te = 0, ∇∥Ti = 0, qLF∥e,i =±γe,inTe,i
√
Te+ ζTi,

(32)

where Λ = 2.69, γe = 1 and γi = 0.1, implemented with
the volume penalisation method [48, 73]. In the free-
streaming model, the heat flux boundary condition
has to be set on the temperature gradient, ∇∥Te,i =

±γe,inTe,i
√
Te+ ζTi/(−κ̃e,i

∥0T
5/2
e,i ). We have tested that neither

setting ∇∥j∥ = 0 as in [57] nor drift-corrections to u∥ made a
significant difference in the present work, likely due to pen-
alisation. Implementing better (conducting sheath) boundary
conditions, especially forφ, remains a challenge for FCI codes
[53, 131].

Appendix B. Resolution scan: OMP profiles

Numerical convergence results are presented in figure 18 for
outboard-midplane profiles of plasma density, electron and ion
temperature, and the radial electric field. The differences are
mostly within experimental error bars. For Er, the largest devi-
ation is for 16/1.0 (ntor / h/ρs0), which disappears again for
32/1.0, indicating that both poloidal and toroidal resolution
need to be increased. The most significant deviations are for
the plasma density, where a higher resolution yields results
closer to the experiment.

Most simulations have been performed with the cheaper
free-streaming-limited parallel heat flux model (FS). For the
lower resolution 16/1.9, results have also been obtained with
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Figure 18. Comparison of OMP profiles for simulations with varying resolution. In the legend, the first column corresponds to the toroidal
resolution ntor, and the second column to the poloidal resolution h/ρs0. For the lower resolution case 16/1.9, also a comparison with a
Landau-fluid simulation is given (all others are with the free-streaming-limited parallel heat conduction).

the Landau-fluid model (LF, see section 3.3 and appendix A).
LF and FS are not significantly different, except that for Er the
LF result is slightly closer to the experiment. This is similar
to our previous L-mode observations [73]. A possible explan-
ation is given in section 3.3.
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