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A Dynamic Calibration Framework for the
Event-frame Stereo Camera System
Rui Hu1, Jürgen Kogler2, Margrit Gelautz2, Min Lin1, and Yuanqing Xia3

Abstract—The fusion of event cameras and conventional frame
cameras is a novel research field, and a stereo structure consisting
of an event camera and a frame camera can incorporate the
advantages of both. This paper develops a dynamic calibration
framework for the event-frame stereo camera system. In this
framework, the first step is to complete the initial detection on a
circle-grid calibration pattern, and a sliding-window time match-
ing method is proposed to match the event-frame pairs. Then, a
refining method is devised for two cameras to get the accurate
information of the pattern. Particularly, for the event camera, a
patch-size motion compensation method with high computational
efficiency is designed to achieve time synchronization for two
cameras and fit circles in an image of warped events. Finally, the
pose between two cameras is globally optimized by constructing
a pose-landmark graph with two types of edges. The proposed
calibration framework has the advantages of high real-time
performance and easy deployment, and its effectiveness is verified
by experiments based on self-recorded datasets. The code of this
paper is released at: http://github.com/rayhu95/EFSC calib.

Index Terms—Calibration and Identification; Sensor Fusion;
Event Cameras; Event-frame Stereo Camera System

I. INTRODUCTION

EVENT cameras are novel bio-inspired silicon retina cam-
eras which are attracting the attention of researchers

over the past dozen years [1]. They have been applied in
robotic localization [2]–[4], object recognition [5], [6], vehicle
detection [7] and various computer vision fields. Each pixel
of event cameras can independently detect brightness changes
with high temporal resolution (µs) and then a stream of events
is output asynchronously. This way is completely different
from conventional frame cameras, which are the dominant
cameras in the field of computer vision, capturing images at a
fixed rate (e.g. 30 fps). These two types of cameras are com-
plementary in different movement scenarios and data types.
Event cameras have great potential at high-speed challenging
scenarios, while having no response to stationary objects.
In contrast, frame cameras may cause motion blur due to
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automatic exposure when fast movements occur inside their
views [1], but work well in low speed or stationary scenarios.
In terms of data types, the data acquired by frame cameras
can hold rich image details that are not available with event
cameras, while the event stream generated by event cameras
can provide additional event information between frames.

By fusing the two types of cameras, their respective ad-
vantages can be fully utilized to enhance the adaptability to
different motion scenarios and the informativeness of the data,
thus better adapting to challenging applications, such as robust
localization under fast motion [3], [4], and object detection in
challenging environments [6]. The most commonly used struc-
ture is the event-frame stereo camera (EFSC) structure, which
takes inspiration from traditional stereo vision structure [8],
[9]. In this structure, an event camera and a frame camera are
mounted on two viewpoints to observe the same scene with
a baseline connected to each other. However, the calibration
of such a system is still an open field, and this paper aims to
address this problem.

Different from the traditional stereo calibration, the cali-
bration of the EFSC system mainly faces the following two
challenges. The first one is the fusion of different types of data
from two cameras, especially in terms of time synchronization.
The second one is the need for a dynamic calibration. The dy-
namic calibration here refers to matching each image with the
event segment of the corresponding scene in the event stream
by dynamically changing the relative positions of the EFSC
system and the calibration pattern. It is worth mentioning that
the event segment corresponding to an image is typically small
and provides very limited information, so a larger-sized event
segment is taken to aggregate information. To address these
challenges, this paper utilizes the estimated motion parameters
and the event segments to aggregate the information from the
event stream into the timestamps of the frame-images. Further,
the accurate information about the calibration pattern is ex-
tracted to construct a graph optimization for calibration. In this
way, a novel dynamic calibration framework is developed for
the EFSC system using a circle-grid pattern. The contributions
of this paper are listed as follows.
• To the best of the authors’ knowledge, it is the first easy-

to-use open-source framework to perform the dynamic
calibration of the EFSC system just by moving it in front
of the circle-grid pattern.

• A sliding-window time matching method is designed to
provide an initial match for the frame-images within the
window and the corresponding event segments. This lays
the foundation for dynamic calibration.

• A patch-size motion compensation method is devised to

This article has been accepted for publication in IEEE Robotics and Automation Letters. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/LRA.2024.3491426

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: TU Wien Bibliothek. Downloaded on November 05,2024 at 14:02:15 UTC from IEEE Xplore.  Restrictions apply. 



2 IEEE ROBOTICS AND AUTOMATION LETTERS. PREPRINT VERSION. ACCEPTED OCTOBER, 2024

estimate the accurate pattern information for calibration
in an efficient way. During this process, only the pattern-
related events are preserved and aggregated to the times-
tamp of the frame-image to achieve time synchronization.

• A pose-landmark graph optimization problem is con-
structed to prevent the error propagation and estimate the
pose between two cameras. The results on the designed
experiments indicate the effectiveness of the proposed
calibration framework.

The rest of the paper is organized as follows. Section II
reviews the related work. Section III then presents the method-
ology of the proposed framework. Detailed experiments are
demonstrated in Section IV. Section V concludes the paper.

II. RELATED WORK

A. Methods for event monocular calibration
The current calibration methods [10]–[13] for event cameras

are obtaining the camera parameter matrix using a blinking
LED pattern or a blinking pattern on the computer screen, but
require an additional blinking device. Instead, the calibration
method in [14] uses neural-network-based image reconstruc-
tion for events, and performs calibration under the standard
frame calibration framework. Nevertheless, the reconstructed
images from events may introduce issues like lack of edge
sharpness or artificial noise, which can impair the calibration
process [15].

Further, there are other event monocular calibration methods
that extract features of the circle-grid calibration pattern direct-
ly from the event stream. E-calib [15] proposes an efficient
reweighted least squares method for feature extraction of the
calibration pattern circles. The monocular calibration method
in [16] introduces the concept of dynamic calibration for event
cameras, and the idea of dynamic calibration inspires the work
of this paper. It extracts the circle features from events, and
estimates a continuous-time trajectory for the optimization. It
is worth mentioning that the methods above only consider the
monocular event camera calibration.

B. Event-frame stereo calibration
Traditional stereo calibration for frame cameras is the pro-

cess that first detects features from images and then determines
the intrinsic and extrinsic parameters of two cameras [8].
Different from the traditional stereo calibration, the calibration
of EFSC structure is a novel area of ongoing exploration.
EF-calib [17] designs a new calibration pattern that combines
circles and checkerboard crosspoints. It proposes a spatiotem-
poral calibration method that accounts for deformed circle
features of events and generates a piece-wise trajectory to
facilitate data alignment with the frame camera. Considering
that crosspoints inside circles may introduce additional noise
events, we follow the general convention of using a pure circle-
grid pattern [15], [16] in our paper. During calibration, fewer
events are triggered by the edges on the pattern circle that are
parallel to the motion [1]. So this paper proposes to extract
the edge points which trigger more events to perform the
calibration. The idea of utilizing the edge information of the
pattern circle comes from an edge-based stereo algorithm for
disparity estimation in [18].
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Fig. 1. The calibration diagram for the EFSC system.

C. Time synchronization

In the EFSC structure, each camera generates data at its
own frequency aligned with an inner clock. Some cameras
carry out time synchronization via hardware interfaces with
synchronization pulses [14], but such interface may not be
available for all the camera devices. In contrast, time synchro-
nization using software is easier to implement, which is also
adopted by the proposed framework. Specifically, instead of
transmitting synchronization pulses, the time synchronization
of this paper loads the data with the inner timestamps into the
same software environment1, and performs the data alignment
of the event and frame cameras. We noted that the motion
compensation methods [19]–[21] can warp a period of events
into a reference timestamp to form a sharp image. By drawing
on this method, this paper sets the reference time to the
timestamp of the frame-image, so that both cameras observe
the calibration pattern at the same time, thus achieving time
synchronization of the EFSC structure.

III. METHODOLOGY

The calibration diagram of the EFSC system is shown in
Fig. 1, which includes four threads to process data in parallel.
First, the event thread receives the event stream in the form
of packets E, and detects each event packet to identify the
event-slice which contains the detectable calibration pattern.
Meanwhile, the frame thread examines whether each incoming
frame-image has a detectable pattern, and matches the de-
tectable ones within the sliding-window to the event-slices.
Each matched event-slice is then expanded into a larger-
sized event segment. Next, the pair thread refines the data
to get the accurate pattern circles and carries out the time
synchronization for two cameras. Finally, the calibration thread
constructs a pose-landmark graph and gets the calibration
results based on the graph optimization.

A. Event stream

The event stream is generated asynchronously at different
pixels with microsecond (µs) resolution. The k-th event in
the event stream {ek} is denoted as ek = {xk, pk, tk}, where
xk = (uk, vk)> represents the pixel position at the camera
plane, the polarity pk = {+1,−1} indicates an increase or
decrease in brightness, and tk is the high-resolution timestamp.

1The booting timestamps of both cameras are recorded by the same software
environment so that their inner timestamps are converted to the same time axis.
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Fig. 2. The sliding-window time matching method. The current sliding-
window contains 5 frame-images and 15 event-slices, and the frame-image
f3 is matched at the current round.

The event camera naturally responds to edge information
in the scenarios, thus the events generated by the edges
constitute the main component of the event stream. Therefore,
the non-pattern edge-triggered events and wrongly-triggered
noisy events should be filtered out before calibration.

B. Detecting the calibration pattern

The calibration framework starts by detecting the pattern
information from the event stream and the frame-images.

1) Pattern detection for the event stream: The information
of one event is limited, so the packets of events E ∈ {ek}
are exploited to detect the pattern information. The size of
E is either a fixed number or a fixed time duration, and
this paper uses the fixed time duration of 5 ms2. The event
thread identifies each event packet E containing the circle-
grid pattern as a detectable one Ei, and stores the estimated
circles from Ei into the i-th event-slice esi.

The Soft Feature Extraction mechanism proposed in [16] is
employed to estimate the center position Cm

i and the radius
Rm

i of the m-th pattern circle from Ei. In this mechanism, Ei

is first divided into positive and negative clusters based on the
polarities pk of events. Then, for each positive cluster, it finds
its nearest negative cluster so that the two matched clusters
belong to the same circle. Thus Cm

i and Rm
i for each circle

can be estimated according to the line between two cluster
centers. This mechanism can get the initial pattern information
in real time, and ensure that the estimated Cm

i is surrounded
by those events belonging to the m-th circle.

For these estimated circles, a mature method findCirclesGrid
implemented in OpenCV-lib [9] is used to determine if their
arrangement conforms to the calibration pattern. If so, the es-
timated Cm

i and Rm
i , as well as Ei, are stored into esi, which

in turn is pushed into the event-slice map {esi}i=0,1,...,nes
and

fed into the frame thread. Note that nes is the size of the event-
slice map, and the middle timestamp of the Ei’s time duration
is adopted as the order of map storage just for convenience.
In addition, all the recent event packets E will be stored into
the event pool {E} ∈ {ek} with a fixed capacity, regardless
of whether the packet is detectable or not.

2) The sliding-window time matching method: Every time
a frame-image arrives in the frame thread, the aforementioned

2Through experimental testing, 5 ms is the most appropriate time duration
that avoids the event packets containing too little information and allows for
sufficient event-slices in the subsequent matching.

method findCirclesGrid [9] is utilized to determine whether
the frame-image has a detectable pattern. The detectable ones
are labeled as fj and inserted into the sliding-window. Then,
the sliding-window time matching method is used to find the
matched event-frame pairs within the window. Such an event-
frame pair contains the matched event-slice esi and frame-
image fj with an event segment Ei,j . As the example shown
in Fig. 2, the matched pair of event-slice es8 and frame-image
f3 is chosen at the current round, and E8,3 is the fetched event
segment. Details of this method are as follows.

Firstly, the smallest time difference ∆tmin between the
event-slice map and the frame-images needs to be found. For
each frame-image fj inside the sliding-window, the closest
event-slice can be easily identified in the current available
map {esi} which is organized by time. The time difference
between each fj and its closest event-slice is denoted as ∆tj .
By comparing these ∆tj for all the frame-images within the
window, the smallest value ∆tmin can be found. Thus, the
matched event-slice and frame-image corresponding to ∆tmin

are found at the current round. Besides, an event segment Ei,j ,
which has a larger size NEi,j

than Ei, is fetched from the event
pool {E} for the purpose of refining data in Section III-C.

Secondly, the above event-frame pair is sent to the pair
thread in Fig. 1 if the following conditions are satisfied: (i)
∆tmin is less than a prescribed threshold (theoretically half of
the frame camera frequency, such as 0.5/30 fps = 16.7 ms)
and (ii) the matched event-slice is not the newest one in the
map. The purpose for the latter is to wait for the event thread to
store the new detectable event packet Ei into {E}, so that Ei,j

can fetch more complete information. For example (see Fig. 2),
es15 and f5 are the matched event-frame pair at current round
but E15 has not been stored into {E}. In this way, if es15 and
f5 are re-matched in the next round, the event segment E15,5

can fetch more event packets as the window slides.
Finally, the window slides along the timeline. Each time a

new fj is inserted, the sliding-window is updated by removing
the oldest one if no matched event-frame pair is sent to the
pair thread. Otherwise, the matched pair will be removed. In
this way, the size of the sliding-window is determined by the
fixed number of frame-images. Besides, the oldest event-slices
that exceed the window are deleted from the map {esi}.

C. Data refinement for two cameras

The pair thread in Fig. 1 involves a refining method to obtain
the accurate pattern information based on the received event-
frame pairs. Inspired by the works in [19]–[21], a patch-size
motion compensation method is proposed for events, which is
illustrated in Fig. 3. It solves the time synchronization problem
and fits the accurate circles in an image of warped events
(IWE) in real time. Additionally, the edge detection method
is optional to refine the pattern circles for the frame-image.

1) Forming the IWE: Due to the characteristics of the
event camera, the events triggered by a moving edge show
a trajectory on the pixel plane (see Fig. 3(a)). For a short time
duration, the original motion compensation method in [19] has
the ability to aggregate those events to a reference time tref
along the motion direction, and form an IWE (see the lower
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panel of Fig. 3(b)). Note that tref can be any time inside this
time duration.

Following the local-flow-constancy hypothesis in [22], the
two-dimensional motion v for the related event segment Ei,j

is assumed to be constant since its time duration is in the
range of milliseconds. Firstly, each event ek is warped into a
reference time tref according to

x′k = xk − (tk − tref )v, (1)

where x′k = (u′k, v
′
k)> is the position of the warped event.

Secondly, these warped events are accumulated at every
pixel on the matrix H(v), which becomes the IWE if v is
chosen properly. Its element H(x∗,v) is given as

H(x∗,v)=
∑

ek∈Ei,j

dp(x∗,x′k),

dp(x∗,x′k)=

{
δ(x∗−round(x′k)), Mode 1,
(1−|u∗−u′k|)(1−|v∗−v′k|), Mode 2,

(2)

where δ(·) is Dirac delta function, x∗ = (u∗, v∗)> is the pixel
of H(v), and H(x∗,v) sums all the events which are warped
to x∗. Typically, the pixel position of the warped event x′k
obtained from Eq. (1) is non-integer and thereby won’t fall
exactly into x∗. So two modes are devised to handle it: Mode 1
is rounding x′k to the nearest pixel; Mode 2 is to interpolate
x′k to the four surrounding pixels x∗ according to the distance,
which is adopted for the following experiments in our paper.

Thirdly, the proposed framework sets tref as the timestamp
of the matched frame-image to achieve time synchronization.
Hence, the IWE formed at tref observes the same pattern
simultaneously as the frame-image.

2) Dividing events into patches: Instead of utilizing all the
events in the event segment Ei,j as in the original motion
compensation method [19], our method is performed in the
form of patches. Specifically, the event segment Ei,j is divided
into event patches, each of which corresponds to an individual
identified circle. This division is realized by means of the Kd-
tree [23] which stores all the pixel positions of events in Ei,j .

The Kd-tree searches for the events belonging to a single
patch based on the Cm

i and Rm
i that have been previously

determined for each circle in esi, and its search range is
centered on Cm

i with a radius of 2 · Rm
i . In addition, the

maximum number of events in a patch is a constant Np, so
that the computational complexity has an upper bound related
to Np. During this process, the events that are assigned to
the pattern circles are preserved, while the wrongly-triggered
noisy events outside the circles and the non-pattern events are
filtered out.

3) The optimization problem for events: The motion v
is estimated by an optimization problem and applied to all
patches to form the IWE, as shown in the upper panel of
Fig. 3(b). Considering that all circles have the same motion
behavior within a given short time duration, utilizing part of
them is sufficient to estimate the motion v of all circles.
Although one patch may be enough, it is recommended that at
least two patches be used to enhance the estimation accuracy.

To choose a proper motion v, the patch-size motion com-
pensation method constructs the optimization problem based
on the analysis in [21]. The cost function C(v) adopts the
squared Frobenius norm ‖ · ‖2F for H(v), and the candidate
motion is optimized by maximizing the cost function

max
v

C(v) = ‖H(v)‖2F . (3)

Its Jacobian matrix is given by

dC(v)

dv
=
∑
x∗

2H(x∗,v) · ∇H(x∗,v), (4)

where ∇H(x∗,v) is the gradient of H(x∗,v) with respect to
x∗ using the forward difference operator.

4) Fitting pattern circles for events: The accurate circles
are fitted by selecting edge points in the IWE. Since each
pixel of the IWE records the number of accumulated events
triggered by the moving edge within Ei,j , the edge points can
be selected according to the weights of the pixels from the
highest to the average, as in Fig. 3(c). Hence, the circle-fitting
algorithm in [24] can be utilized to fit the pattern circles in
combination with the weights of these edge points. For the l-th
(l = 1, 2, ..., nl) edge point of the m-th circle, the weight at
its pixel position (ul, vl)

> is denoted as wl = H((ul, vl)
>, v),

representing the pixel value in the IWE. Then the refined
center position C̃m

i and radius R̃m
i are given by

C̃m
i = (a, b), R̃m

i =
√
a2 + b2 + c, (5)

where a, b, c are obtained by

Q
[
a b c

]>
=

 ∑nl

l=1 wl(u
2
l + v2l )∑nl

l=1 wl(u
3
l + ulv

2
l )∑nl

l=1 wl(u
2
l vl + v3l )

 ,
Q=

 2
∑nl

l=1 wlul 2
∑nl

l=1 wlvl
∑nl

l=1 wl

2
∑nl

l=1 wlu
2
l 2

∑nl

l=1 wlulvl
∑nl

l=1 wlul
2
∑nl

l=1 wlulvl 2
∑nl

l=1 wlv
2
l

∑nl

l=1 wlvl

 .
(6)

Here, we refer to Eqs. (5)-(6) as the weighted circle-fitting
method. It renders the estimation biased towards the edges
which trigger more events. This is consistent with the fact that
event cameras are sensitive to edge information. Furthermore,
noisy events have less impact on the estimation results.
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5) Frame-image refinement based on Sobel edge: The
previously mentioned method findCirclesGrid is quite reliable
for the pattern detection of frame-images. However, there
are a few cases, such as under the low-light conditions,
that may cause the center positions of some circles being
slightly shifted. Therefore, it is recommended to rectify the
circle centers in the frame-image by means of edge detection,
employing the same Sobel detector as in [18]. The circle-grid
pattern is first chopped from the frame-image based on the
results generated by findCirclesGrid, and then the chopped
image is converted into a gradient image using the 3×3 Sobel
operator [9]. In this way, the circles are fitted again using the
circle-fitting algorithm [24] when enough pixels are collected
from the above gradient image.

D. Calibration for EFSC system based on graph optimization
The above methods are designed to obtain the accurate

information about the circle-grid pattern, which is utilized
by the graph optimization for the calibration. The traditional
stereo calibration is to calibrate the intrinsic parameters of
each camera first, and then obtain the extrinsic parameters
between two cameras. In terms of the intrinsic parameters, they
are available for most camera devices. Beside, the intrinsic
matrix can be easily obtained via the Zhang’s method [25]
based on the accurate pattern information acquired by the
above methods. Therefore, this section focuses on the extrinsic
calibration, and the pose-landmark graph based on the g2o
optimization [26] is then constructed as follows to estimate
the pose between two cameras Tef .

Firstly, the 2D-3D edges of the pose-landmark graph are
constructed in the type of BaseUnaryEdge [26] (as illustrated
by the dashed lines in Fig. 4). In the pose-landmark graph, the
circle centers on the calibration pattern are the 3D landmarks
{L∗}, the frame poses {Tj} and the event poses {Ti} are pose
vertices, and the edges connect each pose vertex with each
landmark. Further, for each pose Ti/j = [R t;01×3 1], the
measurement for the m-th 3D landmark Lm is the 2D refined
center C̃m on the pixel plane. Specifically, the projection error
of a 2D-3D edge is

Pm
2D−3D = R · Lm + t− π−1c (C̃m) · dm,

dm =
−row(t, 3)

row(R, 3) · π−1c (C̃m)
,

(7)

where dm represents the depth whose calculation is identical to
that in [16], π−1c (·) is the back-projection from the pixel plane
to the normalized camera plane, and row(∗, 3) is the third
row of the matrix ∗. The 2D-3D edges aim to limit the error
propagation for camera poses and reach the global optimal.

Secondly, the 2D-3D-2D edges of this graph are constructed
in the type of BaseBinaryEdge [26] (as illustrated by the

DAVIS346 D435i

Baseline

( a )

( c )

Calibration pattern

Hand-recorded setupParallel setup
( b )

Fig. 5. Two testing setups for calibration. (a) The prototype of the EFSC
structure; (b) The parallel testing setup; (c) Hand-recorded testing setup in a
variety of perspectives and positions.

solid red lines in Fig. 4). In this graph, the pose between
two cameras Tef is a vertex, the camera poses Ti/j are
other vertices, and the edges connect Tef with each Ti/j .
Further, the projection has two directions, and a projection
example of the direction esi(Ti)

Tef−−→ fj(Tj) is given as
follows. For an event-frame pair, the 2D refined center C̃m

i

for the event-slice esj is projected to the estimated 3D point
L̂m = π−1ci (C̃m

i ) ∗ dmi under the coordinate of the event
camera. Here, dmi is the depth corresponding to the event-slice
and can be obtained similarly by following the calculation of
dm in Eq. (7). Then L̂m is transformed into the coordinate of
the frame camera through Tef , and is subsequently projected
into the 2D pixel plane at fj . Further, the projection error for
a 2D-3D-2D edge in this direction is

Pm
2D−3D−2D = πcj(

Tef · L̂m

dmj
)− C̃m

j , (8)

where dmj is the depth corresponding to the frame-image and
can be obtained similarly by following a similar calculation
in Eq. (7). The 2D-3D-2D edges in the other direction are
constructed similarly. Note that the estimated L̂∗ is not the
given 3D landmark L∗ on the pattern but the 3D point
observed by two cameras at the same time.

Finally, the two types of edges are fed into the same
graph optimization problem and optimized using the g2o graph
optimization with Huber robust kernel function. Moreover, the
initialization of each pose vertex Ti/j in this graph optimiza-
tion problem is acquired following the PnP method [27] within
a RANSAC scheme. By minimizing the projection errors given
by Eqs. (7) and (8), the graph optimization yields poses of each
camera as well as the pose of two cameras Tef .

IV. EXPERIMENTS

A. Experimental setup

1) Calibration pattern: In the proposed calibration frame-
work, the preparation of the calibration pattern is very simple:
print out the circle-grid pattern with specific parameters on
a blank sheet of paper. In our work, a calibration pattern
consisting of 14 circles is adopted (see Fig. 5). The parameters
of the circles are 17.5 mm in diameter and 55 mm between
centers. Besides, the Z = 0 plane of the world coordinates
X−Y −Z is defined as the pattern plane, and the coordinate
origin is located at the center of the first pattern circle.
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( a ) ( c )( b )

Fig. 6. The matched pair from dataset Def = 60 cm. (a) Detectable frame-
image; (b) Clustering centers in the event-slice; (c) Binary image of the fetched
event segment Ei,j .

2) Prototype of the EFSC system: The prototype of the
EFSC system contains a classical DAVIS346 camera with
346×260 pixel resolution [28] and an 848×480 color camera
module of Intel RealSense D435i. To build the EFSC structure,
a connector is needed for the D435i, which is made by a 3D
printer. Following the traditional stereo setup, the pixel planes
of the two cameras are mounted in parallel, hence the rotation
matrix between them is assumed to be an identity matrix.

3) Testing setups: All the datasets are recorded by the
Robot Operating System (ROS), and the code (in C++ lan-
guage) is implemented on a laptop with the 11th Gen Intel(R)
Core(TM) i7-11800H CPU and Ubuntu 18.04 operating sys-
tem. There are two testing setups, as shown in Fig. 5. (i)
Parallel: To facilitate the evaluation of distance, the prototype
of the EFSC system is mounted on a straight slide rail, which is
parallel to the calibration pattern. In this setup, the translation
between the two cameras is (X,Y, Z) = (16.8 cm, 0.5 cm,
3.0 cm). (ii) Hand-recorded: The datasets are recorded by
manually moving the prototype in a variety of perspectives and
positions. These three datasets are recorded at three different
baselines of the EFSC structure, that is, X = 12.2 cm (hand1),
16.8 cm (hand2) and 20.8 cm (hand3).

4) Parameters of the designed methods: The number of
frame-images in the sliding-window is chosen as 5 according
to the frame-rate and computational power. The size of the
event segments fetched from the event pool is NEi,j = 100 ms,
and the maximum number of selected events for each patch
is Np = 1000. For the graph optimization, the threshold
parameter of the Huber robust kernel function is 0.3 for all
the 2D-3D edges, and 0.5 for the 2D-3D-2D edges.

5) Ground truth: The DAVIS346 has an APS module that
additionally provides frames (not all event cameras have this
function). Here, we consider the calibration results using
OpenCV-lib [9] for the APS frames and D435i frames as
ground truth (GT), and compare them to our calibration frame-
work that uses events directly. In this case, the pattern circles
of the APS frames are extracted with subpixel precision.

B. Results of each part of the proposed framework
The datasets with the same baseline X=16.8 cm are chosen

to test each part of the proposed framework, including all the
“parallel” datasets at different distances Def and the dataset
“hand2”. The details of these datasets are listed in TABLE I,
and each dataset contains the time duration of events Te and
the number of the detectable frame-images nf .

1) Results of the sliding-window time matching method:
The sliding-window time matching method designed in Sec-
tion III-B provides an initial match for the two types of data.

Fig. 7. The box-plot of the minimal time differences ∆tmin = tes − tf for
all the matched event-frame pairs in each dataset.

TABLE I
THE TESTING RESULTS AND SOME EVALUATIONS (UNIT: cm)

Def 60 cm 70 cm 80 cm hand2

Dataset
details

Te 2.71 s 1.53 s 2.90 s 6.73 s
nf 62 44 51 117
nes 293 255 374 604

Pairs nef 53 42 48 95

Depth de 57.08 67.28 76.78 47.7–69.7
df 60.60 70.67 79.57 50.2–72.6

qef

qi 0.0019 0.0006 -0.0000 0.0003
qj 0.0075 0.0073 0.0060 0.0039
qk 0.0008 -0.0005 0.0013 -0.0027
qw 0.9999 0.9999 0.9999 0.99998

tef

tx 15.946 15.979 15.989 15.945
ty 0.5947 0.4736 0.3987 0.4979
tz 3.2086 3.1129 2.7706 3.0624

Graph
optimization

Ee 1.2181 1.1447 1.2465 0.8371
Ef 0.6678 0.6719 0.6133 0.7965
E′e 0.3332 0.3799 0.1827 0.3195
E′f 0.6474 0.6228 0.2151 0.3069

ET 0.5434 0.4915 0.7448 0.9916
1 Ee and Ef are the average PnP projection errors, respectively.
2 df and de are the average depths estimated at different positions for

the frame and event cameras, respectively (the theoretical difference
between the two is 3 cm), while Def is the distance between the
frame camera and the pattern plane.

3 The rotation between two cameras is presented in the form of a
quaternion qef = (qi, qj , qk, qw) and the translation is tef =
(tx, ty , tz). ET is the average projection error from event camera
to frame camera.

As shown in the event-frame pair in Fig. 6, a detectable
frame-image and an event-slice are matched, and the event
segment Ei,j (displayed as a binary image in Fig. 6(c)) with
the larger size of events than the event-slice is fetched. It can
be observed from TABLE I that the number of matched event-
frame pairs nef is rather close to nf . In other words, this
method provides each frame-image with a corresponding event
segment that is larger than the matched event-slice.

In addition, each event-frame pair has a minimal time
difference ∆tmin and the box-plot of these ∆tmin is illustrated
in Fig. 7. Obviously, most ∆tmin are within (0,−3 ms), which
indicates that the event-slices enter the sliding-window slightly
slower than the frame-images. This is primarily caused by the
fact that the sliding-window exits in the frame thread and waits
for the latest event packet to be detected as an event-slice. This
in turn confirms the rationality of the designed (ii) matching
condition in Section III-B-2). Besides, the sliding-window time
matching method can run in real time (0.15 ms on average in
TABLE II).

2) Results of the patch-size motion compensation method
for the event-slices: Following the methods presented in
Section III-C-1) to 4), the accurate circles are fitted on the
IWE, and the time synchronization is carried out by warping
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( e )( d )

( c )( b )( a )

Fig. 8. The patch-size motion compensation method for dataset Def =
60 cm. For clarity, events are represented in red. (a) Event-slice before data
refinement; (b) Accumulated grayscale image of all patches obtained from
the event segment Ei,j , whose pixels indicate the number of events; (c) IWE
after applying the patch-size motion compensation method; (d) The weighted
circle-fitting method for the edge points; (e) The fitted circles re-drawn on
the IWE.

( a ) ( c )

( b )

Fig. 9. The data refinement for the frame-image. (a) The frame-image with
detectable calibration pattern; (b) Sobel edge detection on the pattern area;
(c) The results of the fitted circles.

the events in the event segment to the timestamp of the
matched frame-image. An example of refining the event-slice
is shown in Fig. 8. First, the method in Section III-B-1)
(see Fig. 8(a)) only provides the initial estimation of pattern
circles for the event-slice. Then, the fetched event segment
Ei,j is divided into patches, and only the pattern-related events
are preserved. A grayscale image that accumulates all the
patches is visualized in Fig. 8(b). It can be observed that the
non-pattern events and wrongly-triggered noisy events outside
the circles are filtered out, compared with the binary image
formed by the entire Ei,j in Fig. 6(c). Next, the motion v is
estimated through events of several patches using Eqs. (1)-(4),
and applied to all the patches to form the IWE. Fig. 8(c) shows
a sharp image (IWE), which aggregates the events triggered
along the motion direction in Fig. 8(b) to the reference time
tref . Finally, edge points are selected based on the high
weights in IWE, and the accurate circles are obtained by
those edge points using the weighted circle-fitting method (see
Fig. 8(d)). The fitted circles are drawn on the IWE again to
show the accurate result, which is shown in Fig. 8(e).

3) Results of the data refinement for the frame-images:
When the estimated circles are shifted from their actual posi-
tions (see Fig. 9(a)), the refined circles in Fig. 9(c) are fitted
by selecting edge points on the gradient image in Fig. 9(b)
using the Sobel operator. TABLE II shows that the average
running time of this method is 6 ms if it is applied for every
round in the pair thread.

4) The running time: The running time at different sizes
NEi,j for Ei,j is listed in TABLE II. Obviously, the patch-
size motion compensation method has less running time since
the original motion compensation method in [19] uses all the
events to estimate the motion. Besides, the running time of
the original one is linearly increasing as NEi,j

. In contrast,
the patch-size motion compensation method has a maximum
running time, because the size for each patch is fixed at the
maximum value Np = 1000 even though NEi,j

increases.

TABLE II
RUNNING TIME FOR THE DATASET Def = 80 cm AT DIFFERENT SIZES OF

EVENT SEGMENT NEi,j
(UNIT: ms)

NEi,j
50 ms 100 ms 150 ms

Event numbers avg. 16531 27115 38922

Time matching avg. 0.145 0.148 0.146
max 0.210 0.223 0.209

Patch-size MC avg. 2.015 2.808 3.089
max 2.623 4.884 4.814

Original MC avg. 3.160 4.799 5.722
max 5.243 7.589 11.556

Sobel-edge avg. 6.078 6.127 6.008
(frame) max 7.484 7.509 6.736

1 MC is short for the motion compensation method.

5) Results of the graph optimization: A pose-landmark
graph (described in Section III-D) is constructed after collect-
ing the refined data, and the results are shown in TABLE I.

Benefiting from the design in Eq. (7), the error propaga-
tion of the camera poses Ti/j is limited since the average
projection errors E′f and E′e (after optimization) are less than
Ef and Ee (before optimization), respectively. In addition,
the translation tef gives an accurate estimation as the average
projection error ET is low, and the estimated rotation qef is
almost the unit quaternion (0, 0, 0, 1). It is worth noting that
the dataset hand2 also shows the same calibration results when
it is recorded at different calibration distances in a variety
of perspectives and positions. Thus, the graph optimization
can reach high numerical accuracy and globally minimize the
errors for all the pose vertices.

C. Intrinsic calibration

In our paper, the event camera follows the same perspective
projection model as the frame camera. Specifically, the intrin-
sic parameters used for each camera are modeled as pinhole
cameras with distortion parameters.

Our calibration framework is compared with two state-
of-the-art event intrinsic calibration methods using the same
pattern [15], [16]. The reprojection errors [8] for each method
are presented in TABLE III. It can be seen that our calibration
framework performs well on all three datasets and can ensure
the accuracy of intrinsic calibration.

D. Extrinsic calibration and ablation study

To further analyze the performance of each part of the pro-
posed calibration framework, an ablation study is provided in
the extrinsic calibration experiments. The projection error from
the event camera to the frame camera is used as the evaluation
metric of the calibration results (see TABLE IV). Comparing
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TABLE III
COMPARISON RESULTS OF THE INTRINSIC CALIBRATION USING THE

REPROJECTION ERROR (UNIT: PIXEL)

hand1 hand2 hand3
Dynamic calibration [16] 0.3961 0.2683 0.4283

E-calib [15] 0.1734 0.1562 0.1737
Ours 0.2092 0.1539 0.1577

Frame-based 0.2422 0.1930 0.2042

TABLE IV
ABLATION STUDY ON THE EXTRINSIC CALIBRATION RESULTS

Sobel Patch-size Graph hand1 hand2 hand3detection MC optimization
X X 1.8113 2.0151 1.5908
X X 1.1660 1.1180 2.4593

X X 0.7734 1.1549 0.9435
X X X 0.6265 0.9761 0.8874

Frame-based (GT) 0.6930 0.8492 1.2407
1 The results are averaged over 10 experiment repetitions, with standard

deviations in the order of 10−2.

with the frame-based stereo calibration results, it can be
observed that not only our proposed calibration framework
has high-precision extrinsic calibration performance, but also
each part of the framework contributes to the improvement of
the calibration results.

V. CONCLUSION

This paper proposes an easy-to-use dynamic calibration
framework for the event-frame stereo camera system. In this
framework, an initial match of event streams and the frame-
images is provided by the sliding-window time matching
method, then the patch-size motion compensation method
achieves time synchronization and refines the accurate pattern
information. The pose-landmark graph optimization gets the
accurate calibration results with limited error propagation, and
hand-recorded experimental results show the effectiveness of
the proposed calibration framework.

To further enhance the performance of our framework, the
future work may include designing mechanisms for the event
collapse problem in challenging environments, e.g., heavily-
noisy scenes or overload events, or exploring the performance
when the pixel planes of two cameras are not parallel.
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