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Kurzfassung

Diese Thesis untersucht die Integration eines verkörperten konversationalen Agenten
(ECA) in eine historische Virtual-Reality-Umgebung, die es dem Benutzer ermöglicht,
den Ort gemeinsam mit dem Agenten zu erkunden. Sie präsentiert eine technische Lösung
für eine realistische Verkörperung des konversationalen Agenten und für ein flüssiges
Gespräch mit dem Agenten, sowie eine Methode zur Generierung von Standortbewusstsein
für diesen Agenten. Auf dieser Grundlage wurde ein historisches Lernszenario im alten
Ägypten entwickelt, das es den Benutzern, während sie den Ort entdecken, ermöglicht in
eine konversationelle Lernumgebung über spezifische Interessensgebiete einzutauchen. Zur
Evaluation wurde ein verkörperter konversationaler Agent mit einem nicht verkörperten
konversationalen Agenten als Gesprächspartner für die Erkundung eines historischen Ortes
in Virtual Reality in einer Nutzerstudie verglichen. Der ECA bietet durch seine physische
Präsenz, Körpersprache und nonverbale Ausdrücke, eine immersivere Interaktion, während
der nur hörbare Agent sich ausschließlich auf auditive Kommunikation stützt. Es wurde
festgestellt, dass die soziale Präsenz des verkörperten Agenten signifikant höher war
als die des nicht verkörperten Agenten. Dies deutet darauf hin, dass die Verkörperung
des Agenten die Interaktion zwischen Agent und Benutzer durch die physische Präsenz
des Agenten und sein nonverbales Verhalten verbessert. Die Verkörperung des Agenten
führte jedoch zu keinen signifikanten Unterschieden hinsichtlich des Präsenzgefühls in
der virtuellen Welt, der intrinsischen Motivation, die Umgebung zu erkunden, oder des
subjektiv empfundenen Lernergebnisses der Benutzer. Durch die qualitative Analyse der
Kommentare der Teilnehmer an der Nutzerstudie wurden Empfehlungen für zukünftige
Entwicklungen von ECAs zur Erkundung virtueller historischer Umgebungen identifiziert.
Die Ergebnisse zeigen, dass das Gespräch mit einem Agenten im Kontext der Erkundung
historischer Orte in Virtual Reality ein unterhaltsames und lehrreiches Erlebnis bieten
kann.
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Abstract

This thesis investigates the integration of an embodied conversational agent (ECA) in an
historical virtual reality environment, enabling the user to explore the location alongside
the agent. It presents a technical solution for a realistic embodiment of a conversational
agent and for a fluid conversation with the agent, as well as a method to generate
location awareness for this agent. Building on this foundation, a historical learning
scenario set in ancient Egypt was developed, allowing users to engage in conversational
learning about specific topics of interest while discovering the place. For evaluation, an
embodied conversational agent was compared with a non-embodied conversational agent
as conversation partner for exploring a historical place in virtual reality in a user study.
The ECA offers a more immersive interaction through its physical presence, body language,
and non-verbal cues, while the voice-only agent relies solely on auditory communication.
It was found that the social presence of the embodied agent was significantly higher
than that of the non-embodied agent. This indicates that the embodiment of the agent
improves the interaction between the agent and the user through the agents physical
presence and its’ non-verbal behavior. The embodiment of the agent did not lead to any
significant differences in terms of the sense of presence in the virtual world, the intrinsic
motivation to explore the environment or the subjective-related learning outcome of the
user. Through qualitative analysis of comments of the participants in the user study,
recommendations for future developments of ECAs for exploration of virtual historical
environments were identified. The results indicate that talking to an agent in the context
of exploring historical places in virtual reality can provide an entertaining and educational
experience.
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CHAPTER 1
Introduction

The exploration of ancient civilizations has always fascinated scholars and enthusiasts
alike. However, access to accurate and immersive representations of these historical
periods has traditionally been limited to static displays, books, or documentaries. Virtual
Reality (VR) technology offers an opportunity to transcend these limitations, providing
users with a highly immersive and interactive experience of historical environments. It
can bring ancient Rome back to life or recreate Machu Picchu in Peru within a virtual
setting. This thesis is motivated by the potential of VR to revolutionize the way we
experience and learn about ancient cultures. In this project, ancient Egypt is depicted
and it is possible to discover its rich history and monumental architecture in a VR
environment. The integration of an embodied conversational agent (ECA) within our
VR environment further enhances this experience with interaction, by the opportunity
to talk to an agent who appears embodied as a human being. Unlike traditional guides
or voice-over narrations, an ECA can provide a more engaging and lifelike interaction,
simulating the presence of a knowledgeable companion the user can chat with. This
agent can not only offer information but also respond dynamically to the user’s queries
and actions, creating a more personalized and immersive experience. The conversation
with the agent serves as an interface to provide information, assuming this can positively
influence the learning outcome of the user. All in all, the aim is to create an interactive
and entertaining historical learning experience. When implementing an ECA, important
features for the conversation with an ECA can be recognized that we want to address.
The conversation with the agent should feel natural and fluid so that the user has the
feeling that they are talking to a person and not a computer system. The agent should
look and act real and authentic so as not to be perceived as artificial or alienating. This
includes human body proportions, natural movements and lively facial expressions. In
addition, the agent should have its own ’location awareness’. In other words, the agent
must know that they are in a virtual Egyptian world together with the user and have
information about the actual location in this world. Based on this information, the
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1. Introduction

agent can provide interesting facts about the location and draw attention to special
sites. The agent must be able to recognise which object the user is referring to in the
virtual world to answer the users’ questions appropriate and precisely. This will create
a close connection between the conversation and the virtual environment, making the
interactions more natural and relevant.

1.1 Approach
From the consideration of these features for the conversation with an ECA, the first
research goal is to find a technical solution for the implementation of an ECA with
location awareness for the exploration of a virtual Egyptian world. As an approach
to implementation, a highly realistic digital humanoid body from Unreal Metahuman
is used to embody the agent. ChatGPT as a powerful large language model serves to
create a fluid conversation and to generate answers to freely posed questions of the user,
independent of predefined questions. The interaction of these and additional technologies
for the creation of the conversation were investigated further in this work.

The user experience of the conversation in the virtual Egyptian world with the created
ECA is then evaluated in a user study. It focusses on the influence of the embodiment
of the agent on human perception and the user’s learning experience. In order to
investigate the expected added value of an embodied agent, the ECA is compared with
a non-embodied conversational agent. This is an agent with whom the user can talk
but whom they cannot see, comparable to a telephone conversation. There is a lack of
comparative studies between ECAs and non-embodied conversational agent in historical
and educational VR environments. There are indications that the embodiment of the
agent could have a distracting effect [RHW20] or rather contributes to an involved user
experience [WSR19]. We expect an added value of the embodiment on the learning
experience, through the possibility of a more intense and personal feeling during the
conversation and a higher involvement in the whole scene. The design of the ECA focuses
on an immersive experience and the quality of non-verbal comunication cues. In summary,
the research questions of this work are as follows:

1. Can a virtual agent acting as a guide make learning immersive, fun and effective?

2. Is it technically feasible to implement an realistic ECA with location awareness
with whom you can have a fluent conversation?

3. Does an embodied agent, compared to a non-embodied agent, feel more present,
and does the interaction with the agent offer greater social depth?

4. Does the user’s curiosity and desire to learn more depend on whether they are
speaking to an embodied agent or to a non-embodied agent?
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CHAPTER 2
Background and Related Work

2.1 Virtual Reality in Education

Virtual reality (VR) is increasingly being used in educational institutions as it enables
immersive and interactive learning experiences that can surpass traditional teaching
methods. VR can be described as follows: "Contemporary VR technology typically
involves head-mounted displays (HMDs), usually referred to as VR headsets, that enable
users to submerge into a virtual world by blocking out the real world" [WSS20]. Learning
is an active process that requires cognitive attention. In conventional lessons, this
attention is often limited by passive listening or watching. VR, on the other hand,
offers an individual learning environment in which learners feel part of the environment
and can actively interact with it [VTCGGCLC22][YEY18]. This can increase attention
by getting learners more involved. Additional gamification elements can reinforce this
even further [MGC+14]. This close connection between content and experience creates
a deeper understanding [VTCGGCLC22]. A major advantage of VR is the ability to
present concepts more vividly in a three-dimensional environment than would be possible
in a book or video. This is particularly true for complex topics such as geometry
in mathematics, biological processes or atomic and astronomical models [YEY18]. In
addition, VR makes it possible to experience places that are either difficult to reach or
too dangerous in the real world. This plays a particularly important role in the field of
training. VR offers a safe environment in which certain activities can be practiced without
anyone coming to harm. Examples of this are flight simulations for pilots [HJ22], medical
simulations for doctors to practice operations [WAVH+12], or exercises for autistic people
to train their communication skills [DAK+16]. VR can reconstruct historical worlds or
depict future worlds. It can also be used in places that are difficult to reach, such as
underwater or on the [VTCGGCLC22][HJ22]. The success of VR applications is largely
determined by factors such as interactivity, immersion and imagination [VTCGGCLC22].
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2. Background and Related Work

2.2 Challenges and Disadvantages of VR in Education

Despite the numerous advantages, there are also challenges and disadvantages that can
limit the use of VR in education. Some studies show that VR does not always lead to
better learning outcomes [Fer18] [Fow15]. One reason for this could be the occurrence of
cybersickness, a phenomenon associated with nausea and cognitive disorientation that can
be triggered by the use of VR. Other challenges include the high technical requirements
of the devices and the fact that the novelty of this technology is not always taken into
account. In addition, a lack of training in the use of VR technology or poor didactic
design of the virtual learning environment can reduce its effectiveness [VTCGGCLC22].

2.3 VR in the Field of Cultural Heritage and History
Education

A particularly interesting area of application of VR in education is the field of cultural
heritage and history education through the possibility of virtual museums and reconstruc-
tion of places. Villena Taranilla et al. developed a VR application in which buildings of
the Roman Empire were reconstructed. Their research found that the motivation and
academic performance of primary school students in a regular lesson of social sciences
was higher when VR was used instead of textbook images [VTCGGCLC22]. Yıldırım et
al. [YEY18] investigated students’ opinions on the use of VR glasses in history lessons.
The students were asked to learn about Islamic history by walking around the Kaaba in
VR and receiving audio and visual information at certain points. The VR experience
was well received and the opportunity to be virtually in the place increased interest in
the content. In addition, VR could especially help students with disabilities or students
with financial or time constraints to actively participate in learning, which could lead
to a concept of equal educational opportunities. Parong and Mayer [PM21] compared
conventional media with VR in a history lesson about a series of battles between Japanese
and Australian troops during World War II. Students viewed the history lesson either in
immersive VR or in a desktop video version. While VR led to higher levels of emotional
arousal, the researchers concluded that these intense positive emotions could distract
the necessary cognitive processing during the lesson. Sylaiou et al. investigated the
use of augmented reality (AR) in museums. They presented an existing gallery in the
Victoria and Albert Museum in London in AR. While VR completely immerses users
in an artificial virtual world, AR augments the real world with virtual objects [CF11].
The study examined the usability of the system, the feeling of being present at the place
and the participants’ enjoyment during a visit to a virtual museum exhibition compared
to real museum visits. The results showed that enjoyment and the feeling of presence
in a virtual environment were positively correlated. The researchers concluded that a
high level of perceived presence is related to satisfaction and enjoyment in relation to a
virtual museum experience [SMKW10].
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2.4 The Importance of the Sense of Presence in VR
The feeling of presence in the virtual world is a central aspect of the effectiveness of
VR in education. Presence refers to the feeling of actually being “present” in a virtual
environment even though th user is physically there: “the strong illusion of being in
a place in spite of the sure knowledge that you are not there” (p. 3551) [SPMESV09].
This concept is decisive for how realistic and credible a virtual environment appears to
the user. A stronger sense of presence causes the user to react to events and situations
in the virtual world as if they were real, which leads to more realistic behavior and
thus to a more successful use of VR technology [KMG22]. The feeling of presence is
closely linked to the concept of immersion. Immersion describes “the extent to which
the computer displays are capable of delivering an inclusive, extensive, surrounding and
vivid illusion of reality to the senses of a human participant” [SW97]. Immersion is an
objective characteristic of the VR system and refers to the technical ability to create
a realistic environment in which the user can fully immerse themselves. Presence, on
the other hand, is a subjective perception that depends on how the user perceives and
interprets the stimuli generated by the immersive system. It is about whether the user
has the feeling of really being in the virtual world. Presence builds on immersion and is a
common measure of the effectiveness of a VR experience [KMG22] If sense of presence is
compared with the activity of learning, there is the theory that immersion in the learning
context creates a sense of presence and a positive affect that motivates learners to engage
more with the learning material. On the other hand states the distraction theory that
the sensory richness of immersive virtual reality(IVR) can lead to an excessive positive
response that distracts from the necessary cognitive processing during the lesson. [PM21].

2.5 ECAs and their Applications
In the previous examples, it became clear that virtual reality is often used in the field of
cultural education to bring past places or artifacts back to life. However, the interaction
possibilities for users are often still limited. In order to create a more active and intense
experience, it is important to further explore and expand these interactions. The use
of embodied conversational agents (ECAs) offers a promising opportunity here. These
embodied, conversational agents can make the user experience more entertaining and
engaging by promoting attention and providing social effects through interpersonal
relationships and learning support. An ECA differs significantly from an avatar. An
avatar is the mostly visual representation of the user in a virtual world [KMG22], which
can be perceived by both the user and others, in the case of collaborative applications. A
virtual agent, on the other hand, is not controlled by a real person [KMG22]. ECAs are
virtual agents that are placed in a virtual environment and can have different functions
and different levels of interaction with the user and have a capability to lead a conversation
with a user using natural language [NAC+19]. In VR entertainment applications such
as video games, virtual characters that act in the game environment are referred to as
non-player characters (NPCs). These NPCs can be hostile, friendly or neutral towards
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the player. Their behavior is usually scripted and limited to what is necessary to fulfill
their role in the game. However, there are also NPCs that are able to interact with the
player in a more complex way, expressing emotions, making their own decisions and acting
independently [KMG22]. When designing an avatar, the main difficulty lies in creating its
appearance and movement, while with an ECA there are additional challenges regarding
its behavior [CGMB20]. Interaction with ECAs typically involves various communication
signals such as speech, animated facial expressions or gestures [LSSB20]. ECAs are
being intensively researched in the field of social interaction, as people communicate
with them in a similar way to real people [CGMB20]. In the field of education, for
example, they act as teachers for subjects such as mathematics [TPM12] or reading and
writing [RVC03]. A positive relationship between students and ECAs as teachers seems
to be related to better learning outcomes [LSSB20]. In the healthcare sector, ECAs serve
as virtual patients for medical students [LEC08] or help autistic children to practise
social communication [Hay15]. They also have the potential to alleviate loneliness thanks
to their ability to interact socially [LSSB20]. In the commercial sector, ECAs are used
for customer service tasks, for example in retail or banking [LSSB20].

2.6 ECAs in Virtual Reality
Virtual reality has proven to be particularly suitable for training purposes, as it conveys
the feeling of being in a real place, can simulate real situations and allows processes
to be practiced. One example of ECAs in movement sequences is the training of first
responders in the medical field [KRK23]. In the area of social skills, ECAs in VR have
been used to practise job interviews [GPS+20], sales talks or negotiations [CGMB20].
ECAs in VR are also used in experimental design and prototyping [CGMB20].

2.7 ECAs in Historical Education
In the context of cultural heritage, ECAs mainly act as humans in reconstructed historical
sites or as virtual museum guides. One example is the virtual reconstruction of the
city of Pompeii through a mixed reality system, where virtually animated characters
use storytelling to make the experience more engaging and convey human life at the
time [PMT07]. Another example is a virtual tour of George Town, which can be
experienced both in the present and in the past. Animated crowds liven up the atmosphere,
but without the possibility of direct interaction [KLC16]. A higher level of interaction is
offered by a project in which users are guided through the German city of Wolfenbüttel and
can ask an agent predetermined questions about the city at certain locations. Information
can also be obtained by entering text. This agent answers the questions and uses
gestures to make the information more vivid [REMM+07]. Traditional audio guides are
a well-known tool in museums, where visitors stand in front of an object and receive
information via headphones. This concept of contextual learning can be transferred to
virtual museums. The work of Carrozzino et al. [CCT+18] compares three different types
of storytelling in a virtual art museum: explanatory text panels, a narrative voice similar
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to a typical audio guide and a virtual guide that leads users through the gallery. The
results show that an embodied virtual agent is able to increase attention and engagement
and thus contributes to better knowledge transfer and learning. Putting the focus a
Conversational Agent(CA) without a body, it can be used to deliver information in
a similar way to traditional audio guides, adding additional interaction by allowing
a user to talk to it. A CA enables natural and familiar communication by providing
personalized answers to user questions and supporting the learning process. CAs are
more commonly known as digital assistants, such as Siri or Alexa. With the help of
augmented reality (AR), the Conversational Agent Exhibot offers an interaction partner
while users are looking at a statue in Greece, for example. By asking questions and
using the user’s position and orientation data, appropriate answers are generated. It was
found that users who use a guide are more engaged than those without a guide [TG23].
Novick et al. used a VR environment to display a variety of agents with body taking
on different roles in the historical setting of 1770. The agents interact with the users
through pre-recorded dialogs. In total, there were 486 agents, an unprecedented number
[NRP+17]. Another study by Novick et al. investigated the influence of the user’s gender
on learning and the relationship with the ECA. It was found that all users learn well
with a female ECA, although the male participants, on average, showed slightly higher
rapport with the male ECA. The relationship with the ECA seems not to influence
learning [NAC+19]. Kopp et al. developed the ECA Max as a museum guide who talks
to visitors via a 2D screen, provides information about the museum and makes small talk.
The analysis of the interaction protocols showed that visitors use human communication
strategies and attribute social characteristics to Max [KGKW05]. Tinker is a 3D robot
that interacts in a real museum and uses both verbal and non-verbal communication
with visitors. The focus is on building social bonds through empathy and social dialog.
For example, Tinker can use biometric data to recognize returning visitors. Studies show
that its social behavior leads to higher engagement and better learning outcomes among
museum visitors compared to a robot without social behavior [BPS11]. Ceha et al. found
that a humorous conversational agent can have a positive effect on motivation and the
learning experience [CLN+21]. Research in the field of conversational agents in historical
education shows that conversations are often still based on pre-scripted dialogs or on few
interactions other than speaking (such as asking questions in text form).

2.8 Role of the Embodiment of the Agent and Its Social
Presence

Based on the above examples, there is evidence that an embodiment of the agent can
have a positive impact on learning engagement. We want to further investigate to what
extent a visually present agent in a virtual museum distracts from the actual exhibit
or the same agent can make the experience more human, personal and entertaining.
Social presence describes the extent to which the agent is perceived as being present
not only psychologically but also socially [KMG22]. Social presence refers to the extent
to which the user actively perceive the agent in the virtual world and feel perceived by
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the agent in your own presence [OBW18]. The greater the perceived social presence
of an agent, the more realistic the user’s social interactions appear. Social presence is
therefore a decisive evaluation criterion for interactions with virtual agents. Studies show
that immersive platforms enable a higher social presence, which makes virtual reality
appear particularly suitable for social interactions [KMG22]. Sajjadi et al. [SHCK19]
have found that social presence positively influences the learning experience. In their
study, they developed an avatar with a distinct personality that reacted emotionally
to the user’s communication. This avatar showed non-verbal behavior, such as facial
expressions and gestures, based on a behavior-driven personality model. It was found
that an extroverted personality encouraged the user’s active participation. This indicates
that particularly pronounced non-verbal behaviors increase social presence. Furthermore,
it became clear that immersion have a strong influence on social presence. In connection
to the theory that an agent has a higher social presence the more similar it is to humans
and their behaviors the theory of Uncanny Valley needs to be mentioned. In the field of
human-computer interaction, the theory suggests that the reaction to a human-like robot
shifts from empathy to aversion as its appearance approaches, but fails to fully achieve,
a lifelike resemblance [MMK12]. Consequently, this effect can have a negative impact on
social interactions with virtual humans and pose a challenge when creating convincing,
human-like agents [KMG22]. Let us therefore take a closer look at studies that have
compared an embodied with a non-embodied agent in mixed reality. Kim et al. [KBH+18]
found in augmented reality that an agent with body, gestures and movements in its
environment conveys a higher social presence and greater trust compared to an agent
without a body or without gestures. Reinhardt et al. [RHW20] showed that a realistic
humanoid agent in AR is perceived as more attractive than a pure voice agent. However,
in situations where visual focus is limited, an invisible agent may be preferred. Wang et al.
[WSR19] compared four agents in a puzzle game in AR: voice-only, non-human, full-size
embodied and miniature embodied. The miniature embodied agent was the preferred
one and had a significantly higher presence than the voice-only agent. This suggests that
the embodiment of an agent can increase the feeling of social presence and one’s own
presence in the virtual environment, which in turn intensifies the overall experience in
the virtual world. The advantages of the miniature version over the human-sized one
could be novelty and less uncanny [SBS19]. Schmidt et al. compared an embodied guide
with an audio guide in a virtual museum. With both, the user only listens and do not
speaks. This showed that an embodied agent in a virtual environment can achieve a
higher spatial presence, social presence and credibility than a non-embodied audio guide.
The increased presence of the agent seems to lead to an increased sense of presence of
the user in the virtual world [SBS19]. Ehret et al. [EBA+21], on the other hand, found
that the embodiment of virtual agents plays a subordinate role in the evaluation of the
naturalness of voices. In their experiment, users tested the same voice with different
embodiments of an agent delivering a speech. The type of impersonation played only
a minor role in the perception of voice quality. Miyake et al. compared in augmented
reality, two conversational agents were compared. Again, one was embodied and the
other was not. It was found that the embodied agent increased the feeling of liveliness of
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the conversation and the ease of talking to the system [MI12].

These results illustrate the potential of the embodiment of virtual agents. Embodiment
can have positive influences on the user experience, social presence, sense of presence
and learning experience. Nevertheless, the embodiment of the agent in the context of
conversational virtual guides in the field of historical learning and in virtual reality (VR)
is still insufficiently researched. Due to the non-verbal communication possibilities, we
expect a higher social presence of the agent in our project. It is therefore conceivable
that it will be more fun to talk and explore the area together. This ultimately leads to a
higher motivation to learn something about the place and the time.

Kyrlitsias and Grigoriou [KMG22] identified several factors that influence social inter-
action with virtual people. These include, among others, the representation of virtual
people (including visual and behavioral realism), the Uncanny Valley phenomenon, self-
representation, agency, and the level of immersion. Our work aims to achieve a high
degree of social presence for embodied conversational agents (ECA) in VR. For this
purpose, a realistically rendered human, created with MetaHuman for Unreal Engine, is
used. The focus is on increasing the realistic behavior of the agent. Behavioral realism is a
key predictor of social presence, especially in VR environments, as it gives the impression
that the virtual human is aware of the user’s presence and actions [OBW18]. The ECA
in our scenario was designed to exhibit a range of behaviors that are very similar to
those of a real person. These include mutual eye contact, simple body movements, lip
movements synchronized with speech, and facial expressions. The agent remembers the
previous conversation and has its own personality. These behaviors are crucial as they
convey interactivity and an awareness of the user’s presence [OBW18]. Studies show
that virtual people who show feedback behaviors such as head nodding significantly
increase the sense of social presence and mutual awareness among users [VdPKGK10]. In
addition, realistic gaze behavior has been found to increase the sense of social presence
and even influence users’ attitudes, especially when the virtual person is perceived as
human [GBBM07, KMG22]. Facial expressions and synchronized lip movements increase
the number of available social channels and thus simulate face-to-face interactions more
realistically.

2.9 Motivation and Experimental Learning
The scenario created in the discovery of an ancient Egyptian site, which is located in the
field of cultural heritage and historical learning, emphasizes the importance of motivation
in learning. Self-determination theory (SDT) distinguishes between intrinsic motivation
- which arises from inner interest and enjoyment of the activity itself - and extrinsic
motivation, which is influenced by external rewards or pressure [DR13]. According to this
theory, people are most satisfied and productive when their basic needs for autonomy,
competence and social integration are fulfilled. In our project, the focus is on intrinsic
motivation, as there is no reward system and learning takes place through experimental
self-direction. Users can decide for themselves what they want to talk about and learn, as
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well as where they want to go in the virtual environment. Kolb’s theory of experimental
learning [Kol14] states that learning is not possible without experience. This contrasts
with to other forms of learning, which are often based on the passive consumption
of information, Kolb’s approach emphasizes learning through active participation and
reflection. Imagine learning how to tie a shoelace without having the laces in your hand.
The learning process is deeply rooted in practice and encourages continuous adaptation,
which makes this approach particularly practice-oriented and individualized [CLN+21].
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CHAPTER 3
Embodied Conversational Agent

for Historical Site Exploration

This chapter discusses our technical approach in implementing a realistic human-like
ECA within the virtual environment of ancient Egypt. It is explored how to enable
location awareness for the agent and how it is utilized in an application designed for
historical learning in VR alongside the ECA.

3.1 Embodiment

For the agents embodiment, we used MetaHuman Creator (Figure 3.1), as it is able to
create a highly detailed Unreal Metahuman that closely resembles a real human, allowing
for precise body movements and facial expressions.
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3. Embodied Conversational Agent for Historical Site Exploration

(a) Body. (b) Face.

Figure 3.1: Embodiment created with Metahuman Creator.

As a personality, we designed the agent as a modern woman who is very interested in
Egyptian history. We chose her appearance and style of dress accordingly. To enhance
the naturalness of the interaction, the ECA incorporates a standing body animation,
making her appear more humanlike and relatable.

3.2 Conversation

To meet the agent’s requirements regarding its verbal and non-verbal behavior, the
technologies depicted in Figure 3.2 were determined to be the most effective for processing
the conversation.
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3.2. Conversation

Figure 3.2: Pipeline for creating a user-agent conversation.

OpenAI’s Whisper Speech Recognition Plugin1 and a Runtime Audio Importer Plugin2

were used to record the voice of the user asking a question. To generate the response, we
use the OpenAI API as a plugin for Unreal Engine3. ChatGPT is utilized to facilitate
natural language conversations, ensuring the agent can provide information on a wide
range of topics, including ancient Egypt. Furthermore, the ECA has memory capabilities
to recall previous conversations, allowing for a fluid and meaningful dialogue. The agent
knows the course of the conversation from the last five questions and answers. When
the user asks a question, it is forwarded to ChatGPT 3.5 in text form. Each request
contains content in the system role and the user role. The user role content includes
the questions posed by the user, while the system role encompasses information about
the virtual Egyptian world, the agent’s personality and role, as well as guidelines for
engaging in the conversation. This text for the system role input was empirically defined
through prompt engineering:

1OpenAI’s Whisper Speech Recognition, https://github.com/gtreshchev/
RuntimeSpeechRecognizer/wiki, accessed on August 31, 2024

2Runtime Audio Importer, https://github.com/gtreshchev/RuntimeAudioImporter/
wiki, accessed on August 31, 2024

3OpenAI API for Unreal, https://github.com/KellanM/OpenAI-Api-Unreal, accessed Au-
gust 31, 2024
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3. Embodied Conversational Agent for Historical Site Exploration

"You are in the world of ancient Egypt. The world contains a pyramid, a temple, and
a public pavilion. The world represents a historically significant site in Egypt, whose
original structures date back to the time of the Old Kingdom. Only the user can decide
where to go, and you will follow. You can’t give explicit information about the location of
buildings or directions because you can’t see what the user sees. You’ve never been here,
but you know a lot about ancient Egypt and how people lived there. Act like a real person.
Your name is Ada. Provide possible information about yourself when asked. Your answer
should be no longer than 30 words."

The result was that the vision of the agent as a real person was convincingly conveyed
and her Egyptian background knowledge stimulated many conversations. To ensure the
agent has precise location awareness, information about the user’s current location in the
virtual world is appended to the content of the system role. We divided the virtual world
into six sections using box colliders in Unreal Engine. The text is updated based on the
specific section where the user is located. Possible locations in our Egyptian scenario,
and their respective prompts are:

• Inside the temple: You are standing inside the temple. There are two arches in
the wall, they have a distinctive shape, typical of historical Egyptian designs.

• Inside the pyramid: You are inside the pyramid. There are hieroglyphs on the
walls and columns in the middle room.

• Inside the public pavilion: You are standing inside the public hall. The hall has
several large, ornate columns with intricate patterns and designs near their bases,
typical of ancient Egyptian styles. The hall features large, pointed arches that lead
to the outside. The covered area could be used for storage, workshops, or religious
ceremonies.

• In front of the pyramid: You are standing in front of a pyramid. The entrance
is an imposing structure with columns and an intricately decorated lintel. There are
two statues of Anubis next to the entrance, likely leading to an inner chamber. In
the foreground, there are several wooden crates and a stack of stones, suggesting
ongoing work or exploration.

• Square between public hall, temple and city wall: You are standing on a
square. There are several buildings around, including a temple with a prominent
golden dome, more characteristic of Islamic architecture. The walls are built with
sandstone blocks, and the top features battlements. The entrance is a large archway.
Several wooden crates and boxes suggest it may be an area for trade, storage, or
construction. There is also a public pavilion with a golden dome, ornate arches,
and columns, elevated on a platform with a wooden floor. Additionally, there is an
extension of the city wall with a portico.

• Square between city wall, public pavilion and bridges: You are standing on
a square. There are an extension of the city wall, the public hall, and bridges.
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3.2. Conversation

The generated answer text is sent to a python script via a socket server. In this script,
the OpenAI Audio API is used to convert the text a soft human sounding voice. The
generated audio file is then sent to Omniverse’s Audio2Face application. Audio2Face
automatically creates the appropriate facial expressions and voice emotions and transmits
them to our agent in Unreal Engine via the LiveLink plugin4. We made slight adjustments
to the emotions, enhancing the happiness expression so that she has a small smile on
her face while speaking. The agent also directs her gaze toward the user during the
conversation to enhance her sense of presence. This was achieved by using the position
of the user’s headset in the virtual world to determine the aiming direction of her pupils.

This technology was used to create the personality of the metahuman named Ada. She
is a friendly woman with a deep interest in Egyptian history, embodying the role of a
guide. Her abilities include answering questions about Egypt, the virtual environment,
herself, and various other topics. Figure 3.3 shows Ada talking. In Figure 3.4 she is
waiting to be asked a question.

(a) (b)

Figure 3.3: Ada talking.

4Audio2Face LiveLink Plugin, https://docs.omniverse.nvidia.com/audio2face/latest/
user-manual/livelink-ue-plugin.html#audio2face-to-ue-live-link-plugin, accessed
September 10, 2024
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3. Embodied Conversational Agent for Historical Site Exploration

Figure 3.4: Ada in the virtual world, ready to be asked a question.

3.3 Challenges When Using ChatGPT in VR
Environments

When using ChatGPT, problems can arise with regard to the veracity of the answers.
Since the user in the virtual reality environment can view the environment from different
perspectives by turning and moving, Ada has no knowledge of this and therefore cannot
provide precise information about viewing conditions or exact paths. In addition, Ada
must be prevented from providing incorrect information about the location. These
challenges were addressed by the following statement in the prompt: You can’t give
explicit information about building locations or directions, because you can’t see what the
user sees. You have never been here, but you know a lot about ancient Egypt and how
people used to live there. These measures ensured that the agent was able to generate
plausible answers. Nevertheless, the answers are generated at runtime and the same
answer is not always generated for the same question. There is no correctness check
of the answers, which is worth mentioning from an ethical perspective. ChatGPT is a
comprehensive tool that makes it possible to ask questions on almost any topic without
having to create a specific model with predefined questions and answers. This means
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that we have less control over the exact wording and content of the answers. From the
outside, however, the answers can be directed by settings and prompts.

3.4 VR Setup and User Input

A HTC Vive is used for the VR setup. The user has two possibilities to interact with the
system. The first is teleportation within the virtual world. The standard teleportation
function of the Unreal Engine template was used for this. The user can teleport almost
anywhere, but at a certain distance from walls or obstacles. The agent is moved a certain
distance in front of the user during each teleportation. It is positioned in front of the
user, slightly to the left, making it easy to engage in conversation. Empirical testing
determined that the agent is placed 90 cm from the user’s position in the virtual world
and angled 20 degrees to the left. The second interaction option is to press and hold
the trigger button to activate voice input. As soon as the user has finished speaking,
they release the button. As feedback, the text “Thinking...” appears above the agent,
see Figure 3.5. After a short time the user receives an answer to their question. Both
interactions can be carried out with one VR controller.

Figure 3.5: Visual feedback after asking a question.

17



3. Embodied Conversational Agent for Historical Site Exploration

3.5 Environment Design
Unreal Engine was chosen to create the virtual world, as it enables high-quality graphics.
It is widely used in game development and compatible with virtual reality applications.
We chose Egypt as it is a rich with history, monumental architecture or religious myths.
There are many interesting facts to discover. To create an ancient Egyptian world, an
existing plugin of an Egyptian environment 5 was used. This plugin forms the basis of
the environment shown in the Figure 3.6. Only minor modifications have been made.

(a) Inside the world. (b) Bird’s eye view.

(c) In front of the pyramid.

Figure 3.6: Ancient Egyptian world in Unreal Engine.

This world serves us well as it represent a typical small city in ancient Egypt and contains
many historical elements that can be visited, such as a pyramid, a temple, a city wall or
a public hall. The user navigates the world alongside Ada, having the freedom to ask
her questions at any time. The conversation topics include discussing the buildings and
artifacts of the environment, in order to find out information about the life, the culture,
and the religion of the people who lived there back in time. However, users can tailor
their experience to their own interests. They have complete control over their learning
journey, enabling them to inquire about precisely what they wish to know and to decide
how much they want to learn—or whether they want to learn at all. If users are unsure
about what to ask, Ada offers suggestions to guide their exploration. From a pedagogical
point of view, this approach promotes historical learning in several aspects. The virtual
environment itself serves as a rich context for learning. Users can visualize historical

5Stylized Egypt, https://www.unrealengine.com/marketplace/en-US/product/
stylized-egypt, accessed on August 31, 2024
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3.5. Environment Design

sites and artifacts, making abstract concepts more tangible and enhancing retention.
Users can explore the virtual environment at their own pace, allowing for self-directed
and exploratory learning. By encouraging users to ask questions about Egyptian history
and culture, we promote critical thinking and curiosity. This inquiry-driven approach
allows users to delve deeper into topics that interest them, fostering a more personalized
learning experience. Ada can provide layered information based on the user’s current
understanding and interests. For example, she can start with basic concepts and gradually
introduce more complex ideas as the user becomes more engaged. Users receive instant
responses from Ada, which helps reinforce learning. This immediate feedback loop allows
users to clarify misunderstandings and build on their knowledge in real time.
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CHAPTER 4
Evaluation and Results

4.1 Expert Study
Before deciding on the technologies described above for creating the agent and conversa-
tion, we studied an initial version of the system in an expert study. The evaluation focuses
on ensuring that the agent’s behaviour and appearance are convincing, while also striving
for a natural and fluid conversation. This process identifies important enhancements that
can be made to improve the overall user experience.

4.1.1 Study Procedure
The expert study was conducted by exposing experts to our ECA in VR. The experts were
virtually located in an Egyptian environment together with an embodied conversational
agent. It was a woman with whom a user could talk about the environment. Two experts
in the field of ECAs in VR took part in the study. They tried out the scenario and
afterwards were asked following five questions in an semi-structured interview:

1. Do you consider the designed toolchain usable for implementation of embodied
conversational agents in urban exploration scenarios? Please explain why.

2. What is your judgement of influence of the presented system on the user- perceived
visual realism and presence in VR?

3. Do you consider conversational capabilities of the presented ECA toolchain to be
realistic enough for maintaining seamless conversation with the user in VR urban
exploration scenario? Do you consider agents responsive enough? Please explain
why.

4. Did you spot any errors or problems during testing the toolchain that can negatively
influence the experience? Please explain your observations.
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5. Would you suggest any modifications of the toolchain? If yes, why?

4.1.2 Results
The open coding method was used for the analysis of the content of semi-structured
interview evaluate the quality of the conversation. For this purpose, the interview
transcript was processed according to recurring codes. In Table 4.1 the code can be seen
on the left-hand side. This is a theme that can be found in the different transcripts of
the interview. The right-hand side shows specific comments of experts regarding this
code in the respective interview.

Code Example sentences from transcript
realism and presence
of agent in VR

agent seems to be there because of lip-syncing
agent seems real, you feel immersed
metahuman looks real
not looking at me
I liked her, but I missed a moving body
medium level of presence

lip syncing realism improved
lips moving slower than audio

environment real environment
good details
not realistic
more Arabic than Egypt

responsiveness of the
agent

responsiveness could be improved
takes up to four or five seconds for her to start talking
slow
omniverse is slow
besides delay when she is starting to talk, it’s good
let user know it’s thinking

conversational capa-
bilities

I would try to improve the responsiveness of the agent
some answers take longer than others
always starting with "huh"
add memory to api call

content of conversa-
tion

you can ask all what you want
I knew she was expecting questions regarding Egypt
I can discover new things

distributed system distribute the system to speed up the response
wondering where all components are running

errors no errors
delay is the only issue

personality convincing
she really wanted to talk about Egyptians
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agent’s body use an animation for her body, it looks unnatural if she does
not move at all
if she does not move her body, it is kind of like talking to a
microphone
she is not moving, why should I move?
I liked her, but I missed a moving body

urban exploration add memory
it should know what the user has already asked for in the
environment
I can discover new things
her replies are okay
you do not prove the answers on correctness?

modifications of
toolchain

distribute system
add memory to API call
use OpenAi for TTS, not Riva
same framework i would have used
usable toolchain
provide feedback that she is thinking

Table 4.1: Codes and example sentences from transcript.

The results are summarized in relation to the interview questions:

1) Do you consider the designed toolchain usable for implementation of embodied conver-
sational agents in urban exploration scenarios? Please explain why.

The toolchain is described as usable. The most significant problem is that when a user
asks the agent a question, she/he must wait too long (up to five seconds) for an answer.
Experts also mentioned that a user can discover new things through the agent’s answers.

2) What is your judgement of influence of the presented system on the user- perceived
visual realism and presence in VR?

The agent is perceived as real. Metahuman looks realistic. The lip synchronization makes
it seem as if the agent is present. Whereby a partial non-overlap between voice and lips
was perceived. To make the agent more real and also to increase his own presence, it
should make some body movements and not just stand there rigidly. It should look at
the user when the user is speaking. The environment was perceived as beautiful and rich
in details. Opinions are divided when it comes to realism of environment.

3) Do you consider conversational capabilities of the presented ECA toolchain to be realistic
enough for maintaining seamless conversation with the user in VR urban exploration
scenario? Do you consider agents responsive enough? Please explain why.

Experts felt that they can ask the agent anything what they wanted. The responsiveness
should be improved by getting an answer faster. The content of the conversation was found
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to be good. As a tip to improve the quality of the conversation, previous conversation
parts can be added to the API call of ChatGPT to create the conversation history. The
user should also obtain a feedback that the answer is currently being generated or that
the agent is currently thinking.
4) Did you spot any errors or problems during testing the toolchain that can negatively
influence the experience? Please explain your observations.
No errors were detected. The only shortcoming seems to be that Omniverse takes a long
time for processing.
5) Would you suggest any modifications of the toolchain? If yes, why?
Since ChatGPT does not necessarily return correct statements, the effects of this should
be investigated further. OpenAI can be used instead of Riva to generate the audio file
from TextToSpeech to speed up the process.
In general, great potential is seen in the agent in terms of presence, realism and conversa-
tional skills. It became clear that adjustments can have a major impact. This includes
adding body language to the agent and speeding up the process of giving an answer.
From the results of this study, we derived several important enhancements that were
previously missing. These included the implementation of an idle animation for the
agent’s body and the establishment of constant eye contact between agent and user
to make the interaction appear more natural. We added a memory function for the
course of the conversation so that the agent can relate the response also to previous
statements made by the user. Another point concerned the need of feedback if the speech
recognition was successful. We implemented this by displaying the text “Thinking..”
above the agent to signal to the user that their question is being processed. The system
speed was optimized by using a server to process the requests. We also replaced the
previously used local Riva server with the OpenAI API for text-to-speech generation,
which also contributed to a faster and smoother interaction.

4.2 User Study
The user study was designed to evaluate the user experience of interacting with an ECA
in comparison to a non-embodied conversational agent, as well as the learning experience
of the users. The study thus consists of two conditions and follows a within-subjects
design, meaning that each user interacts with both, the ECA and the non-embodied
conversational agent, in the virtual environment of ancient Egypt. The order with which
condition the user started was random, to exclude potential effects of order. To facilitate
this evaluation, a questionnaire was developed based on the hypotheses derived from the
related work section. It is hypothesized that the social presence provided by the ECA is
higher than provided by a non-embodied conversational agent, which in turn enhances
the users’ sense of presence in the virtual world. A higher sense of presence of the user
and an increased social presence of the agent positively affect the learning experience
and motivation, leading to the following hypotheses:
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1. The user’s sense of presence is higher with the embodied agent than with the
non-embodied agent.

2. The social presence of the agent is higher with the embodied agent than with the
non-embodied agent.

3. The intrinsic motivation to be in the virtual environment is higher with the embodied
agent than with the non-embodied agent.

4. The subjective-related learning outcome is higher with the embodied agent than
with the non-embodied agent.

Based on these hypotheses, the questionnaire accessing the user experience, was designed
regarding the metrics user’s sense of presence, social presence of the agent, intrinsic
motivation to explore the virtual environment and subjective-related learning outcome,
see Table 4.2. The questionnaire comprised a total of 18 questions. A 1-7 Likert scale
was used for all but two open-ended question about additional comments and the agent’s
preference. To measure the metric presence, the questionnaire included three questions on
spatial presence, which were taken from the “Temple Presence Inventory” [LWD11] and
were adapted to the virtual reality scenario. Bailenson’s scale was used to measure social
presence, specifically to assess social presence in immersive environments [BAB+04]. The
scale comprises five questions aimed at assessing interaction and the sense of presence
in the virtual environment. The Intrinsic Motivation Inventory (IMI) was used to
measure intrinsic motivation. This scale includes subscales for Interest/Enjoyment and
Pressure/Tension to capture different dimensions of intrinsic motivation[CLN+21]. Two
subjective questions relating to learning in virtual museums were used to record the
learning experience. These questions are based on the study by Shahab et al.[SMG+23]
and aim to capture the perception of learning potential in virtual reality. In addition,
there was an open question and a question about the agent’s preference. Both questions
were answered in text form in order to obtain detailed qualitative feedback from the
participants.

A comparative questionnaire developed by Kennedy et al. [KLBL93] and further refined
by Bimberg et al. [BWK20], was used to assess potential symptoms of simulator sickness
in participants during virtual reality experiences in the user study. This questionnaire
evaluates symptoms such as nausea, oculomotor disturbances, and disorientation before
and after the VR session, to determine whether participants’ wellbeing deteriorated.
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Users’ Sense of Presence Answer Scale Source
To what extent did you experience a sense
of being there inside the environment?

1 (Not at all) - 7 (Com-
pletely present)

[LWD11]

Did the experience in virtual reality feel more
like watching events/people on a screen or
more like being present with events/people
in the same environment?

1 (Watching on a
screen) - 7 (Being
present)

[LWD11]

How much did it seem as if you could reach
out and touch the objects or people you
saw/heard?

1 (Not at all) - 7 (Very
much)

[LWD11]

Social Presence of the Agent
I perceived that I was in the presence of
another person in the virtual room with me.

1 (Strongly disagree) -
7 (Strongly agree)

[BAB+04]

I felt that the agent in the virtual room was
watching me and was aware of my presence.

1 (Strongly disagree) -
7 (Strongly agree)

[BAB+04]

The thought that the agent is not a real
person crosses my mind often.

1 (Strongly disagree) -
7 (Strongly agree)

[BAB+04]

The agent appeared to be sentient, conscious,
and alive to me.

1 (Strongly disagree) -
7 (Strongly agree)

[BAB+04]

I perceived the agent as being only a com-
puterized image, not as a real person.

1 (Strongly disagree) -
7 (Strongly agree)

[BAB+04]

Enjoyment/Interest During the Activ-
ity
This activity was fun to do. 1 (Strongly disagree) -

7 (Strongly agree)
[CLN+21]

I thought this was a boring activity. 1 (Strongly disagree) -
7 (Strongly agree)

[CLN+21]

I would describe this activity as very inter-
esting.

1 (Strongly disagree) -
7 (Strongly agree)

[CLN+21]

While I was doing this activity, I was thinking
about how much I enjoyed it.

1 (Strongly disagree) -
7 (Strongly agree)

[CLN+21]

Pressure/Tension During the Activity
I was very relaxed in doing these. 1 (Strongly disagree) -

7 (Strongly agree)
[CLN+21]

I felt pressured while doing these. 1 (Strongly disagree) -
7 (Strongly agree)

[CLN+21]

Learning Outcome
I learned something new. 1 (Strongly disagree) -

7 (Strongly agree)
[SMG+23]

I became more knowledgeable. 1 (Strongly disagree) -
7 (Strongly agree)

[SMG+23]

Open-Ended Questions
Do you have any additional comments? Text response Self-designed
Which agent do you prefer and why? (1.
Voice-only agent / 2. Embodied agent)

Text response Self-designed

Table 4.2: Questionnaire about the user experience of the interaction with the agent and
about the users’ learning experience
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4.2.1 Study Procedure

At the beginning the participant went through a test VR scene in which they could
teleport on one side at will and try natural speech input with automatic speech reognition
(ASR) on the other side. The spoken text was displayed on a whiteboard in the VR
environment. The participant was then asked to perform the two conditions in VR,
each lasting around 10 minutes. The only difference between the two conditions was
the type of conversational agent that participants interacted with. Participants were
given the task of exploring the Egyptian world and conversing with the agent as their
companion. They could ask any questions that came to mind. Each condition began
with an introduction, which the agent addressed to the user at the beginning:

"The sun is blazing and you are standing on dusty ground. Together we are
about to uncover the secrets of a time long past. Picture this, we have just
discovered an ancient Egyptian world, newly excavated from the sands. This
place was once a center of knowledge and culture. I’m Ada and I am excited
to explore this fascinating place with you. I know a lot about ancient Egypt,
feel free to ask me anything that comes to mind. I would love to speak with
you about the mysteries of this place."

The user could then explore the world as they saw fit. After completing each run the
participant filled out the questionnaire about the user experience of the interaction with
the agent and the users’ learning experience. The simulator sickness questionnaire (SSQ)
was filled out once before being in virtual reality and once at the end of the whole study.

4.2.2 Participants

The study included 23 participants (N = 23), 10 women and 13 men, with an average age
of 32 years (standard deviation: 6.93 years). Participation was on a voluntary basis and
all participants gave their informed consent before the start of the study (see Appendix
A).

4.2.3 Results of Questionnaire

For each of the metrics - spatial presence, social presence, enjoyment, pressure and
learning outcome - we calculated the mean and standard deviation of the questionnaire
for the embodied and the non-embodied agent based on the results of all participants.
These are shown in Figure 4.1.
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Figure 4.1: Comparison of both condition in each metric, where the whiskers indicate
the standard deviation.

As some of the data was not normally distributed, we applied the wilcoxon test to
determine the significance of difference in metrics between the embodied and non-
embodied agents. A significantly higher social presence was found for the embodied
agent, see Table 4.3. This supports the hypothesis that the social presence of the agent
is higher when it is embodied. No significant difference was found for the other metrics.

Metric Z p
Spatial Presence -0.87 0.930
Social Presence -3.217 0.001
Enjoyment -0.952 0.341
Pressure -0.990 0.322
Learning Outcome -1.328 0.184

Table 4.3: Significance assessment of differences between our two conditions calculated
by Wilcoxon signed-rank test. A significance threshold of α = 0.05 was used.

4.2.4 Analysis of Open-Ended Questions

To get deeper insights about the user experience in the conversation with the agent we
analyse the open questions. In terms of agent preference, 14 participants indicated a
preference for the voice-only agent, while 8 participants preferred the ECA. The open-
ended responses were evaluated using thematic analysis, identifying key themes and
patterns. The key findings can be summarized regarding following topics:
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Positioning of the Embodied Agent

Many participants criticized the position of the embodied agent, as it often blocked the
view of the virtual environment and restricted freedom of movement. These are two
examples:

Moving in the version with the voice-only agent was more easy because Ada wasn’t standing
in my way all the time, I felt more in the environment.

The agent sometimes blocks the view.

The Users’ Sense of Presence

The comments for the sense of presence of the user in the virtual world differ. In some
cases, the embodied agent seems to contribute to feeling more present in the world,
whereas in others the non-embodied agent does.

2 (embodied agent), because it increased perceived presence in the virtual world.

1 (non-embodied agent)- I felt more present and focused more on the environment than
on the agent.

Behavior and Appearance of the Embodied Agent

The use of embodied agents in digital interactions has garnered positive feedback, par-
ticularly regarding their behavior and appearance. Participants often highlighted how
these agents enhance the experience by providing a sense of presence and engagement
that resembles real-life communication. This section summarizes key observations about
the embodied agent’s impact on user interactions.

Embodied, because it increases the sense of talking with a real person.

Avatar super nice, lip sync good, smooth interaction.

I liked the embodied agent better because I "knew" she was there as well, so I felt more
confident in asking questions about my immediate surroundings.

Despite the positive feedback, Uncanny Valley effects were observed, particularly in
relation to eye contact. Some participants described the embodied agent as creepy or
disturbing, indicating that the visual representation and interactions of the agent were
not yet fully convincing.

1(non-embodied agent), because nobody was staring at me and I did not feel so pressured.

The embodied agent constantly lacked natural movements (body language) to be convinc-
ing.

The agent was very creepy.

You felt a bit followed/observed, because the person kept appearing in front of you.
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Learning Outcome

Contrary to the assumption that the embodied agent increases attention through visual
presence, the voice-only agent seemed to support learning better. Participants reported
that they were able to concentrate more on the content with the voice-only agent, while
the embodied agent was sometimes perceived as distracting for asking questions about
the environment:

I took more information about ancient Egypt than in the round before.

It was also cool without her because I could concentrate more on the facts rather than her.

Prefer embodied person to before - you chat more with her, but I asked Ada more questions
about herself than about the environment.

Higher Entertainment With the Embodied Agent

With the embodied version, some participants found it more fun and entertaining. The
embodied agent contribute to a lively and personalized experience:

I enjoyed having Ada there more.

It was more interesting and fun to walk around with someone, as you are more engaged
with the person and more interested in them; however, it also distracted me from the
setting.

Suggestions for Future Changes

Feedback regarding future improvements for embodied agents highlights user desires for
enhanced functionality and versatility. Users have expressed specific wishes that aim to
make interactions more convenient and aligned with their preferences, like the option to
switch the visibility of the agent, an embodiment to a virtual robot or the possibility to
interrupt the agents voice.

I would like to be able to switch the agent on and off.

A robot would be best (like speaking spheres).

Sometimes it would be great to interrupt the voice, to answer a new question without
waiting till the voice has completed the answer.

4.2.5 Recommendations for Developing an ECA for Urban
Exploration of Historical Places in Virtual Reality

On the basis of the qualitative analysis of open questions we formulated recommendations
for future developments.
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1. Integration of Natural Animation to Reduce Discomfort

Future developments of the embodied agents should focus on integrating natural ani-
mations to reduce uncanny valley effects and user discomfort. The agent should have a
friendly appearance and the body language should include regular eye blinking, micro
body movements, adjusting posture and hand gestures.

2. Locomotion of the ECA in Virtual Reality

The ECA should not restrict the user’s freedom of movement. It’s advisable to position
the agent slightly diagonally when teleporting within the virtual world. Alternatively,
using a walking animation for the agent’s movement can lead to a more realistic movement
experience.

3. Interaction of the ECA with the Environment

In order for the ECA to be perceived more as part of the environment and to increase
the user’s sense of presence, it would make sense to adapt the agents capabilities to
interact with the environment. In our example, the customization was mainly limited to
location-related background knowledge. This can be further enhanced, by pointing to
objects during explanations, by explaining possible paths or by interactions of the ECA
with objects in the virtual environment.

4. Selection of Agent’s Embodiment Type

As some participants preferred the voice-only agent or expressed a desire for a robotic-like
companion like a flying sphere, it would be beneficial to develop flexible systems that
enable users to switch between different types of agents based on their preferences. There
could be a switching option between visibility and invisibility of the agent or a more
personalized agent design, where the user can influence the appearance of the agent, for
example in choosing a human embodiment or robotic embodiment, in choosing cloth or
gender.

4.2.6 System Efficiency in Response Times and Accuracy
During the study, we continuously took notes to record anomalies and monitor the
functioning of the system. Overall, ChatGPT provided convincing responses, especially in
situations involving impersonating a fictional character or responding to questions about
visual impressions (e.g.: “What do I see in front of me?” or “What is that statue?”).
In the few cases in which the answers appeared inappropriate, these were often due
to errors in speech recognition, which interpreted the user queries incorrectly. Such
misunderstandings were rare.

Based on an analysis of 10 questions posed to the agent, the average response time has
been determined. It takes 4.8 seconds in average from the moment the user releases the
trigger button to end their speech recording until they hear the agent’s response. The
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average times for each step are as follows: It takes 1.2 seconds for Whisper to transcribe
the spoken input into text. ChatGPT then requires an additional 0.9 seconds to generate
a response. The conversion of Text-to-Speech (TTS) takes 2.3 seconds. Finally, for the
audio delivery and visual feedback via Audio2Face, it takes another 0.4 seconds.

4.2.7 Results of SSQ
The simulator sickness questionnaires, modeled on Bimberg et al. [BWK20], were
evaluated in the Table 4.4 and 4.5.

N O D TS
Mean 13.44 15.50 17.08 17.51

Median 9.54 11.37 6.96 11.22
Std. deviation 16.30 16.45 27.15 19.43

Table 4.4: Results of the pre simulator sickness questionnaire for nausea, oculomotor
disturbance, desorientation and the total score.

N O D TS
Mean 9.97 13.44 19.61 15.81

Median 0 7.58 13.92 7.48
Std. deviation 15.15 16.20 24.17 19.41

Table 4.5: Results for the post simulator sickness questionnaire for nausea, oculomotor
disturbance, desorientation and the total score.

No significant effect of our studied virtual reality experience on cybersickness was found.
By performing the Wilcoxon test, we could not find any significant difference between
the questionnaire completed before the virtual reality experience compared to the one
completed after the virtual reality experience, see Table 4.6.

Metric Z p
Nausea -1,524 0,128
Oculomotor disturbances -0,423 -0,632
Disorientation 0,632 0,527

Table 4.6: Statistical significance assessment of differences in the SSQ questionnaire
completed by users before and after the VR experience, using the Wilcoxon signed-rank
test.

4.2.8 Discussion
The investigation of the embodiment of the conversational agent in virtual reality has
provided interesting insights into their influence of the user experience. The results are
discussed below and placed in the context of the existing literature.
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Social Presence

Our hypothesis that the embodied agent conveys a higher social presence than the
non-embodied agent was supported by the study results. This is in line with expectations
that embodied agents can establish a stronger emotional and social connection. It is
reflected in some of the qualitative feedback: “I liked the embodied agent better because
I ‘knew’ she was there." These results are consistent with the theory that embodied
agents increase social presence through visual and nonverbal communication [KBH+18]
[WSR19]. They are also consistent with results from the study of Mori et al. [MI12].
In their study the embodied agent increased the feeling of liveliness and the ease of
conversation. Our study also found unpleasant sensations in the direction of the Uncanny
Valley effect, as also described in the research literature [MMK12]. The embodied agent
was sometimes perceived as scary.

Presence

The hypothesis that the users’ sense of presence is higher with an embodied agent was not
supported. Despite the increased social presence of the ECA, there was no corresponding
increase ther users’ sense of presence, as observed in other studies [SBS19] [WSR19].
Although a comment in the qualitative analysis indicated that the embodied agent
"increased perceived presence in the virtual world.", negative effects such as perceived
movement restrictions or visual world occlusion by the ECA seem to have affected the
users’ sense of presence. An example of a participant’s argument for the voice-only agent
is: “I felt more present and focused more on the environment than on the agent.” These
aspects could explain why slightly more participants overall preferred the voice-only
agent and contributed to the fact that the feeling of presence was rated almost equally
for both conditions.

Intrinsic Motivation

While Carrozzino et al. [CCT+18] showed that an ECA can increase attention and
engagement compared to a typical audio guide during storytelling in a virtual museum,
our hypothesis on intrinsic motivation was also not supported. We examine the subscales
Enjoyment/Interest and Pressure/ Tension for intrinsic motivation. There were indica-
tions in the qualitative data that the use of a embodied agent was perceived as more fun
or interesting, which could have a positive effect on intrinsic motivation. Others preferred
exploration without the embodied agent presence and felt increased pressure, which in
turn may have negative effects on intrinsic motivation. It seems that the motivation to
spend time in the virtual environment depends strongly on individual preferences and
is not solely determined by the type of agent. Future studies should investigate which
specific factors influence intrinsic motivation depending on the learning environment and
how these are related to the embodiment of the agent.
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Learning Outcome

The hypothesis that subjective learning outcome is higher with the embodied agent was
not supported, as the previous work by Sajjadi et al. [SHCK19]. Their study indicated
that social presence has a positive influence on the learning experience. Our participants
reported that they may have learned more about the environment with the voice agent
as they focused less on interacting with the agent, observable in this comment: “I could
concentrate more on the facts rather than her.” The problem that the embodied agent
could interfere with visual focus was observed by Reinhardt et al. [RHW20]. There is
evidence that intense positive emotions could distract the necessary cognitive processing
[PM21]. Nevertheless, the difference in the results for learning outcome between our
two conditions was not significant in the quantitative analysis and in our study the
measurement of learning outcome was limited through a subjective estimation and
through no assignment to any learning goals. We hypothesize that learning progress may
be less influenced by the type of agent, but rather by the way information is presented
and processed. Further attention should be paid to how learning content can be effectively
conveyed.
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CHAPTER 5
Conclusion

In this thesis a technical framework for the realistic embodiment of a conversational agent
in VR and a method for enhancing its location awareness was presented, leading to the
creation of a historical learning scenario set in ancient Egypt. The evaluation involved
comparing an embodied conversational agent with a non-embodied conversational agent
in the context of exploring ancient Egypt in virtual reality. The study found that the ECA
significantly enhanced social presence compared to the non-embodied agent, indicating
that the agent’s physical presence and non-verbal behaviors improves interactions with
users. However, the embodiment did not result in significant differences in users’ sense
of presence within the virtual environment, their intrinsic motivation to explore the
environment, or their perceived learning outcomes. Qualitative analysis of participants’
feedback revealed several recommendations for future developments of ECAs for urban
exploration of virtual historical environments. Overall, the findings underscore the
potential for conversational agents to enrich the experience of exploring historical sites in
virtual reality, providing users with both entertainment and educational value.

5.1 Limitations
A limitations of this study is that the sample size of participants was relatively small.
The study was conducted in english, as this was not the mothertongue of many of the
participants, the conversation with the agent may have been influenced. It might be
unusual for participants to talk to an agent in virtual reality. Not all of the participants
were used to virtual reality. Therefore, they may had difficulties navigating and interacting
in the virtual world. Regarding the input for ChatGPT, we added location information,
long-term memory and personality information and perceived an impressive language
ability. Nevertheless, in our project it could happen that the agent gave general answers
that were not specific enough for the questions or requirements in the simulation, or that
the answers were not the right length and not sufficiently personalized. This may have
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affected the sense of continuity in the conversation. In addition, technical limitations of VR
platforms such as latency, graphics quality or motion detection could affect the immersive
experience. For the automatic speech recognition, we used Whisper, which worked well,
but occasionally had dropouts. As Omniverse’s Audio2Face requires relatively high
performance, but delivers impressive results, optimizing the interaction speed remains
a challenge. Many components are involved in processing the conversation with an
ECA, which increases the susceptibility to errors. Although the individual processes
are already of a high quality, the creation of a virtual person with human behaviour
remains challenging in some cases. Nevertheless in our project, an impressive interplay of
various technologies for conversational processing is presented and the technical progress
promises further simplifications in this area.

5.2 Future Work
Although this work has provided important insights, some aspects remain open for further
investigation in future studies. Future research should particularly focus on the non-
verbal behaviors of embodied agents in virtual environments to ensure the most possible
natural and effective communication. The use of gestures could play a central role here.
Further research should clarify which gestures or interactions with the environment are
particularly suitable for explaining facts in VR and how these can improve immersion and
user understanding. An extension of the research of the agent’s locomotion is possible.
It should be investigated which walking routes of the agent, which distances of the agent
to the user or which explanation positions of the agent are optimal. The research has
suggested that the embodiment of an agent should be adapted to the learning activity.
It would be useful to adapt the behavior and embodiment of the agent to the learning
goals and different learning stereotypes of people. The study found that social presence
is enhanced through embodiment. It remains to be explored for which learning activities
this can be effectively utilized. Further research could be carried out into the extent to
which users are involved in decision-making. The user can get more control over the
interaction through decisions about the embodiment of the agent, the personality of
the agent or about length of responses. There could be an option turning the visibility
of the agent on or off. Currently, the agent only responds to questions from the user.
The conversational dynamics could be further explored. In our version the user always
asks a question, the agent could be more active and offer information or suggestions on
its own. In the topic of urban exploration of historical places, it is valuable to create
virtual representations of actual existing places or reality-like versions of past places for
authentic experiences. The content of the conversation with the agent offers potential
for improvement. In the project, the agent received background knowledge about the
current position via a prompt for ChatGPT. It could be further refined. The current
image of the user’s view through the VR glasses could be included to the prompt in
combination with text input, trying to enhance the agents’ location awareness even more.
This could offer the opportunity to respond even better to the conversation and provide
context-based information.
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5.3 Summary
Our project still contains potential for major enhancements, such as a more realistic and
detailed representation of the environment, more complex conversation paths for the ECA
or a better adapted locomotion for the ECA. Despite these potential improvements, our
research answers the research questions about the embodiment of a conversational agent
in the context of exploring historical place in VR and has identified important aspects and
recommendations for the future. This work demonstrates a personalized and innovative
learning experience in virtual reality enabled by a conversation with an (embodied)
agent. It makes a significant contribution to research in the field of experiential learning
in VR, particularly through the use of dialog-based approaches, which complement
traditional teaching methods. Furthermore, the work highlights the enormous potential
of technologies such as large language models e.g. ChatGPT in combination with the
transfer of body language to a virtual human with Omniverse, to simulate authentic
personalities and dynamic conversations. This opens up new possibilities for immersive
learning environments where users can gain a deeper understanding of content through
interactive, AI-powered communication.
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APPENDIX A
Appendices

A.1 Consent Form
This appendix contains the consent form used for participant approval in the study.
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Consent to Participate in a Research Study
TUWien - Vienna, Austria

Project Title: Embodied conversational agent for urban exploration in virtual reality

Researcher: Mareike Richter

Contact Details: e12009616@student.tuwien.ac.at

What is the purpose of this study?

In mymasterthesis I investigate the influence of embodiment of conversational agents on user
experience in virtual reality. The scope is to discover an Egyptian world in virtual reality together
with an agent. There will be two conversational agents, one with a body and one without. Both
will be tested one after the other. A questionnaire will be completed after each run.

Where will the study take place and how longwill it last?

The study is conducted at TUWien (Favoritenstraße 9-11, 1040Wien). Each participant will visit
the lab once and spend approximately 45 minutes participating in the study.

What will happen during the experiment?

You will wear a head- mounted display and be together with the agent in the virtual environment
of ancient Egypt for 15minutes maximal. You canmove through teleporting in the world. Your
task is to explore the environment and ask questions of your interest to the agent, as it knows a
lot about ancient Egypt.

You will do this twice, because you test both agents.

What data will be collected?

• personal information, namely gender and age

• a questionnaire about the users’ feeling of presence, social presence, and intrinsic
motivation to explore the environment

• a questionnaire about simulator sickness

Safety Guidelines

You confirm that you are informed regarding the risks and possibility of cybersickness
symptoms and that during and after the experiment following guidelines should be followed:

1. In any situation I should follow the instructions of the staff.



2. In the case of nausea, panic or any other adverse reaction – I should tell the staff immediately
and discontinue the experiment.

3. I should not drive a car or bicycle, operate machinery or engage in any physically strenuous
or potentially dangerous activities for aminimum of 1 hour after the participation in the study. If
any after-effects are observed later on, I should extend the break.

Right to Refuse orWithdraw

I know that I can refuse to answer any of the questions asked. I am informed that I can take a
break or discontinue the study at anymoment.

By signing the document, you agree that:

• I have read and understood the information provided.
• I agree to take part in this research project.
• I agree for my data to be used for the purpose of this research project.

Optional:

☐ I agree to take pictures while participating the study. The photos can be used in the
masterthesis about this project.

Date:

________________

Participant signature Researcher signature

_____________________ _____________________

Thank you for your interest in taking part in this experiment!    





Overview of Generative AI Tools
Used

In this work, I used the generative AI tool ChatGPT to translate the text originally
written in German into English and to stylistically improve it. I critically reviewed and
adapted the generated content to ensure that it aligned with my own ideas and writing
style. I applied the following procedure:

Procedure
I formulated the content in German and then entered the relevant passages into ChatGPT
(OpenAI, GPT-4, October 2023) to rephrase them in elegant English. The prompt I
generally used was:

Please rewrite the following text in elegant English: [... ]
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