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Abstract
The efficient generation and filtering of candidate structures for new materials is becoming
increasingly important as starting points for computational studies. In this work, we introduce an
approach to Wasserstein generative adversarial networks for predicting unique crystal and
molecular structures. Leveraging translation- and rotation-invariant atom-centered local
descriptors addresses some of the major challenges faced by similar methods. Our models require
only small sets of known structures as training data. Furthermore, the approach is able to generate
both non-periodic and periodic structures based on local coordination. We showcase the data
efficiency and versatility of the approach by recovering all stable C5H12O isomers using only
39 C4H10O and C6H14O training examples, as well as a few randomly selected known low-energy
SiO2 crystal structures utilizing only 167 training examples of other SiO2 crystal structures. We also
introduce a filtration technique to reduce the computational cost of subsequent characterization
steps by selecting samples from unique basins on the potential energy surface, which allows to
minimize the number of geometry relaxations needed after structure generation. The present
method thus represents a new, versatile approach to generative modeling of crystal and molecular
structures in the low-data regime, and is available as open-source.

1. Introduction

Identifying new compounds or materials with a desired set of properties is a complex challenge. The
computational task primarily involves two stages: the generation of physically sound candidate structures,
and their subsequent characterization using computational methods. For the primary characterization step
of assessing structural stability, density functional theory (DFT) offers a reasonable trade-off between
accuracy and computation cost. Recently, advances in accurate machine-learned force fields (MLFFs) have
substantially accelerated the stability evaluation at only a small cost in accuracy [1, 2]. However, the vast
search space, i.e. all the plausible conformations of molecules or crystals at a given stoichiometry, renders an
exhaustive exploration unfeasible for all but the most trivial cases. Hence, the generation and selection of
candidate structures is an equally important challenge to address. Historically, several approaches, including
substitution into known structures based on data mined rules [3], simulated annealing [4, 5], and various
methods based on evolutionary algorithms [6–8], have been employed to address this challenge. While these
methods are able to cover a wide range of structures, they are often limited by their underlying assumptions
and require a frequent evaluation of the potential energy (PE). Furthermore, the vast knowledge about stable
structures is at best only included as heuristic rules to filter the number of candidates to be considered.

The success of generative models for images, text, and videos has sparked interest for their application for
the direct generation of three-dimensional candidate structures for molecules and materials [9–18]. Despite
some success, the field is still in its infancy. Most early approaches adopt a global representation of the full
molecule or unit cell [10–14, 18], requiring a large amount of training data. Only recently, models based on
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local environments have begun to appear [15–17]. These are however limited to molecular, non-periodic
structures and it is unclear how a step-wise atom placement approaches can be generalized to periodic
structures.

One conceptually attractive approach to generative models are generative adversarial networks (GANs),
[19] which circumvent the need of explicitly evaluating a likelihood by adversarial training of two competing
neural networks. GANs have been successfully applied to the generation of periodic structures [10–13].
However, existing approaches have been based on global representations which means that the critic/decoder
has to understand whole structures, of which there are many. As a result, the GANs generating periodic
structures have required rather large amounts of training data on the order of 10 k–1M structures [10–13].

Focusing on learning the comparatively fewer physically significant local environments for evaluation
could mitigate this data requirement. Recognizing viable compounds based on transferable local
coordination or functional groups is fundamental to chemistry. The main challenge in producing stable and
chemically accurate 3D structures using GANs lies in selecting the computational representation. The
representation should continuously encode molecules and crystals while preserving periodicity, as well as
rotational and translational symmetry, regardless of the number of atoms. In this paper we propose a ‘local
GAN’ (LoGAN), a GAN-based architecture which functions in a new, data-efficient manner. The
architecture amalgamates the success of local structural descriptors used for MLFFs with the ability of the
generator network to predict the whole structure in one step without requiring an evaluation of the PE or
even local descriptors. Importantly, a prediction of the full structure in a single step allows our model to be
equally successful for periodic and non-periodic systems. During training, our critic network utilizes the
effectiveness of local descriptors, thus requiring a low amount of training data, and enabling the generation
of structures at different stoichiometries from the training set. The rotational- and translational symmetries
are taken care of by our choice of descriptors, while the permutational symmetry of similar atoms is handled
by the critic model. We also include a programmable post-processing step which can be used to enforce
various symmetries or boundary conditions of the goal systems. The LoGAN approach is tested on both on
C5H12O isomers using only 39 similar molecules as training data and SiO2 crystal structures using only 167
training samples, demonstrating its capability in a low-data regime.

2. Methodology

Our structure generation pipeline consists of two main steps. Initially we train multiple instances of LoGAN,
a modified Wasserstein-GAN [20] (WGAN) model, which are subsequently used to generate candidate
structures. Given the finite number of physically plausible structures, this approach inevitably results in
multiple candidates residing within the same energy basins. To avoid unnecessary computations we
subsequently apply a post-generation filter step to select representatives of these basins to be evaluated,
which is based on structural descriptors and thus does not require an energy evaluation. The training data
consists solely of a collection of structures, and also does not require their energies to be known. We note,
however, that the trained model will sample from a distribution similar to the training set. Therefore, to
search for low energy structures, the training set should primarily consist of low energy structures. In the
following the various parts of our pipeline are discussed in detail.

2.1. Data
We selected a non-periodic and periodic system each as benchmark systems, as described in the following.

For the non-periodic system, we chose subsets of the QM9 database [21]. QM9 reports equilibrium
structures and energies for 134 k molecules. Here, we selected all C4H10O and C6H14O isomers as training
examples (resulting in 39 datapoints of equilibrium structures). As target structures, C5H12O isomers were
chosen. We thus generate structures at different stoichiometries as the training data, namely generating the
coordinates for five carbon, twelve hydrogen and one oxygen atoms, each. Importantly, we only use the
structural information in QM9, and not the energies or other target properties. In QM9, 14 stable C5H12O
isomers are recorded, which we aim to recover using LoGAN by comparing the SMILES strings of the true
structures to the generated structures after geometry relaxation.

For the periodic system, we downloaded all SiO2 bulk structures from the MaterialsProject [22] (MP)
database with< 0.02 eV atom−1 energy above the convex hull, amounting to 168 structures with varying
unit cell size. We then randomly picked six SiO2 bulk structures with up to 18 atoms per unit cell as target
structures, and used the remaining 167 structures as training data for each target. For each target, atom
coordinates for the given atoms in the unit cell were then predicted. The energies of the subsequently relaxed
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Figure 1. Simplified architecture of our proposed WGANmodel. The top and bottom halves depict the flow of information from
the training (real) and the generated (fake) samples respectively.

structures were then compared to the energies of the target structures to identify whether a structure was
found by LoGAN. A full list of all SiO2 structures is given in the Supporting Information.

2.2. WGANmodel architecture
The backbone of our model follows the general WGAN architecture which consists of two competing neural
networks, the generator and the critic [20]. The generator aims to produce samples which are similar to the
ones in the training data given an atom composition chosen by the user, while the critic tries to assign low
scores to the training and large scores to the generated samples. Both the generator and critic models are fully
connected neural networks with core widths of 512 : 256 : 128 : 64 : 32 and 256 : 128 : 64 : 32 respectively.
The generator takes 20 latent variables of random noise (see Supporting Information for results using 10 and
30 latent variables) as input and outputs 3Natoms coordinates ordered according to the list of requested atom
types. The hyperparameters reported above are the result of a manual hyperparameter search and may be
changed by the user. We note that the output of the generator does not satisfy permutation invariance, which
is only handled later within the critic. We use leaky ReLU [23] activation functions for both the generator
and the critic, with the generator having an additional sigmoid activation applied to its output before being
passed to the postprocessing step.

To handle the specific requirements of the present study, we augmented the general WGAN architechture
with extra steps as shown in figure 1. For our intermediate representation to feed to the critic model, we
encode the local atomic environments using element-specific spherical-Bessel descriptors [24, 25]. These
begin with atom-centered density distributions:

ρiA (R) =
∑

a∈A;a ̸=i

δ (R−Ri,a) , (1)

where a runs through all atoms with type A and Ri,a is the vector pointing from atom i to atom a. The
density distribution is limited by a chosen cut-off radius |Ri,a|< Rcut. This density is then projected on an
orthonormal basis:

cnlm;iA =

ˆ
gn−l,l (|R|)Ym

l
∗ (R̂)ρiA (R)dR (2)

where Ym
l are the spherical harmonics and gn−l,l the spherical Bessel radial functions [24]. The resolution of

the descriptor is controlled by nmax which sets the number of basis functions to (nmax + 1)(nmax + 2)/2.
Subsequently, these descriptor fragments are made rotationally invariant [26] by contracting the angular
parts:

PiAB;nl =
l∑

m=−l

cnlm;iAc
∗
nlm;iB. (3)

The final descriptor is created by concatenating all fragments based on A,B,n, l and appending the one-hot
encoded atom type of the center atom [25].
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In addition to the above-mentioned parameters, Rcut and nmax, the descriptor is controlled by the
parameter Nneighbour, which sets the maximum number of neighbour atoms included in the descriptor.
Usually, Nneighbour is set to large enough values so that all atoms inside the sphere defined by Rcut are
considered. However, in our tests we found that we require relatively large Rcut values to avoid fragmentation
of our predictions in non-periodic cases where atom clusters can be separated by more than Rcut distance.
The constraint on the Nneighbour value could, on the other hand, be relaxed, thereby in effect setting an
adaptive cutoff radius. These descriptors are more short-sighted in dense environments, while in sparser
regions they include information up to the maximum Rcut distance, with constant low computational cost.

The critic thus receives Natoms atomic Bessel descriptors of the generated structure as input, ensuring
rotational, translational, and permutation invariance. Each descriptor is of dimensionality Ndesc +Ntypes

(determined by the choice of nmax and the number of atom types). In the Supporting Information, we report
manual hyperparameter searches for Rcut, nmax, Nneighbour, and the total number of models.

The whole model, including the descriptor generation, is implemented in JAX [27], which allows us to
backpropagate through the whole process for gradient descent, and utilize various accelerators such as GPUs
and TPUs for training and inference.

2.3. Composition-aware resampling
One of the advantages of our model is its relatively low training data requirement. We achieve this by not
using the training structures as a whole, but instead we extract every atom-centered local environment as
‘real environments’ for our critic model as illustrated on the top part of figure 1. Since the atomic
composition of the training structures do not necessarily match the composition of the predicted structure,
during preprocessing we extract the atom centered local descriptors for every atom in the structure and order
them in lists based on the central atom type. For the critic to evaluate a ‘real’ structure, descriptors are
randomly drawn from these lists according to the goal composition. For example, if the training database
consists of structures with the composition C4H10O and C6H14O, but the aim is to generate isomers with the
C5H12O composition, then the atomic descriptors of the generated structure, as well as 5 C, 12 H and 1 O
atomic descriptors sampled randomly from the training structures are input to the critic, figure 1. This is
necessary to prevent the critic from distinguishing between compositions (flagging all C5H12O as fake, and
all C4H10O and C6H14O as real), rather than discerning between physically valid and invalid environments. It
furthermore enables the model to predict on entirely unseen stoichiometries without a single data entry,
which is in contrast to some other current models requiring retraining on new stoichiometries [15]. Also, the
resampling allows our model to operate in low-data regimes, as there is a much larger set of possible
resampled descriptors than actual training structures.

2.4. Training
For training we used the RMSProp [28] optimizer as suggested by Arjovsky et al [20]. in the original
formulation of the WGAN. Our models are trained for a fixed number of iterations, where each iteration
consist of three steps. First, the generator loss is minimized w.r.t. the generator weights:

Lgen = Ez [C(G(z))] (4)

where C and G stand for critic and generator model respectively, while z is a latent vector sampled from a
multivariate normal distribution, see figure 1. This update is responsible for guiding the generator to predict
structures, for which the local environments are similar to the ones seen in the training examples. Then the
critic model is trained to distinguish between the real and fake descriptors by minimizing:

Lcrit = Ex,z [C(x)−C(G(z))] (5)

where x stands for the composition-aware resampled descriptors, figure 1. This step is applied five times per
generator update to ensure a good quality of the critic predictions. Finally, the gradient penalty [29] is
enforced on the critic by minimizing:

Lgrad = Ey (||∇C(y) || − 1)2 (6)

where y are linearly interpolated descriptors of real and fake environments of atoms of the same type. This
step is applied ten times per generator update, to ensure a smooth surface of the critic predictions.
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The significant advantage of the WGAN compared to the original GAN is its more stable training due to
the WGAN’s reliance on the Wasserstein-distance as opposed to the GAN’s Kullback–Liebler divergence. For
a WGAN to have stable training the critic model has to obey the Lipschitz contraint

|C(Pi)−C
(
Pj

)
|> K|Pi − Pj| (7)

where Pi, Pj are two local descriptors, K is an arbitrary positive constant and C(Pi) corresponds to the
prediction of the critic on Pi.

In most WGANs the output of the generator model is directly fed into the critic, thus the linearly
interpolated points where the gradient penalty is enforced lie in the actually accessible regions of the
intermediate representation space. In our case this is not true, since the generator outputs are post-processed
and turned into local descriptors before criticism, and the interpolated descriptors might not relate to
geometries accessible to the generator. This potentially hinders the training of our generator, since the loss
surface experienced by it might still be ragged. As a partial resolution we tested replacing the spherical Bessel
radial function, g in equation (2), by Gaussian radial basis functions similar to those used in the original
SOAP descriptors [26]. While these descriptors do not satisfy the same conditions for optimal completeness
as their spherical Bessel function-based counterparts, they depend monotonically on |R|. This means that if
we compare the descriptors of three structures where the distances measured from the central atom are
scaled with c1, c2 and c3, with c1 < c2 < c3 and the directions are unchanged, then all descriptor values of the
c2 scaled structure will lie between the descriptors of the c1 and c3 scaled structures. While we wanted to note
this theoretical drawback of our model, we did not find significant differences between the two kind of
descriptors in our tests. In the following we use both, since larger variety in the trained models can lead to
larger variety in predicted structures.

2.5. Post-generation selection and relaxation
GAN models are susceptible to ‘mode collapse’ [30] which means that they generate samples only from a
subset of the expected categories. This also occurs for the models described in this study, where a single
model generates only one or a few of the possible relevant configurations of the system. We therefore always
train multiple models with different starting weights and hyperparameters, and incorporate predictions from
all of these. Even if our models experience mode collapse, they can collapse into different basins, thus the use
of several models results in a much better sampling overall.

Subsequently we apply a filtering step to the union of generated structures. While the structure
generation itself is fast, relaxing these structures using DFT can be a computationally heavy task, so that a
filtering process based on structural features to avoid relaxing similar structures is beneficial. This involves
calculating the same local atom centered descriptors, equation (3), as we used in the training, but aggregating
them over each molecule or structure. Namely, the atomic descriptors are then averaged for each atom type
and concatenated, yielding a permutation-invariant descriptor that encapsulates the entire structure:

Structural descriptor=

(
1

NA

∑
i∈A

Pi

)
⊕

(
1

NB

∑
i∈B

Pi

)
⊕ . . . (8)

where NA is the number of A atoms. These structural descriptors are then projected onto a lower
dimensional space using principal component analysis (PCA) and clustered using k-means clustering. Finally
the structures closest to the k-means centroids are chosen as candidate structures. Thus, we use a global
descriptor that encompasses the full structure for clustering, while for training and structure generation, we
leverage the power of atomic, local descriptors.

The selected structures were then relaxed using GPAW [31] with the LDA functional using a 400 eV plane
wave cutoff. For the periodic structures a 2 × 2 × 2 k-point mesh was used. For the relaxations only these
coarse settings were used to reduce the computational cost, since we just required qualitative comparison
with the goal structures, but no accurate energies, or even ordering of energy minima. For non-periodic
systems, we furthermore confirmed that the same isomers were obtained when using the HF/STO-3G level of
theory compared to DFT with the LDA functional (data not shown).
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Figure 2. PCA of atomic representations of all atom types (left) and global representations of the full molecules (right). In the
insets, atomic local environments are only shown up to Rcut = 3 for clarity. Bessel descriptors were computed with Rcut = 5,
Nmax = 4, and Nneighbour = 20.

3. Results

3.1. C5H12O isomers
To benchmark the performance of LoGAN for non-periodic systems at different stoichiometries from the
training set, we aimed to reproduce the 14 C5H12O isomers found in the QM9 database. As training data all
instances of C4H10O and C6H14O were used, which resulted in overall only 39 training examples.

Figure 2 depicts a PCA of the atomic and molecular representations based on Bessel descriptors
encountered in the training (C4H10O and C6H14O isomers) and test (C5H12O isomers) sets. The molecular
structural descriptors are obtained via equation (8), while the atomic descriptors are the raw Pi. Thus, the
atomic descriptors reflect the information that the critic receives during training, namely the local
environments of which there are only few relevant ones. In contrast, the molecular descriptors reflect the
conformation and diversity of the resulting predicted structures, as well as the information that the filtering
procedure receives. The atom representations (figure 2 left) cluster strongly according to their atom-type.
Within one atom type, the local environments of the training and test sets are very similar and follow a
similar distribution. In contrast, the molecular representations (figure 2 right) of the training and test set are
less similar, underlining our assumption that there are many physically valid structures, while there are only
few important local environments. Therefore, a discriminator between real and fake structures can be trained
more easily and efficiently on atomic environments.

We trained 12 LoGAN models with Nneighbour = 12 using the Bessel descriptors, three with each
combinations of Rcut = 5 Å, Rcut = 6 Å and nmax = 3, nmax = 4. For evaluation we generated 2000 examples
with each model. Figure 3(left) depicts a PCA of the predictions of two out of the twelve models, which
showcases how different models experience mode collapse. Namely, both models find configurations that are
close to the ground truth C5H12O isomers, but neither model can find all 14 isomers. Since each model
learns to focus on different structures, we can use this mode collapse to our advantage and generate
structures with different models.

To break down the 24 000 predicted molecules into a more manageable number, we then applied the
previously described filtration method to find 20 representative structures to relax per model. Namely, all
generated structures are k-means clustered as described in the methodology and only the structure closest to
each cluster center is relaxed. After relaxation using DFT we used RDKit [32] to parse the molecules to
SMILES and discarded all stereoisomer information, these SMILES were then used to compare our results
with the ground truth. Figure 4(left) depicts the structures each model was able to identify, where again we
find that none of the models alone was able to find all possible C5H12O isomers, but the union of the relaxed
structures contained all target molecules. Figure 4(left) furthermore shows that both different
hyperparameters and different model initializations with the same hyperparameters can help the model to
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Figure 3. Left: PCA of the molecular representation of two out of twelve WGANmodels. Right: Clustering of the PCA of all
generated structures. Red crosses correspond to the ground truth C5H12O isomers. The two ground truth structures highlighted
correspond to the ones that are hardest to rediscover. Bessel descriptors were computed with Rcut = 5, Nmax = 4, and
Nneighbour = 20 for plotting, irrespective of the descriptors used by the individual models.

Figure 4. Left: C5H12O structures found after relaxing 20 filtered candidate structures from the 12 models. While none of the
individual models found all 14 isomers, every isomer occurred at least in one model. Right: C5H12O structures found after
relaxing Ncluster filtered candidate structures obtained from each cluster center, for all generated structures of all models.

collapse into different basins. For example, the first model with Rcut = 5 and nmax = 3 fails to recover five
structures (white boxes in the leftmost column), which are all found by the second model with Rcut = 5 and
nmax = 3 except for a single structure. Likewise, the structure most often discovered in the first model is not
discovered even once by the second model.

To further reduce the number of DFT computations, we applied our filtration method on the union of all
24 000 generated structures instead of the individual models outputs to again select only a few molecules to
relax. Figure 3(right) shows the clustered data for 20 clusters, where we again selected one structure per
cluster to relax. Figure 4(left) depicts the discovered structures as a function of the number of clusters,
ranging from 14 to 50. We find that as few as 15 relaxations can already discover 12 isomers, and all 14
isomers are discovered with at least 38 relaxations. Interestingly, two specific structures are rarely found,
namely CC(C)CCO and CCC(O)CC. The structure CCC(O)CC is highlighted in figure 3(right), and shares a
cluster with another target structure. Similarly, CC(C)CCO often shares a cluster with another target structure
depending on the number of clusters. Since only one structure per cluster is relaxed, this makes them difficult
to discover and necessitates a large Ncluster. Nevertheless, by relaxation of only 38 structures we are able to
rediscover all possible C5H12O isomers, showcasing the good performance of both our generator model and
filtering method, as well as highlighting that the developed architecture is capable to easily predict systems at
different stoichiometries as the training data. This is in contrast to other generative approaches where the
whole structure is evaluated by the critic or decoder, corresponding to a molecular descriptor similar to the
left panel in figure 2.
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Figure 5. Illustration of our filtering step using all structures generated by all models for mp-559 550. Bessel descriptors were
computed with Rcut = 5, Nmax = 4, and Nneighbour = 20 for plotting, irrespective of the descriptors used by the individual models.

In the Supporting Information, we furthermore report other benchmark experiments including a
comparison to GSchNet [9] for C5H12O, C6H14O, and C7H16O, as well as hyperparameter scans. We find
that LoGAN is especially suited to extrapolate to new stoichiometries, which again is a direct result of the
critic architecture being based on local instead of global environment descriptors.

3.2. SiO2 structures
To benchmark the developed model on a periodic system, we picked six SiO2 bulk structures with up to 18
atoms per unit cell from the materials project [22] (MP) database with low energy above the convex hull. In
the following, we refer to these structures as the target structures, which we aim to recover with the LoGAN.
As training data we used all MP structures with energies within 0.02 eV atom−1 of the convex hull. Excluding
the six target structures, this led to a training data set with 167 examples in each case. As input we also
required the number and types of atoms, along with the lattice vectors of the unit cell.

We trained 20 LoGAN models for each selected target structure (5 models per hyperparameter setting),
with Rcut = 4 Å and Nmax = 4 while using all four combinations of Gaussian or Bessel radial functions with
either 12 or 25 maximum neighbour atoms. For each combination, we generated 5000 structures using the
five models (1000 structures per individual model), leading to 20 000 structures overall. We then applied the
previously described filtering algorithm to identify 20 structures for relaxation for each of the four
hyperparameter sets. Figure 5 depicts the clustered structures obtained from a PCA of the per-structure
Bessel descriptors of all 20 000 generated structures. The spread of the points and the clear clusters show that
the 2D projection of the structural descriptors is able to distinguish between different structures, and that the
k-means clustering algorithm is able to pick unique samples for relaxation. The insets in figure 5 furthermore
depict a few structures (prior to DFT relaxation). Each structure is mainly made up of Si-O tetrahedra, which
are then arranged differently inside the unit cell. This showcases again that the local structure is similar
(silicon prefers to be surrounded by four oxygen atoms in a tetrahedral arrangement), while the global
structure differs vastly, making the LoGAN approach both viable and efficient.

For each hyperparameter setting, each of the 20 structures identified by clustering was then
geometry-optimized using DFT. Figure 6 depicts the energy distribution of the relaxed structures for each
target. As a baseline, Figure 6 furthermore depicts DFT relaxations started from 80 randomly generated
structures, where we enforced that atoms cannot be placed closer than 0.9dmin, where dmin is the smallest
distance between atoms in the goal structure. For each of the six target structures, the developed WGAN
outperforms random initialization by a large margin. Namely, the WGAN yields lower energy structures
(figure 6) and required less relaxation steps to reach convergence (not shown). Most importantly, the union
of all models was able to find 100% of the target structures, while the random search only yielded a success
rate of 50%. With the LoGAN approach, we are therefore able to also identify new crystal structures based on
only a small set of training data without any expert knowledge in a fast and data-efficient fashion.
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Figure 6. Energy distribution of the relaxed structures with the random search (80 structures, white) and the four different
combinations of radial basis functions and Nneighbour values (20 structures per combination, blue).

4. Conclusion

We presented LoGAN, a proof-of-concept implementation of a novel Wasserstein-GAN based architecture
for atomic structure prediction of various systems. We combine ideas from previous GAN implementations
with approaches seen in neural-network force fields to optimize our model for the efficient use of training
data. We also introduce a selection step in our pipeline to find the unique structures predicted by our models,
thus avoiding wasting large amount of computational power to evaluate the properties of similar candidates.

The idea of functional groups and local environments determining atomic structure is prevalent in
chemistry, making a local approach to generate structures both attractive and plausible. We demonstrated
the ability of the approach on both periodic SiO2 target structures and on aperiodic C5H12O isomers. Our
model was able to find all six target SiO2 crystal structures while the random search only succeeded in three
cases. Our predicted candidates also resulted in lower average energy and required less relaxation steps until
convergence during the quantum-mechanical geometry optimization. In the search for C5H12O isomers, our
model required only 39 training samples of similar molecules at different stoichiometries. We were able to
recover all 14 possible isomers with only relaxing 38 selected structures from all 24 000 generated ones, which
also highlights the efficiency of our filtering approach.

LoGAN only requires a training set of plausible structures, possibly at different stoichiometries than the
target structures, without any notion of energy. We note that although LoGAN does not directly allow for a
conditional structure generation with respect to a target property such as energy, the generated structures
can be steered in a specific direction by changing the distribution of the training data, or by adapting the
post-processing filtering steps if a model for property prediction is available. Due to its modular code, the
adaption of the filtering step is straightforward, e.g. to only include low-energy conformers.

We have thus presented, for the first time, an efficient and versatile generative approach for the low-data
and variable stoichiometry regime, which can generate both periodic and non-periodic structures. Due to its
ease of use, fast training and inference, and clever filtration of the generated structures, we envision LoGAN
to be applicable to diverse fields of research relying on the generation of plausible candidate structures.
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