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A B S T R A C T   

Micro finite-element (μFE) simulations serve as a crucial research tool to assist laboratory experiments in the 
biomechanical assessment of screw anchorage in bone. However, accurately modelling the interface between 
bone and screw threads at the microscale poses a significant challenge. Currently, the gold-standard approach 
involves employing computationally intensive physical contact models to simulate this interface. This study 
compared nonlinear μFE predictions of deformations, whole-construct stiffness, maximum force and damage 
patterns of three different computationally efficient simplified interface approaches to the general contact 
interface in Abaqus Explicit, which was defined as gold-standard and reference model. The μCT images (reso-
lution: 32.8 μm) of two human radii with varying bone volume fractions were utilized and a screw was virtually 
inserted up to 50% and 100% of the volar-dorsal cortex distance. Materially nonlinear μFE models were 
generated and loaded in tension, compression and shear. In a first step, the common simplification of using a 
fully-bonded interface was compared to the general contact interface, revealing overestimations of whole- 
construct stiffness (19% on average) and maximum force (26% on average), along with inaccurate damage 
pattern replications. To enhance predictions, two additional simplified interface models were compared: ten-
sionally strained element deletion (TED) and a novel modification of TED (TED-M). TED deletes interface ele-
ments strained in tension based on a linear-elastic simulation before the actual simulation. TED-M extends the 
remaining contact interface of TED by incorporating neighboring elements to the contact area. Both TED and 
TED-M reduced the errors in whole-construct stiffness and maximum force and improved the replication of the 
damage distributions in comparison to the fully-bonded approach. TED was better in predicting whole-construct 
stiffness (average error of 1%), while TED-M showed lowest errors in maximum force (1% on average). In 
conclusion, both TED and TED-M offer computationally efficient alternatives to physical contact modelling, 
although the fully-bonded interface may deliver sufficiently accurate predictions for many applications.   

1. Introduction 

For more than five decades finite element (FE) simulations have 
served as invaluable tools in bone implant development and evaluation, 
complementing laboratory experiments (Taylor and Prendergast, 2015). 
Unlike laboratory experiments, numerical studies are cost- and 
time-effective and do not rely on tissue samples which can be difficult to 
obtain. Micro-finite element (μFE) simulations, based on high-resolution 
computed tomography (CT) scans, currently represent the gold stan-
dard, particularly for the challenging task of modelling screw anchorage 
in trabecular bone. They are able to resolve the bone-screw interface on 
the microscale and hence capture the screw thread geometry as well as 

peri-implant bone region in detail, which was reported to be essential for 
an accurate prediction of the mechanical behavior of the bone-screw 
system (Marcián et al., 2021; Wirth et al., 2011, 2012). 

Bone-screw μFE simulations have to overcome two major challenges: 
bone-screw interface modelling and simulation of pre-damage due to 
screw insertion. Usually, linear-elastic μFE simulation studies assumed a 
fully-bonded interface and neglected pre-damage in the peri-implant 
bone region. They reported overestimations in whole-construct stiff-
ness and strains up to one order of magnitude (Steiner et al., 2017; 
Torcasio et al., 2012; Wirth et al., 2010). In order to account for the 
reduction in mechanical competence of the peri-implant bone region 
(Lee and Baek, 2010; Steiner et al., 2016; Wang et al., 2012), Steiner 
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et al. (2017) and Torcasio et al. (2012) implemented a peri-implant 
damage zone with reduced stiffness in their linear-elastic μFE simula-
tions and were able to reduce the errors in the predicted strain and 
whole-construct stiffness to about 10% on average. Since the bone-screw 
failure process as well as the contact mechanics at the bone-screw 
interface are highly nonlinear, recent studies have turned to nonlinear 
μFE simulations. Most of them included frictional contact at the 
bone-screw interface but ignored peri-implant bone damage (Ovesy 
et al., 2022; Panagiotopoulou et al., 2021). Nevertheless, they were able 
to improve the predictions in comparison to the linear-elastic simula-
tions and were able to quantitatively replicate the experimentally 
measured screw perforation force (Panagiotopoulou et al., 2021) and 
screw pull-out force (Ovesy et al., 2022). 

Nonlinear μFE models are typically solved with general-purpose FE 
solvers (e.g. Abaqus, Dassault Systems, Vélizy-Villacoublay, France) 
which can handle different types of nonlinearities (geometric, material 
and contact) but are computationally demanding. Ovesy et al. (2022) 
reported solving times of 2h on 16 cores for relatively small models, 
consisting of a single screw with an average model size of 350,000 el-
ements. In consequence, many nonlinear studies needed to reduce the 
model sizes by either cropping the bone specimens (Ovesy et al., 2022) 
or decreasing the image resolution (Panagiotopoulou et al., 2021) in 
order to achieve manageable solving times. The capability to simulate a 

complete bone-screw implant system, including multiple screws, can 
only be achieved using specialized solvers designed to solve large-scale 
problems (e.g. FEAP, Taylor, 2014), Faim (Numerics88 Solutions Ltd, 
https://bonelab.github.io/n88/index.html), ParOSol (Flaig and Arbenz, 
2012), ParOSol-NL (Stipsitz et al., 2020)). These solvers exhibit 
improved parallel execution performance and can handle nonlinear 
models with several hundreds of million elements (Stipsitz and Pahr, 
2018). However, the application of these efficient solvers always comes 
with the drawback of reduced model complexity, as they typically only 
incorporate linear-elastic or simple nonlinear material laws and lack 
bone-screw contact implementations. To address these limitations, some 
researchers employed simplified interface model approaches that try to 
avoid the occurrence of artificial tensile strain on the interface elements. 
For example, Ovesy et al. (2022) and Panagiotopoulou et al. (2021), 
removed the bone elements directly below the screw threads specifically 
for simulated screw pull-out loading cases. Steiner et al. (2017) devel-
oped a method independent of the loading case: they conducted an 
initial linear simulation that was used to calculate the volumetric strain 
of the interface elements. Then they removed all interface elements 
undergoing positive volumetric strain and performed the simulation 
with the updated interface again. 

Despite these efforts, the necessity of including contact at the bone- 
screw interface in μFE models is still in question. The available literature 

Fig. 1. Outline of the study. This figure shows the interface models with lower resolution in order to schematically illustrate the differences at the interface.  
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on this subject matter is limited as the effects of interface modelling and 
peri-implant bone damage due to screw insertion overlap and its in-
fluences cannot be discriminated in lab experiments. One of the few 
studies on this topic was conducted by Steiner et al. (2017). They only 
found minimal whole-construct stiffness differences when comparing 
the fully-bonded interface to a simplified interface model approach 
using linear-elastic μFE models. To the authors’ knowledge no study yet 
examined the relevance of interface modelling in the nonlinear regime. 

The first aim of this study was to investigate the influence of physical 
contact modelling regarding deformations, whole-construct stiffness, 
maximum force and damage distribution using nonlinear μFE in Abaqus 
Explicit. In a second step, the performance of the already existing 
simplified interface model of Steiner et al. (2017) was evaluated and 
compared to a newly developed interface model that was found based on 
a qualitative and quantitative analysis of the contact area. In order to 
concentrate on the effects of interface modelling in an isolated manner, 
damage due to screw-insertion was excluded. As this cannot be done 
experimentally, this study was conducted solely numerical using general 
contact in Abaqus Explicit as gold-standard and reference model. The 
study design enables direct transfer of the simplified interface models to 
highly efficient μFE solvers such as ParOSol-NL. 

2. Material and methods 

Fig. 1 shows the outline of this study. All details can be found below. 
Shortly, two human radius bone specimens with low and high bone 
densities were cropped and a screw was virtually inserted. Voxel-based 
nonlinear μFE models were generated, and three loading cases (tension, 
compression, and shear) were simulated using Abaqus Explicit. De-
formations, whole-construct stiffness, maximum force, and damage 
distribution within the bone were evaluated. Three different simplified 
interface models (fully-bonded and “element deletion” models) were 
compared to a reference model (general contact). 

2.1. Image processing 

Micro-computed tomography (μCT) images of human distal radius 
sections from previous studies (Hosseini et al., 2017; Synek et al., 2023) 
were used (see Fig. 1). The original scans had a resolution of 16.4 μm and 
were taken by Hosseini et al. (2017) using a μCT 100 scanner (SCANCO 
Medical AG, Brüttisellen, Switzerland). Stipsitz et al. (2021) segmented 
and resampled the images to a resolution of 32.8 μm. This resolution was 
chosen to ensure applicability of the material model of Stipsitz et al. 
(2020) (see section 2.2) which was developed for resolutions around 35 
μm. From 15 specimens in total, two specimens that differed in their 
bone volume fraction were selected: a low-density (LD) and high-density 
specimen (HD). The images were uniformly aligned with respect to the 
volar surface and a cuboid with a square cross section of 7.5 mm side 
length was cropped from the center of the bones (see Table 1). The 
cuboid size was selected according to Ovesy et al. (2019, 2022) with the 

Table 1 
Dimensions and CT-based morphometrics of the two prepared bone specimens.  

Specimen Side 
length in 
mm 

Height in 
mm 

Trabecular bone Cortical 
bone 

BV/ 
TV in 
% 

Tb.Tha 

in μm 
Tb.Spa 

in μm 
C.Tha in 
μm 

LD 7.5 14.5 12.5 194 ±
56 

939 ±
315 

494 ±
135 

HD 7.5 20.3 21.4 228 ±
66 

811 ±
247 

690 ±
234 

Note: bone volume fraction (BV/TV), trabecular thickness (Tb.Th), trabecular 
separation (Tb.Sp), volar and dorsal cortical thickness (C.Th), low-density 
specimen (LD), high-density specimen (HD). 

a Mean ± standard deviation. 

Fig. 2. Deformations at maximum force (scaling factor: 5) of one representative 
specimen (HD_100) with the general contact interface (GC), the fully-bonded 
interface (FB), the tensionally-strained element deletion interface (TED) and 
the modified tensionally-strained element deletion interface (TED-M) in tension 
(a), compression (b) and shear (c). The first row displays the entire specimen, 
with a red square highlighting regions that are magnified in the second row. 
Note: general contact (GC), fully-bonded (FB), tensionally-strained element 
deletion (TED), modified tensionally-strained element deletion (TED-M). 
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intention to reduce simulation time while fully capturing the bone 
damage around the implant. The μCT image of a locking screw (Medartis 
A-5750; titanium alloy TiAl6V4), that was part of a distal radius fracture 

fixation system (A-5750; Medartis, Basel, Switzerland), was taken and 
resampled to 32.8 μm from Synek et al. (2023) (Skyscan 1173; Bruker, 
Bilerica, USA). The screw (outer diameter: 2.5 mm) was cut to different 
lengths and was virtually inserted into the center of the segmented bone 
images in two configurations: either the screw tip was aligned flushed 
with the outer surface of the dorsal cortex (hereon denoted as 100% 
insertion depth), or the screw was inserted to 50% of the volar-dorsal 
cortex distance (hereon denoted as 50% insertion depth). Hence, four 
different bone-screw specimens were created: a high-density specimen 
with 50% (HD_50) and 100% (HD_100) screw insertion depth and a 
low-density specimen with 50% (LD_50) and 100% (LD_100) screw 
insertion depth (see Fig. 1). All image processing steps were performed 
with Medtool 4.5 (Dr. Pahr Ingenieurs e.U., Pfaffstätten, Austria). 

2.2. Mesh, material and boundary conditions 

Based on the segmented bone images with the implanted screw, μFE 
models were generated. All voxels were directly converted into eight- 
noded hexahedral elements (C3D8R) with side length of 32.8 μm. 
Isotropic and homogeneous material properties were assigned. Bone was 
modelled using a damage-based material model recently introduced for 

Fig. 3. Contact area analysis for one representative specimen (LD_50) in 
compression. Interface nodes belonged to elements that were included both in 
the bone and in the screw element set. Contact nodes were defined as interface 
nodes, when CPRESS >0. The number of contact nodes in each simulation step 
is shown over the whole simulation process until maximum force is reached. 
Furthermore, cumulated contact nodes are illustrated from the beginning of the 
simulation up to maximum force. They were measured by summing up all 
identified contact nodes and hence report changes in the contact area. 

Table 2 
Permanent contact nodes in % of all contact nodes that contributed to the 
contact area in at least one simulation step from quasi-static conditions to 
maximum force. Contact nodes were stated as permanent, if they were contact 
nodes in each reported simulation step from quasi-static conditions to maximum 
force.   

LD_50 LD_100 HD_50 HD_100 

Permanent contact nodes in % of all 
contact nodes 

Tension 
64 55 62 64 
Compression 
69 66 66 66 
Shear 
43 42 55 54 

Note: low-density specimen (LD), high-density specimen (HD), 50% screw 
insertion depth (50), 100% screw insertion depth (100). 

Fig. 4. Contact nodes for one representative specimen (LD_50) in compression at the start of the quasi-static simulation (a), in the middle of the simulation (b) and at 
maximum force (c). Interface nodes were defined as contact nodes, if CPRESS >0. Contact nodes, that contributed to the contact area in the current simulation step, 
were marked red while those, that were contact nodes in any other simulation step from quasi-static regime to maximum force, were marked white. The arrows point 
at regions which did not contribute to the contact area in all presented simulation steps, indicating a change in the contact area over the simulation time. 

Fig. 5. Error of whole-construct stiffness results of FB, TED and TED-M inter-
face simulations in comparison to reference simulation with interface GC in %. 
Note: low-density specimen (LD), high-density specimen (HD), 50% screw 
insertion depth (50), 100% screw insertion depth (100). 
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efficient large-scale nonlinear μFE analysis (Stipsitz et al., 2020). The 
material model was implemented as a user material (VUMAT) in Abaqus 
(Abaqus, 2022 Dassault Systems, Vélizy-Villacoublay, France) and 
included a linear-elastic region (E0 = 10 GPa and a Poisson’s ratio of ν =
0.3), a damaged region with hardening (hardening modulus EH = 0.05 
E0) and a failure region. In the damaged region, material degradation 
was expressed via local stiffness reduction based on the observed dam-
age. The yield criterion distinguished between tension and compression 
behavior (damage onset strain in tension ε+0 = 0.0068; damage onset 
strain in compression ε−0 = 0.0089) and was modelled using an isotropic, 
quadric damage onset surface (shape parameter ζ0 = 0.3) (Stipsitz et al., 
2020, 2021). Element deletion was enabled and elements that exceeded 

the critical damage Dc (Dc = 0.915) (Stipsitz et al., 2020, 2021) were 
deleted. The titanium alloy screw was modelled using linear-elastic 
material properties with an elastic modulus of E = 115 GPa and a 
Poisson’s ratio of ν = 0.3 (Synek et al., 2023). 

The bone was fixed at the outer surfaces, except for the volar and 
dorsal surface (see Fig. 1). At the screw top, a displacement of 0.2 mm 
was applied in loading direction, while the movement in other directions 
was constrained. Three load cases were simulated. In tension and 
compression, the displacement was applied in volar/dorsal direction. 
For the shear load case, the screw was displaced in distal direction. 

The models were generated using Medtool 4.5 and had an element 
number between five and ten million. 

2.3. Interface modelling 

Four different interface models were applied: general contact (GC), 
considered as the gold-standard and reference interface model; fully- 
bonded (FB), assuming bonding at the bone-screw interface; 
tensionally-strained element deletion (TED), as proposed by Steiner 
et al. (2017) and a novel modification of TED (TED-M), derived from the 
findings of the contact area investigation (see section 3.1). For the 
general contact interface, hard contact with a friction coefficient of 0.7 
(Ovesy et al., 2019, 2022) was selected and self-contact was excluded for 
the screw material. With the element deletion technique activated, all 
contact surfaces were updated in every iteration in order to account for 
potential interface changes. TED is an interface model that represents 
contact in a simplified way (Steiner et al., 2017) (see Appendix A for a 
detailed explanation). Before the actual simulation, a single preliminary 
simulation (“pre-simulation”) with the fully-bonded interface is con-
ducted and evaluated in the linear-elastic region. Interface elements 
experiencing positive volumetric strain are identified as being strained 
in tension and are subsequently removed, under the assumption that no 
tensile stresses can be transferred at the contact interface. Conversely, 
interface elements undergoing negative volumetric strain are considered 
to be strained in compression and are retained in the interface, under the 
assumption that they contribute to the stress transfer between bone and 

Fig. 6. Comparison of whole-construct stiffness results of FB, TED and TED-M interface simulations to stiffness of GC interface for all specimens in tension (a), 
compression (b) and shear (c). 
Note: low-density specimen (LD), high-density specimen (HD), 50% screw insertion depth (50), 100% screw insertion depth (100). 

Fig. 7. Error of maximum force results of FB, TED and TED-M interface sim-
ulations in comparison to reference simulation with interface GC in %. 
Note: low-density specimen (LD), high-density specimen (HD), 50% screw 
insertion depth (50), 100% screw insertion depth (100). 
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screw. After the removal of disconnected elements resulting from the 
deletion process, the final nonlinear simulation with the updated 
interface is performed. TED-M (see Appendix A for details) is a novel 
approach similar to TED, derived from the insights gained in section 3.1, 
which revealed a notable change in the contact area throughout the 
simulation process. TED may not fully capture these contact interface 
dynamics, as it relies on a single “pre-simulation”. TED-M slightly in-
creases the contact area of TED, in an effort to better capture the 
interface elements that get into contact throughout the entire simulation 
up to maximum force. It uses the contact interface detected with TED as 
starting point, but reincludes those interface elements with positive 
volumetric strain into the contact interface that share at least one node 
with the interface elements with negative volumetric strain. This 
approach derives from observations that contact area changes mainly 
involve neighboring interface elements (see section 3.1). 

2.4. Simulation 

All models were solved with Abaqus Explicit (Abaqus, 2022 Dassault 
Systems) using 29 cores on a dual AMD EPYX 7452 server with 512 GB 
RAM. 

In order to minimize computational costs, a simulation time of t =
0.0005s was chosen, with results assessed at intervals of 1e-05s. 
Furthermore, a smooth loading amplitude was applied and bulk vis-
cosity was assigned using the default parameters of Abaqus Explicit. The 
simulation ensured quasi-static behavior by confirming that kinetic 
energy did not exceed 5% of internal energy, except for the initial phase 
(Akhlaghi et al., 2023). Consequently, this initial phase was excluded 
from the results, with evaluations of all simulations (and “pre--
simulations”) starting once quasi-static conditions were established. 

Additional simulations were performed to ensure that variations of 
voxel size (32.8 μm and 72 μm) and specimen size (side length of 7.5 mm 
and 9 mm) did not influence the main study outcomes (see Appendix B). 

2.5. Reference model evaluation and contact area analysis 

The contact area was examined using the contact output variable 
CPRESS in the simulations with the GC interface. CPRESS is evaluated at 
the element nodes and denotes the magnitude of the net contact normal 
force per unit area. An element was classified as interface element if it 
contained at least one interface node. A node was called an interface 
node, if its coordinates were included both in the bone and in the screw 
element set. An interface node was defined as contact node, when 
CPRESS >0. Contact nodes were categorized as permanent, if they 
contributed to the contact area in all simulation steps, while temporary 
contact nodes contributed to the contact area in at least one simulation 
step. The number of interface nodes, contributing to contact, was 
analyzed at each simulation step to estimate the size of the contact area. 
Furthermore, changes in the contact area over the simulation time were 
tracked by measuring the cumulative number of interface nodes 
contributing to the contact area in at least one simulation step. The 
contact area analysis only considered the parts of the simulation where 
quasi-static conditions (kinetic energy ≤5% of internal energy) were 
ensured up to the point of reaching maximum force. 

2.6. Comparison of interfaces and contact area analysis 

Simulations with the interfaces FB, TED and TED-M were compared 
to the reference interface model GC by analyzing deformations, whole- 
construct stiffness, maximum force and damage distribution within the 
bone. Deformation plots were generated at maximum force and 
analyzed in a qualitative manner. Whole-construct stiffness was 
measured by calculating the tangent slope of two prior defined 
displacement steps that lay in the quasi-static and elastic regime. 
Maximum force was defined as the peak force, followed by a force 
decrease of at least 10N. Linear regressions were performed for whole- 
construct stiffness and maximum force for each loading case individu-
ally. The regression line was constrained to pass through the origin to 
measure the average error of each specific interface method compared to 

Fig. 8. Comparison of maximum force results of FB, TED and TED-M interface simulations to maximum force of GC interface for all specimens in tension (a), 
compression (b) and shear (c). 
Note: low-density specimen (LD), high-density specimen (HD), 50% screw insertion depth (50), 100% screw insertion depth (100). 
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the GC interface. Additionally, relative errors of all simulations in 
comparison to the simulation with the GC interface were computed. 
Damage distributions were evaluated, visualized and compared at 
maximum force. An element was considered as damaged if damage D >
0. 

All statistical evaluations were performed with Python 3.8 (http 
s://www.python.org/) and the included library SciPy (Virtanen et al., 
2020). All figures showing the distribution of damage were created 
using Paraview (https://www.paraview.org/). 

3. Results 

3.1. Reference model evaluation and contact area analysis 

Qualitative analysis of the deformed specimens at maximum force 
revealed that the general contact interface caused an opening of the 
bone-screw interface at the dorsal and volar cortex in the tension load 
case (see Fig. 2(a) GC). In the compression load case, bone-screw 
interface openings were harder to detect but could be observed espe-
cially at the volar cortex (see Fig. 2(b) GC). Similarly, in the shear case, 
an interface opening was detected at the volar cortex on the proximal 
side of the screw (see Fig. 2(c) GC). 

At the starting point of the quasi-static regime, contact area analysis 
showed that between 38% and 48% of interface nodes were recognized 

as contact nodes for all specimens and loading cases (see Fig. 3 and 
supplementary material). As the simulation progressed, the number of 
contact nodes increased between 3% and 12% so that on average 52% of 
interface nodes contributed to the contact area. Then, the contact area 
stayed rather constant until a slight drop between 1% and 6% was found 
just before reaching maximum force. 

The cumulative number of identified contact nodes ranged between 
42% and 50% for all specimens and loading cases at the beginning of the 
quasi-static regime (see Fig. 3 and supplementary material). Subse-
quently, it exhibited a rapid increase followed by a slower ascent until it 
reached final values ranging between 52% and 72% for all specimens. 

The number of permanent contact nodes ranged between 42% and 
69% for all specimens and loading cases (see Table 2). The lowest 
constancy of contact area was observed in the shear case, the highest in 
the compression load case. The change in contact area over the simu-
lation time is also shown in Fig. 4. Qualitative analysis revealed that the 
temporary contact nodes were mostly located around the permanent 
contact nodes. 

3.2. Deformation 

The differences in the deformation between the interface models 
were particularly evident in the dorsal and volar cortex (see Fig. 2(a–c)). 
At maximum force in tension, all simplified contact models (FB, TED, 

Fig. 9. Damage distribution at maximum force for the high-density specimen with screw insertion depth of 50% for all loading cases tension (a), compression (b), 
and shear (c). 
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TED-M) stayed completely (see Fig. 2(a) FB) or mainly (Fig. 2(a) TED, 
TED-M) bonded at the dorsal cortex. At the volar cortex, the FB interface 
stayed completely bonded, while TED and TED-M mostly replicated the 
interface opening of the general contact interface. In the compression 
and shear load case, interface openings were hardly detectable at the 
dorsal cortex. At the volar cortex, the FB interface stayed bonded while 
TED and TED-M again replicated the GC interface (see Fig. 2(b) and (c) 
FB, TED, TED-M). 

3.3. Whole-construct stiffness 

The FB interface simulations of all specimens overestimated the 
whole-construct stiffness between 10% and 27% with an average error 
of 19% in comparison to the GC interface (see Fig. 5). The over-
estimation was lowest in compression (12%) and highest in tension 
(20%) (see Fig. 6). 

TED achieved the most accurate replication of whole-construct 
stiffness results among all interface models, with an average underesti-
mation error of only 1%. The error ranged between − 5% and 2% over all 
specimens, meaning that for some the whole-construct stiffness was 
underestimated, while it was overestimated for others (see Fig. 5). Un-
derestimation was highest in the shear case (3%), reduced in compres-
sion (1%) and turned into an overestimation in the tension case (1%) 

(see Fig. 6). 
TED-M interface simulations demonstrated enhanced whole- 

construct stiffness replication compared to the FB interface, with an 
average error of 4% across all specimens and loading cases (see Fig. 5). 
The overestimation in tension (5%) and compression (4%) was higher 
than in shear (1%) (see Fig. 6). 

3.4. Maximum force 

Simulations with the FB interface led to an overestimation of 
maximum force for all specimens and all loading cases with an average 
error of 26% in comparison to the GC interface. Especially in the tension 
and shear loading cases high errors between 21% and 54% were found. 
With an average error of 13%, errors were much lower in the 
compression case (see Fig. 7). 

TED was able to reduce the maximum force error in comparison the 
FB interface, but turned the maximum force overestimation into an 
underestimation. All specimens and all loading cases, except for the low- 
density specimen with 100% screw insertion depth (LD_100) in tension, 
showed an underestimation of maximum force ranging between 5% and 
15% with the TED interface (see Fig. 7). 

TED-M improved the maximum force replication in comparison to 
TED and FB and reduced the average error of all specimens and loading 

Fig. 10. Damage distribution at maximum force for the high-density specimen with screw insertion depth of 100% for all loading cases tension (a), compression (b) 
and shear (c). 
Note: general contact (GC), fully-bonded (FB), tensionally-strained element deletion (TED), modified tensionally-strained element deletion (TED-M). 
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cases to 1%. Except for specimen LD_100 in tension, the maximum force 
error was by 6% at most. For specimen LD_100 a large overestimation of 
21% was observed (see Fig. 7). Separation of the loading cases showed 
that the shear loading case leads to an underestimation of 4% on 
average, while tension and compression overestimated the maximum 
force for up to 3% on average (see Fig. 8). 

3.5. Damage distributions 

Qualitative analysis of damage showed that the simulation with the 
FB interface resulted in a different damage pattern in comparison to the 
simulation with GC for all loading cases and for all specimens (see Figs. 9 
and 10). The amount and the magnitude of damage were higher with the 
FB interface. Especially the shear load case showed that FB was not able 
to qualitatively replicate the damage of the GC interface simulation (see 
Figs. 9(c) and 10(c)). The volar cortex was damaged on both sides of the 
screw, which was not the case with the GC interface. 

TED and TED-M both led to damage patterns that resembled GC 
better than FB. TED-M showed slightly more damaged regions and also 
the magnitude of damage was higher. Therefore, TED-M replicated the 
damage pattern of GC slightly better than TED. The improved damage 
replication in comparison to FB can be observed in the shear case where 
the damage was reduced to the distal side of the volar cortex similar to 
the result of GC. However, the damage distribution still showed differ-
ences to GC, particularly in the tension simulation of the high-density 
specimen with 100% screw insertion depth (HD_100) (see Fig. 10(a)). 
Damage at the dorsal cortex was observed in both TED and TED-M, 
despite its absence in GC. 

4. Discussion 

This numerical study aimed to compare different simplified interface 
approaches regarding deformations, whole-construct stiffness, 
maximum force, and damage using materially-nonlinear μFE simula-
tions of bone-screw systems. General contact in Abaqus Explicit was 
defined as gold-standard and reference model. The first objective was to 
evaluate the impact of physical contact modelling, achieved through a 
comparison between the fully-bonded approach and the general contact 
model. All specimens and loading cases showed whole-construct stiff-
ness and maximum force overestimations, as well as differing damage 
patterns. However, the average error of 19% for whole-construct stiff-
ness and 26% for maximum force of the fully-bonded approach may be 
acceptable for many applications. The computationally efficient 
“element deletion” models TED, as presented by Steiner et al. (2017), 
and the novel TED-M model, both enhanced the predictions of the 
fully-bonded approach and hence enabled efficient and even more ac-
curate predictions of deformations, whole-construct stiffness, maximum 
force and especially damage patterns. 

While the maximum force results of the general contact interface 
model were generally in line with the μFE results reported in literature 
(Ovesy et al., 2022; Panagiotopoulou et al., 2021), the whole-construct 
stiffness results reported by Ovesy et al. (2019) were lower than the 
values of this study (max. 4 kN/mm vs. max. 21 kN/mm). This mismatch 
can be explained by several factors, e.g. Ovesy et al. (2019) used 
trabecular bone specimens and inserted a dental implant, while in this 
study locking screws were implanted into specimens consisting of 
trabecular bone with cortex. 

The whole-construct stiffness predicted with the fully-bonded 
approach matched the results of Steiner et al. (2017) and Wirth et al. 
(2010). When comparing the whole-construct stiffness results of the 
fully-bonded model to the general contact model, whole-construct 
stiffness overestimations up to 27% were reported in this study, while 
Steiner et al. (2017) and Wirth et al. (2010) measured whole-construct 
stiffness overestimations of more than 300% on average when 
comparing their results to experiments. This mismatch likely results 
from the peri-implant bone damage occurring from the implantation 

process, which is included in experiments, but not modelled in this 
study. Peri-implant bone damage due to screw insertion has already 
been proven to cause whole-construct stiffness reduction (Lee and Baek, 
2010; Steiner et al., 2016; Wang et al., 2012), hence explaining the large 
overestimations reported by Steiner et al. (2017) and Wirth et al. (2010). 
These results indicate that physical contact modelling only plays a minor 
role for predicting whole-construct stiffness in comparison to the 
reduced mechanical competence caused by peri-implant bone damage. 

The relevance of physical contact modelling differs between the load 
cases. The lowest average errors in whole-construct stiffness and espe-
cially in maximum force were measured in the compression load case, 
where all interface elements at the screw tip retain the screw movement 
regardless of whether they are bonded or in contact. In contrast, in the 
fully-bonded tension and shear simulations, the interface elements are 
bonded to the screw and hence oppose the tension and shear movement, 
which is not the case in the general contact simulation. In conclusion, 
physical contact modelling showed importance, as we saw over-
estimation errors and different damage pattern patterns for all speci-
mens and loading cases. Nonetheless, the overestimations of whole- 
construct stiffness and maximum force may be acceptable for many 
applications. For instance, the fully-bonded approach may be appro-
priate for predicting whole-construct stiffness in the presence of peri- 
implant bone-damage, considering that peri-implant bone damage 
likely exerts a larger influence on the results than interface modelling. 
However, fully-bonded models should be avoided when the aim is to 
investigate damage patterns. 

Although both TED and TED-M enhanced the predictive accuracy of 
deformations, whole-construct stiffness, maximum force and damage 
patterns in comparison to the fully-bonded approach, they exhibited 
performance differences. The interface model TED discriminates be-
tween interface elements strained in tension and compression only in a 
single simulation step in the elastic regime and hence fails to account for 
the occurring contact area changes. This seems to be sufficient to 
replicate whole-construct stiffness (average error of 1%) but not 
maximum force (average error of 8%). Consequently, TED was enhanced 
to TED-M by expanding the contact area to account for the contact area 
changes. Since contact analysis revealed that non-permanent contact 
nodes predominantly surrounded permanent ones, the contact area in-
crease was achieved by including neighboring interface elements of 
contact elements to the contact area. TED-M was able to improve the 
force predictions to an error of 1% on average, but led to slight whole- 
construct stiffness overestimations (average error of 4%). Neverthe-
less, neither TED not TED-M could perfectly replicate the general contact 
model, as evidenced in the damage pattern of the tension load case of the 
specimens with 100% screw insertion depth. Both TED and TED-M did 
not delete all elements below the screw tip inducing an incorrect damage 
prediction. This incorrect damage replication later resulted in an over-
estimation of maximum force, particularly notable in the low-density 
sample (LD_100), where the sparse trabecular bone only minimally 
contributes to the maximum force result. These results indicate that in 
order to replicate the general contact model more accurately, an inter-
face model that includes a change in the contact elements throughout 
the simulation is required. Nonetheless, increasing the complexity of the 
interface model by including repeated contact element deletion comes 
with the drawback of reduced model efficiency. 

The study faces several limitations. Firstly, the study was conducted 
solely numerical and specified general contact as gold standard. 
Although the general contact algorithm still remains to be validated to 
clarify its capability of physical contact replication, its application is 
common practice in the majority of research studies that implement 
bone-screw contact (Akhlaghi et al., 2023; Ovesy et al., 2019). The 
virtual screw insertion process did not consider peri-implant bone 
damage which might have a large effect on the interface and was found 
to have high influence at least on the whole-construct stiffness results 
(Steiner et al., 2017). Nonetheless, we decided to isolate the contact 
effects in order to avoid the overlapping of interface modelling and 
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peri-implant damage influences in the results. Furthermore, all μFE 
models were based on hexahedral voxel elements, which might not be 
able to perfectly display the bone and screw geometry and hence the 
contact surfaces. Despite this limitation being inherent to all μFE sim-
ulations, the used voxel size was comparable or even smaller than in 
many similar studies (Ovesy et al., 2019, 2022; Panagiotopoulou et al., 
2021). The analyses were restricted to small bone regions in order to 
achieve feasible solving times for the nonlinear simulations. It was 
ensured that the cropped regions were large enough the capture the 
effects of the compared interface models (Ovesy et al., 2019, 2022). 
Next, the study results are based on the used nonlinear material model, 
the selected material parameters and resolution proposed by Stipsitz 
et al. (2020) and a commonly used friction coefficient taken from Ovesy 
et al. (2019). Although the main study outcomes could be replicated for 
lower resolutions (see Appendix B), the influence of other parameters 
still needs to be investigated. Lastly, the study was limited to a single 
screw, two bone specimens with varying densities and two insertion 
depths. 

5. Conclusion 

This study compared three different simplified interface modelling 
approaches in materially nonlinear μFE simulations of bone-screw sys-
tems regarding deformations, whole-construct stiffness, maximum force 
and damage distribution using general contact as gold-standard. Over-
estimations in whole-construct stiffness and maximum force, along with 
differing damage patterns between the fully-bonded and general contact 
interfaces, showed the relevance of physical contact modelling. How-
ever, the errors of the fully-bonded approach may be acceptable for 
many applications, particularly if the damage pattern is of minor rele-
vance. The simplified interface models TED and TED-M effectively 
reduced errors and improved damage pattern predictions, with TED 
outperforming in whole-construct stiffness prediction and TED-M 
exhibiting the lowest errors in maximum force. These interface models 
offer computational efficiency and straightforward implementation in 
μFE solvers like ParOSol-NL. Consequently, this research study serves as 

an initial step towards enabling simulations of complete bone-screw 
implant systems with enhanced accuracy and efficiency beyond the 
current capabilities. 
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Appendix A 

Both, TED and TED-M are “element deletion” interface models that represent contact in a simplified way. 
In a first step, TED performs a single preliminary simulation (“pre-simulation”) with the fully-bonded interface (see Fig. A1(a) Step 1). Volumetric 

strain is evaluated in the linear-elastic regime and interface elements are discriminated based on their volumetric strain value (see Fig. A1(a) Step 2). 
Interface elements, that experience positive volumetric strain, are identified as being strained in tension, while interface elements, undergoing 
negative volumetric strain, are considered to be strained in compression. Under the assumption that only elements strained in compression contribute 
to the stress transfer between bone and screw, interface elements, strained in tension, are deleted (see Fig. A1(a) Step 3). Only interface elements 
strained in compression remain in the updated interface. After the removal of newly appeared disconnected elements resulting from the deletion 
process, the simulation is performed again with the updated interface. 

The first two steps of TED-M are equivalent to TED. A single “pre-simulation” is conducted and the interface elements are discriminated based on 
their volumetric strain value (see Fig. A1(b) Step 1 and 2). Conversely to TED, not all elements that were identified to be strained in tension get deleted, 
but TED-M reincludes some of them back into the contact interface. In step 3, TED-M finds interface elements identified to be strained into tension that 
have a shared node with interface elements considered to be strained in compression. Those so-called neighbor-elements of the interface elements 
strained in compression are reincluded into the updated interface. Only interface elements, that are strained in tension and have no shared node with 
interface elements strained in compression, get deleted (see Fig. A1(b) Step 4). Similar to TED, newly appeared disconnected elements, resulting from 
the deletion process, get deleted and the simulation with the updated interface is performed again. 
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Fig. A.1. Workflow of TED (a) and TED-M (b). This figure shows the interface models with lower resolution in order to schematically illustrate the differences at the 
interface. TED deletes interface elements based on their volumetric strain value (volumetric strain >0 → deletion) in a linear-elastic preliminary simulation and 
performs the actual simulation with the updated interface. TED-M increases the contact area of TED by reincluding neighboring interface elements of the upda-
ted interface. 

Appendix B 

The influence of the voxel size (32.8 μm and 72 μm) on the main outcomes of this study was investigated in tension for the low-density and high- 
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density specimen with 50% screw insertion depth (LD_50 and HD_50) (see Fig. B1). TED was best in replicating whole-construct stiffness (see Fig. B1 
(a)), while TED-M showed lowest errors in maximum force (see Fig. B1(b)) for all resolutions and sample sizes. The influence of the specimen size (7.5 
mm and 9 mm) was explored in tension on the high-density specimen with 50% screw insertion depth (HD_50) (see Fig. B2). Again, TED exhibited 
lowest errors in whole-construct stiffness replication (see Fig. B2(a)), while TED-M mostly enhanced the maximum force predictions (see Fig. B2(b)). 
These results suggest that both voxel and specimen size variations only had negligible influence the main study outcomes.

Fig. B.1. Absolute error in whole-construct stiffness (a) and maximum force (b) when comparing the simplified interface models fully-bonded (FB), tensionally 
strained element deletion (TED) and modified TED (TED-M) to the general contact model (GC) for two different resolutions (32.8 μm and 72 μm) for the high-density 
specimen with 50% screw insertion depth (HD_50) and the low-density specimen with 50% screw insertion depth (LD_50) in tension. 

Fig. B.2. Absolute error in whole-construct stiffness (a) and maximum force (b) when comparing the simplified interface models fully-bonded (FB), tensionally 
strained element deletion (TED) and modified TED (TED-M) to the general contact model (GC) for two different sample sizes (7.5mmnd 9 mm) for the high-density 
specimen with 50% screw insertion depth (HD_50) in tension. 

Appendix C. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.jmbbm.2024.106634. 
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