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Abstract

When a laser pulse interacts with a physical system, the laser electric field

directly couples to the system’s electronic structure and allows to observe

and, given sufficient field strength, steer processes therein. In this thesis

intense ultrashort laser pulses are applied to the investigation and control

of three specific processes in the electronic structure of gas-phase atoms and

dimers on their natural attosecond time scale. As properties of matter are

ultimately determined by its electronic structure these fundamental processes

have implications for many important natural and technical mechanisms.

The first process is the laser induced transfer and transient capture (LITE)

of an electron from one atom across its system boundary to the other atom

within an argon dimer. By reaction microscopy it is found that this electron

transfer process triggers attosecond electron-electron interaction dynamics in

the neighboring argon atom and that this is influenced by the carrier envelope

phase (CEP) of the inducing laser pulse. Then, these findings are further

investigated in the same sample system of argon dimers, where it is observed

that also for the process of recapture of an electron into excited high lying

Rydberg states, so-called frustrated field ionization (FFI), control can be

exerted via CEP of ultrashort laser pulses. These findings disclose a strong-

field route to controlling the dynamics in molecular compounds through the

excitation of electronic dynamics on a distant molecule by driving inter-

molecular electron-transfer processes.

Distinct from these fundamental investigations on electronic processes, fur-

thermore in this thesis a practical approach for driving the process of high

harmonic generation (HHG) is presented. It combines the high power scal-

ability of a ytterbium based laser system with efficient spectral broadening

and simultaneous red-shift by stimulated Raman scattering (SRS) in a long

stretched hollow core fiber (HCF) to significantly extend the achievable cut-

off energy beyond previous limitations.
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”Certainty of death. Small chance of success. What

are we waiting for?”

— Gimli, son of Glóin, The Return of the King

Chapter 1

Motivation and outline of thesis

Imagine another life scaled by a factor of 10−18 to the atto-world. On at-

tometer scale, with a heartbeat as fast as oscillating light fields and a lifetime

of about two nanoseconds, all of human history would fit into less than a mi-

crosecond. The movement of gas molecules being like planets in a sea of

nothingness. Half a second would be equivalent to birth and death of an

entire universe in this other life. One could directly observe changes in the

electronic structure that are fundamental to the properties of matter and

processes therein.

Outside such a life, this achievement is only possible by the utilization of

a special tool: intense ultrashort laser pulses [9]. These laser pulses not

only allow for the probing, but by their strong electric fields, they can also

be applied to control electronic processes on their natural time scales [10].

Such control in the atto-world has practical real life consequences, as dy-

namic electronic processes are at the basis of charge and energy transfer

mechanisms, chemical reactions and light-matter interaction. Nowadays it

is possible to produce laser pulses with durations down to single oscillation

cycles of the electric field and one can use them as time reference on the

femtosecond scale [11]. To act on the attosecond time scale, one can consider
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Motivation

that electrons directly couple to the laser electric field, which can be further

shaped on sub-laser-cycle times by various techniques, such as control of the

polarization [12], stabilization of the carrier-envelope phase (CEP) [13] or

multi-color waveform synthesis [14]. Another route to reach the atto-world

is via the application of sub-fs laser pulses in the extreme ultra-violet (XUV)

or soft X-Ray spectral region produced by high-order harmonic generation

(HHG) [15].

The goal of this thesis is to further investigate possible applications of intense

ultrashort laser pulses to the control of fundamental electronic processes on

their natural attosecond time scale. Some of these processes can be studied

in the most basic system of isolated gas-phase atoms. However, in many

fields, especially the interaction between distinct systems is of great interest.

Therefore, to investigate fundamental processes across such system bound-

aries, the sample under investigation in this thesis is extended to gas-phase

dimers.

First, it will begin with the core concepts of strong field-matter interaction

to establish the connection between laser electric field oscillation and the

electronic dynamics on attosecond time-scales. In the following chapter the

methods to produce and characterize intense few-cycle laser pulses are dis-

cussed. Furthermore, this chapter presents some details on the applied tech-

niques of target preparation, cold target recoil ion momentum spectroscopy

(COLTRIMS) and classical ensemble model simulations. These fundamen-

tals and methods were utilized to achieve the results described in the three

main chapters of this thesis. In chapter 4, the process of laser-induced trans-

fer of electron (LITE) in the dissociative multiple ionization of gas-phase

argon dimers is discovered to be controllable via the CEP of ultrashort laser

pulses [4]. For the same target system, the possibility of atto-second con-

trol of electronic excitation by frustrated field ionization (FFI) across system

boundaries [7] is investigated in chapter 5. Finally in chapter 6, the technique

of stimulated Raman scattering (SRS) is used for efficient spectral broaden-

ing and red-shift of ultrashort pulses and exploited to apply control over the

HHG process in order to extend the achieved cut-off energy significantly [8].
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”Wizards had always known that the act of

observation changed the thing that was observed, and

sometimes forgot that it also changed the observer

too.”
— Sir Terry Pratchett, Interesting times

Chapter 2

Fundamentals of strong field -

matter interaction

In this chapter, the fundamental concepts of strong field - matter interaction

that constitute the basis of research results presented in this thesis will be

introduced. Broadly speaking, the presented topics can be summarized as

modifications of matter by strong laser fields and vice versa, their feedback

to the laser field. To simplify the description of these complex, nonlinear

processes it was often found useful to split the interaction into three steps

and treat them separately [16–19], often referred to as the three-step model

of strong-field physics. This will also be the basis of this introduction. In this

semi-classical model, electrons are usually treated quantum mechanically as

electron wave packet (EWP) and the electric fields are treated classically.

Figure 2 gives an overview of the key processes for this thesis’ research topics

that will be discussed in more detail in the following sections. In this sim-

plified picture, a molecule interacts with a strong laser field and the above

mentioned three steps of (1) ionization, (2) electron propagation in the laser

field and (3) recollision are shown in green. A possible outcome after recol-

lision is the generation of XUV radiation, referred to as HHG, which is well

described by this three-step model [17]. However, other processes, such as

light scattering are not directly tied to this model and are better described by
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2.1. Ionization

2.1 Ionization

The first step of strong field - matter interaction is ionization, the removal

of electrons from the system under investigation. For now we will limit our-

selves to a single electron bound by its ionization potential (Ip) in an atom,

called single active electron approximation (SAE). This first process is al-

ready very complex, however, in many areas (e.g. this thesis) certain further

approximations are justified. The first one will be to exclude relativistic ef-

fects, which effectively means to neglect the magnetic field component of the

laser field. And the second will be the dipole approximation, which means

to neglect spatial variations of the impinging electric field and only consider

its temporal evolution E ≈ E(t). This approximation is appropriate as long

as the extension of the EWP is small compared to variations of the laser

electric field. With these, the EWP evolves in the combined electric fields of

the laser and atomic binding potential V0(r), which can be written as

V (r, t) = V0(r)−E(t) · r (2.1.1)

Clearly, this evolution is influenced strongly by the atomic (Ip, electronic

structure) and laser electric field parameters (intensity, frequency). And

depending on the specific parameters under consideration, two main regimes

of ionization that behave differently can be distinguished: photon dominated

and field mediated regimes.

These two regimes and certain types of ionization that are associated with

them are visualized in Fig. 2.1.1. In the photon dominated regime, encoun-

tered for laser fields with relatively high frequency (short wavelength), elec-

trons are ionized by absorption of photons. For the simplest case, direct

ionization, photons with an energy hν above the atom’s Ip are required. For

cases where hν < Ip, multiple photons n · hν > Ip have to be absorbed by

the electron to liberate it from the atomic potential, so-called multi photon

ionization (MPI) [20]. And if even more photons are absorbed than would be

required to overcome the Ip, the process at hand is above threshold ionization
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2.2. Electrons in the laser field

the characterization of carrier-envelope phase (CEP) of laser pulses [25, 26]

and will be further discussed in section 3.3.2. If the laser electric field is so

strong that the atom’s potential barrier is distorted to lie below the electron’s

Ip, the electron can escape the atomic potential which is referred to as above

barrier ionization [27].

To distinguish these two regimes of ionization it is insufficient to consider

only the frequency of the laser field, at least the interplay between oscillation

frequency ω0, field strength E0 and ionization potential Ip has to be taken

into account. This leads to introduction of the Keldysh parameter [24]:

γ =
ω0

�
2Ip

E0

(2.1.2)

It compares the oscillation period of the laser field with the hypothetical

tunneling time of the electron. For γ << 1, the field oscillation period is

long compared to this tunneling time and the field can be considered quasi

static throughout the tunneling step, i.e. field mediated tunneling regime.

In the opposite limit of γ >> 1, the ionization process can be considered

as dominated by (multi) photon absorption. However in practice, many

experiments are performed with γ ≈ 1 and an unambiguous assignment of

ionization regime may not be possible.

2.2 Electrons in the laser field

The second phase of strong field - matter interaction in the three-step model

deals with the evolution of the EWP after liberation from its bound state.

The incorporation of the ions Coulomb potential is quite difficult and at

the same time, for sufficiently strong laser field outside the ionic core, it is

plausible to be considered only a small distortion. This leads to the introduc-

tion of the strong field approximation (SFA), where the Coulomb potential

is completely neglected [24, 28, 29]. With this approximation, often at least

qualitative description of and agreement with experiments can be achieved.
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Fundamentals

To obtain some of the key insights, we will assume an electron being emitted

at the position of its ion with zero velocity at time t = 0 and can choose

the initial conditions after ionization as (ri, ti, ṙ(ti)) = (0, 0, 0). Within SFA

the electron will be purely driven by the strong laser electric field and its

trajectory can be calculated by integration starting from Newton’s equations

of motions r̈ = F = −E(t). Together with the laser vector potential E(t) =

−Ȧ(t), for the electron’s momentum p(t) we can derive

p(t, ti) = ṙ = −
� t

ti

E(t′)dt′ =
� t

ti

A(t′)
dt′

dt′ = A(t)−A(ti). (2.2.1)

And considering laser pulses with a limited duration, i.e. vanishing laser field

A(t) → 0 for t → ±∞, we arrive at

p(ti) = −A(ti). (2.2.2)

That means the momentum of the EWP after the laser pulse passed is de-

termined by −A(ti), the negative vector potential at the specific moment

of ionization. Which, in the field mediated tunneling regime will be strictly

tied to the temporal evolution of the laser electric field on attosecond time

scales, as discussed in the previous section.

For a simple linearly polarized laser field and neglecting the laser pulse enve-

lope, the vector potential can be written as A(t) = −E0/ω0sin(ωt)ẑ. With

this, the electron’s trajectory consists of a term that follows the laser field,

oscillating around the ion and a drift term depending on the moment of

ionization ti. The oscillating term will fade together with the laser pulse

and only the drift term remains. Not considering possible scattering events,

which will be discussed later in section 2.3, the average final kinetic energy of

the EWP after the laser pulse interaction can be found as the ponderomotive

energy (Up):

Up =
E2

0

4ω2
0

=
E2

0λ
2
0

16π2
. (2.2.3)
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2.3. Recollision

Obviously, due to the dependence of the drift term on ti, the drift energy

specific to a certain trajectory is also connected to the electron’s moment of

ionization within the laser field and the maximum possible energy acquired

of an emitted electron will be 2Up. Also Up will scale linearly with the laser

field intensity I = E2
0 and quadratically with its wavelength λ0.

The more complicated cases of circular and elliptically polarized laser fields

will not be derived here, because recollision processes will be suppressed in

these cases as the EWP does not return to its parent nucleus [30] and fur-

thermore in this thesis only linearly polarized laser fields will be encountered.

After the ionization step the EWP will exhibit a distribution of initial ve-

locities centered around 0 and the EWP will further spread out the longer

it propagates in the laser field. This can be partially taken into account as

a reduction of probability for recollision processes at long excursion times of

the electron.

2.3 Recollision

As discussed above, in a linearly polarized laser field the electron’s trajectory

will be determined by its ionization time ti and there exists a strict mapping

on attosecond time scales to possible recollision times tr = tr(ti). Because

the electron trajectory is a combination of an oscillating and a drift term, a

specific trajectory passes by its parent nucleus either never, once or multiple

times. However, as the EWP spreads out due to dispersion, the first time the

EWP passes close by its parent ion has the highest chance to induce recol-

lision processes. These processes, if triggered, will depend on the properties

of the recolliding EWP, e.g. its recollision energy and momentum, that can

again be mapped by the corresponding ionization time ti. Neglecting inelas-

tic scattering events along the way, the highest possible recollision energy

will be achieved by a single trajectory with about 3.17Up and ionization time

ω0ti ≈ 17 deg [31, 32]. This maximum recollision energy within a laser field

oscillation is not to be confused with the maximum energy that can be ac-

quired without recollision in total after the laser field has subsided of 2Up
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2.4. Frustrated field ionization

field E(t), it can be exploited for measurement of the CEP of few cycle laser

pulses (see section 3.3.2).

On the other hand, an electron can also scatter inelastically and deposit en-

ergy in its parent ion. Such an event can excite bound electrons, or even

ionize the atom, so-called non-sequential double/multiple ionization (NS-

DI/NSMI). Also, excited electrons are more loosely bound by their parent

ion and will be more readily ionized during subsequent laser field cycles, so-

called recollision-induced excitation and subsequent field ionization (RESI)

[38, 39]. Like their elastic counterpart, these inelastic processes are sensitive

to the laser field shape and therefore attosecond control of energy deposition

into the parent ion by shaping the laser field shape is possible [40–42].

In another type of recollision processes the electron can be recaptured by

its parent ion. Depending on the recollision energy, two scenarios can be

distinguished. Either the electron’s recollision energy is negligibly low, such

that the electron can be recaptured by the long range Coulomb potential of

its parent ion, then this can happen non-radiative, without the emission of

a photon, which is called frustrated field ionization (FFI) [43]. For the other

scenario, the electron’s recollision energy is higher than the binding energy

of its recaptured state and the excess energy is converted into a photon, a

radiative recombination process or so-called high-order harmonic generation

(HHG) [17, 44]. Because these two recombination scenarios are of key interest

in chapters 5 and 6, they will be discussed more detailed in the following two

sections.

2.4 Frustrated field ionization

As mentioned above, if an EWP after ionization and propagation in the laser

field returns with a low kinetic energy, it can be recaptured in an unoccupied

state by the long range Coulomb potential without emission of a photon.

Due to the increasing density of unoccupied states towards the continuum,

i.e. for increasing principal quantum number n, an electron is more likely to

be recaptured non-radiative in such a high lying state, a so-called Rydberg
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Fundamentals

state [43, 45–49].

These states are named after Johannes Rydberg and his formula to describe

the wavelengths λ12 of spectral lines of hydrogen-like elements,

1

λ12

= RZ2(
1

n2
1

− 1

n2
2

), (2.4.1)

with R the element specific Rydberg constant, Z the atomic number and

n1(n2) the lower (higher) principal quantum number of the atomic electron

transition that emits with λ12. These Rydberg states have interesting prop-

erties that can be described by their principal quantum number n [50, 51]:

They extend much farther away from the ionic core than the ground state as

their size increases with n2. Also they can be quite long lived as their natu-

ral lifetime scales with n3. And even though their binding energy decreases

with 1/n2, Rydberg states that were populated by FFI can still survive un-

til the strong laser field has subsided [43]. Although Rydberg states were

historically introduced for hydrogen-like atoms, for sufficiently large prin-

cipal quantum number n they exist also in more complex systems such as

molecules or clusters [52].

Due to their features, Rydberg states are of interest to many different scien-

tific fields. For instance, as a result of their relatively high energy and size

they can initiate complex dynamics in molecules [53–61] and additionally

their long lifetime makes them interesting for quantum information applica-

tions [51, 62] to name only a few works related to Rydberg atoms.

As established in the previous sections, the electron’s recollision energy and

by that also the Rydberg state that can be populated by FFI are tied to the

ionization and recollision timing dictated by the laser waveform. Therefore

there is a possibility to control the formation of high lying Rydberg states

and subsequent processes on attosecond time scales by careful shaping of

laser pulses [47].
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On the microscopic level, the HHG process is well described by the three step

model already discussed in sections 2.1 to 2.3 and will be briefly repeated

here and in Fig. 2.5.1 in the context of HHG. A strong laser field can distort

an atomic potential so that a Couloumb barrier is formed, through which

electrons can tunnel (1). Then the liberated EWP is accelerated and returned

to its parent ion by the laser field (2). And, finally, there is a chance that

the recolliding EWP is captured in its former bound state (3), upon which

the electron’s surplus energy is converted into a high energy photon. The

maximum achievable photon energy, the HHG cut-off energy Ecut−off , will

be determined by the maximum recollision energy plus the electron’s binding

potential: Ecut−off ≈ 3.17Up + Ip [17, 32].

Because this cut-off energy scales with the ponderomotive energy Up, for a

given atomic species with a fixed Ip, we can write Ecut−off ∝ Iλ2
0. However,

there are limitations to this cut-off scaling in both variables. For increasing

intensities, the atom’s ground state could become depleted before the peak

of the laser field intensity. Which means that there would be no electrons

available at ionization times ti corresponding to the maximum recollision

energies. And for longer wavelengths, the EWP propagates longer in the

laser field, therefore it spreads stronger, which reduces the probability of the

recombination step. By this, the achievable photon flux Φ is reduced drasti-

cally for increasing wavelength as Φ ∝ λ−5 − λ−6 [63, 64]. This combination

of scaling relations also establishes, that for targeting a specific spectral re-

gion by HHG, there is an optimal wavelength of the driving laser, which will

be the shortest one which still allows to cover the desired cut-off energy.

For multicycle laser pulses, during every laser half-cycle a burst of high energy

photons with a continuous spectrum up to Ecut−off is generated. These

attosecond pulses are interfering in time and the resulting spectrum of such

an attosecond pulse train consists of a comb of odd multiples of the driving

laser field’s photon energy hν0 up to Ecut−off . As described in the previous

sections, also for HHG the laser electric field shape dictates the relationship

tr(ti) and possible recollision energies. Therefore also the process of HHG

can be controlled on attosecond time scales by carefully tailored strong laser
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match ∆k, such as plasma dispersion, play a critical role. In total to achieve

phase matching in HHG, integer multiples of the wave vectors of driving

laser qklaser and generated harmonics kq have to be balanced by the sum of

all sources of phase mismatch ∆k: qklaser = kq + ∆k. For a perfect bal-

ance with the remaining mismatch ∆k → 0, the coherence length for HHG

Lcoh = π/∆k could grow arbitrarily large. But in reality, this is difficult

to achieve for a broad range of harmonics. Furthermore, because generated

XUV and soft X-ray radiation is absorbed in the gas, the effectively useful

medium length for HHG is limited to about 5-10 absorption lengths [68].

There exist various techniques to enhance phase matching that involve so-

lutions in spatial and/or temporal domain [67], that all have in common a

strong gas pressure dependence of the phase mismatch ∆k. Therefore op-

timization usually involves a scan of the employed gas pressure. For the

experiments described in chapter 6, a tight focusing geometry and a gas

filled cell with variable cell length and position is used for HHG.

Here, it shall only be briefly mentioned that HHG is also performed in other

types of media than mono-atomic gas, such as molecules [69], plasmas [70],

liquids [71] or solids [72], that each have their own applications.

2.6 Strong field driven processes in gas-phase

dimers

So far this chapter dealt with the interaction of a strong laser field with

single isolated gas-phase atoms to describe the fundamentals in the most

basic systems possible. However, due to the highly practical importance

for chemical, environmental, biological and computer sciences (and probably

many more) the extension of these fundamentals to more complex systems,

such as molecules, clusters, nanoparticles and also solids, is generally desired.

One way to achieve this is by building upon insights acquired in the simplest

possible systems. As chapters 4 and 5 investigate fundamental processes

across system boundaries, we are here specifically interested in the most

28



2.6. Strong field driven processes in gas-phase dimers

simple system where such a system boundary can be studied: atoms bound

by van der Waals (vdW) force forming dimers [73]. The bonding in such a

vdW dimer is induced by fluctuating polarizations with dissociation energies

of few meV and no covalent or ionic bonds present between the monomers.

For molecular dimers, the vdW force depends on the relative orientation of

the monomers to each other, but for noble gas dimers it can be considered

isotropic. In this weakest form of chemical bonding no orbitals are shared

between the monomers and thus they can be seen as closely spaced but

individual quantum systems [74]. Therefore, we will discuss now here briefly,

and more detailed in chapters 4 and 5, additional considerations that have to

be taken into account and processes that become possible when we increase

the system size to such gas-phase vdW dimers.

Clearly, due to their spatial extension, the distance between the monomers

R12 has to be taken into account. Also the orientation angle θ of the dimer

relative to the polarization direction of the laser field will be important for

the ionization and recollision dynamics induced by a laser field. To stick with

the nomenclature introduced in previous sections, for dimers the relation be-

tween ionization and recollision timing needs to be extended to tr(ti, R12, θ).

These additional spatial degrees of freedom are not necessarily static, thus

may change during the interaction with a laser field depending on the vi-

brational and rotational state of the dimer. This ionic motion is typically

slow compared to that of the electrons, but cannot be easily neglected. At

this point it was not even considered what happens when an electron of

one monomer recollides with the other monomer. To summarize, already

for this still quite simple system, it can be considered more fruitful to gain

insights via simulations rather than strive for analytical solutions. For this,

see sections 3.6 and chapters 4 and 5.

Furthermore, additional processes are present in a dimer that cannot be

observed in mono atomic systems. The most obvious is dissociation, which

can be induced by ionization or excitation of aforementioned vibrational or

rotational states. However, such ionized or excited states can also cause the

dimer to be more tightly bound due to increased polarizability. For instance,
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for the argon dimer Ar2 a dissociation energy of about 12meV is required

[75], whereas the singly ionized argon dimer Ar+2 requires 1.3 eV [76].

Another process that would be impossible in a mono atomic system is that

an freed electron can recollide upon another entity than its own parent ion.

There it can, at least transiently, be captured, a process which we will call

laser-induced transfer of electron (LITE) and is described in detail in chapter

4. In principle upon recollision with its neighbor, all processes discussed in

section 2.3 are also possible at the distant entity. And FFI, of which the result

is equivalent to electronic excitation, across a system boundary is explored

in chapter 5.

All processes discussed so far in this chapter can in principle be extended

to larger systems, however, complexity increases quickly with system size,

as geometry, additional degrees of freedom, collective effects and the inter-

play between constituents of the systems become important. For such large

systems, more specialized models and techniques are required for their satis-

factory description, which are beyond the scope of this work.

2.7 Light scattering on gas-phase molecules:

Raman scattering

In chapter 6 the method of SRS in a hollow core fiber (HCF) plays a key

role for the achieved results. Here the basic concepts of SRS are introduced

and later in section 3.2.2 it will be discussed how these fundamentals can

be exploited for efficient spectral broadening and simultaneous red-shift in

a HCF. In contrast to mechanisms covered so far by the three step model

in sections 2.1 to 2.6, ionization of the medium is a competing process to

SRS and ideally should be avoided. This is done by choosing the laser beam

diameter so that the laser peak intensity stays below the critical limit for

ionization and scattering becomes the dominant interaction between light

and matter.

Light scattering can be categorized into three domains based on a relative size
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an additional chance for inelastic scattering where the molecule is left in the

same electronic, but a different vibrational or rotational excited state than

initially [79, 80]. Due to energy conservation, the emitted photon is bound

to be of lower (Stokes-Raman) or higher (Anti-Stokes-Raman) energy, which

will be called a Raman shifted photon. Naturally, for a gas in thermodynamic

equilibrium, the lower states will be initially stronger populated and therefore

Stokes-Raman scattering to lower photon energies (longer wavelengths) will

be dominant, leading to a net red-shift of Raman photons. Typically, com-

pared to the incident light, relative scattered intensity will be in the range

of 10−3 − 10−4 for Rayleigh and 10−7 for Raman scattering [81].

Generally, Raman scattering happens spontaneously, in random time inter-

vals, but it can also take place as stimulated Raman scattering (SRS) when

photons of suitable wavelength are present. These can either be produced

beforehand by spontaneous Raman scattering or simultaneously injected, e.g.

by laser pulses with a sufficient bandwidth to cover the molecule’s vibrational

and/or rotational excited states. The probability for such SRS increases with

the number of Raman shifted photons, therefore it is self-enhancing and the

Raman shifted light is amplified at the expense of the incident fundamental

light. Later, in section 3.2.2 a method for spectral broadening and simulta-

neous continuous red-shifting of laser pulses will be discussed where, SRS is

cascaded due to an increased interaction length in a stretched HCF.
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”You’re not supposed to eat like that,’ said Gurder

severely. ’You’re not supposed to shove it all in your

mouth and then cut off what won’t fit.”

— Sir Terry Pratchett, Wings

Chapter 3

Methods

Unlike in a dinner context, methods in the scientific world do not necessar-

ily have to be clean, however, a kind of elegance is preferred in both cases.

Setting the introduction joke aside, we elegantly turn to the topics at hand.

In this chapter, the techniques employed to achieve the results presented in

this thesis are discussed. It will start with ultrafast lasers and an overview

of the two laser system that were used, a titanium doped sapphire (Ti:Sa)

and an ytterbium based system. Both of these laser systems are capable of

producing laser pulses with durations in the fs regime, however, further pulse

preparation in the form of post-compression by either self phase modulation

(SPM) or stimulated Raman scattering (SRS) in a hollow core fiber (HCF)

and chirped mirrors is required for the experiments presented in this thesis.

Additionally, pulse characterization techniques of second harmonic genera-

tion frequency resolved optical gating (SHG FROG) and carrier-envelope

phase (CEP) tagging will be introduced. For chapters 4 and 5 further meth-

ods are prerequisite. The process of target preparation and method of cold

target recoil ion momentum spectroscopy (COLTRIMS) will be shown. Fi-

nally, details on the used classical ensemble model simulation are given.
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3.1 Ultrafast lasers

To control processes on an attosecond time scale we need a way to act and

observe at this time scale. The method for this has been provided by the

advent of ultrafast laser technology, nowadays routinely capable of producing

intense laser pulses with durations below few hundred femtoseconds. Further

temporal compression down to a regime where a laser pulse consists of only

few laser cycles gives a tool for attosecond control over fundamental electronic

processes based on their critical dependence on the laser electric field, as

has been established in chapter 2. Another technique to achieve attosecond

control would be via attosecond pulses as can be produced by HHG. However,

within this thesis, HHG will be investigated as a process we want to control

rather than a method for exploration.

Typically, the generation of intense ultra short laser pulses is based on two

key technologies, which are mode-locked lasers [82, 83] and chirped pulse

amplifier (CPA) [84].

Any laser systems produces light in a certain spectral bandwidth as limited

by the bandwidth of the gain medium where laser light is amplified. Within

this bandwidth, the optical cavity restricts the produced output to certain

longitudinal modes that will interfere constructively with themselves after

each roundtrip in the cavity. In a mode-locked laser, the phase relation

between many of these longitudinal modes is locked instead of fluctuating

randomly. Periodically, all the locked modes interfere constructively with

each other and produce intense ultra-short laser pulses spaced in time by the

cavity roundtrip time. There exist several active and passive techniques for

mode-locking, of which the shortest pulse durations (sub 5 fs possible) are

achieved by passive Kerr-lens mode-locking [85, 86]. Here, the optical Kerr-

effect is utilized to induce an light intensity dependent lens into the cavity

such that laser pulses with highest intensity (shortest duration) experience

the largest gain from the cavity.

Until the introduction of CPA, further amplification of such intense ultra

short laser pulses was limited by the damage threshold of gain media and
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onset of detrimental nonlinear effects, such as undesired self focusing or self

phase modulation (SPM). In a CPA, prior to amplification, the frequency

components of an ultrashort laser pulse are separated, usually such that low

frequency components (red) travel a shorter distance than the high frequency

(blue) ones. In other words, a so-called positive chirp is introduced to the

laser pulse, stretching its pulse duration by a large factor. By this the peak

intensity of the laser pulse is drastically reduced and stays below the thresh-

old of unwanted nonlinear effects throughout amplification. Afterwards, the

chirped and amplified laser pulses are re-compressed, for instance by a grating

or prism compressor. There exist numerous realizations of CPA with different

combinations of stretching, amplification and compression techniques.

For the performed experiments, two different ultrafast laser systems were

used. Both are based on the CPA design and their key distinction can be

found in the employed gain medium for amplification, which is either tita-

nium doped sapphire (Ti:Sa) or ytterbium-doped calcium fluoride (Yb:CaF2).

3.1.1 Ti:Sa laser system

A schematic overview of the Ti:Sa laser system and its post compression, used

for the experiments described in chapters 4 and 5, is shown in Fig. 3.1.1.

Laser pulse generation starts with the Femtolaser ’Rainbow’ oscillator, a pas-

sively Kerr-lens mode-locked Ti:Sa laser pumped by a Coherent ’Verdi V5’

laser at 532ṅm (green). Its output of about 7 fs pulses with a center wave-

length of 790 nm and a repetition rate of 80MHz are temporally stretched

and chirped in a piece of SF57 glass to pico-second duration. These pulses

are then amplified in a home-built, cryogenically cooled Ti:Sa multi-pass am-

plifier, which is pumped by a dedicated pump laser, a Q-switched Nd:YLF

laser (1054 nm) frequency doubled to 527 nm. The chirped laser pulses from

the oscillator pass a total of ten times through the amplifiers Ti:Sa crys-

tal. After the first four passes, to match the repetition rate of the pump,

5 kHz of pulses are picked for further amplification up to pulse energies of

0.8mJ. With the addition of manipulation of third order dispersion (TOD)
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by an acousto-optic programmable dispersive filter (AOPDF, or so-called

DAZZLER)[87] and after temporal compression by a double prism compres-

sor, transform limited pulses of about 25 fs duration can be achieved. The

transform limited pulse duration increases during amplification process due

to gain narrowing that limits the bandwidth of laser pulses. Further pulse

preparation is done by spectral broadening by SPM in a neon filled 1m HCF

and subsequent temporal compression by chirped mirrors (see section 3.2).

In the end, laser pulses of about 0.1mJ and 5 fs with center wavelength of

790 nm and a repetition rate of 5 kHz are available for the experiments.

In general, Ti:Sa laser systems operate most efficiently around 800 nm, but

their tuning range extends from 650 nm to 1100 nm. This very large gain

bandwidth is their biggest advantage, as it allows for the generation of ultra-

short intense laser pulses. They also enjoy a wide range of possible pumping

wavelengths, however these are situated in the green spectral region which

is not easily accessible. Even though there exist the possibility for Ti:Sa

laser systems to be directly pumped by diodes in the blue (450 nm)[88] or

green (520 nm)[89], typically the pumping of Ti:Sa systems involve multiple

conversion steps that add to complexity and cost. For instance, for the sys-

tem above: pump-diodes at 808 nm → Nd:YLF laser 1054 nm → frequency

doubled to 527 nm to pump Ti:Sa amplifying around 790 nm. Independent

of the used pumping scheme, efficiency and power scalability of Ti:Sa lasers

suffer fundamentally from their large quantum defect (1 − λpump

λlaser
≈ 32% for

Ti:Sa), the energy that is lost as heat during conversion from pump to laser

[90].

3.1.2 Ytterbium laser system

A schematic overview of the ytterbium laser system and its post compression,

used for experiment of chapter 6, is shown in Fig. 3.1.1.

The ytterbium laser systems also follows a typical CPA scheme [91]. It

uses commercial ’Pharos’ from Light Conversion, a combination of master-

oscillator and preamplifier, diode pumped, ytterbium laser as a seeder of
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sub-mJ, femtosecond laser pulses with a center wavelength at 1030 nm. They

are stretched to 500 ps in a Martinez-type stretcher [92], containing two an-

tiparallel diffraction gratings with a telescope in between. Then the stretched

pulses are amplified up to 15mJ in a cryogenically-cooled, diode pumped, re-

generative amplifier with two Yb:CaF2 crystals as gain medium. In a regen-

erative amplifier, in contrast to the multi-pass design of the above discussed

Ti:Sa system with a fixed number of amplification steps (10), a light pulse

is injected into a resonator, where it is amplified in an adjustable number of

roundtrips before being ejected by a fast electro-optic switch. The amplified

pulses are then compressed in a Treacy-type compressor [93] to sub 220 fs

duration. The combination of Martinez-type stretcher and Treacy-type com-

pressor, matched to each other, allows to stretch a pulse in time to almost

arbitrarily and then compress it to its original duration without distortion

[94]. This system can operate at repetition rates between 500Hz and 10 kHz.

For further pulse preparation SPM (or SRS) is applied for spectral broaden-

ing (and red-shift) in a argon (nitrogen) filled 6m long stretched HCF with

inner diameter 0.75mm (Few-cycle Inc.) and subsequent temporal compres-

sion by chirped mirrors (see section 3.2). In the end, laser pulses of up to

9mJ, <22 fs with center wavelength of 1030 nm (1230 nm for SRS) and a

repetition rate of 500Hz are used for the HHG experiments.

For the experiments, the key differences of the ytterbium system compared to

the Ti:Sa system are the longer wavelength and higher pulse energy, which

are both beneficial for the HHG experiment of chapter 6 (see also section

2.5). In general, ytterbium based laser gain media feature a narrower gain

bandwidth and therefore do not directly support as short laser pulses as

compared to Ti:Sa, but post compression techniques are still applicable and

comparable pulse durations can be achieved [95]. The large advantage of

ytterbium based system is that they can be pumped at 970 nm to produce

laser light at 1030 nm giving it a very small quantum defect of about only

5%. this in combination with the possibility to be directly pumped by diodes,

gives ytterbium the capacity for efficient scalability to high laser powers.
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3.2 Pulse preparation

As a property of Fourier transformation we know that for a given pulse

shape, the product of temporal duration and spectral bandwidth will have a

minimum value, e.g. ∼0.44 for gaussian pulses. Therefore for any spectral

bandwidth there is a shortest supported pulse duration, a so-called transform

limited pulse. The performed experiments required laser pulses with shorter

pulse durations than would be supported by the spectral bandwidth provided

by the used laser systems directly and therefore additional pulse preparation

was applied. For this, at first the laser pulses will be spectrally broadened

by either SPM or SRS in a gas filled HCF to support shorter pulse duration

and then temporally compressed by chirped mirrors.

3.2.1 Self phase modulation

Due to the Kerr-effect the refractive index n of a material is changed pro-

portional to the square of an applied electric field nKerr ∝ E2 ∝ I. For this

no external electric field is necessary, the laser electric field of a propagating

light pulse will modify the materials refractive index also for itself as

n(I) = n0 + nKerr = n0 + n2 · E2 = n0 + n2 · I, (3.2.1)

with n2 the second order nonlinear refractive index. This Kerr-effect is the

reason for nonlinear optical effects of self-focusing and SPM [96, 97]. The

case of SPM is illustrated in Fig. 3.2.1 and will be discussed now.

Clearly, for any laser pulse the intensity I(t) and by the Kerr-effect also the

refractive index change over time n(I) → n(t). This in turn causes a change

of instantaneous phase ϕ(t) of the laser pulse after a distance L traveled in

the medium:

ϕ(t) = ω0t− kz = ω0t− ω0Ln(t), (3.2.2)

with ω0 the fundamental laser frequency. This phase shift in turn causes a
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change of instantaneous frequency/wavelength ω(t) = 2π
Λ(t)

:

ω(t) =
dϕ(t)

dt
= ω0 − ω0L

dn(t)

dt
= ω0 − ω0Ln2

dI(t)

dt
=

2π

Λ(t)
(3.2.3)

For any symmetric laser pulse intensity, e.g. a Gaussian shape I(t) ∝
exp(−t2), this instantaneous response causes a symmetric spectral broad-

ening. In an initially un- or up-chirped laser pulse the leading edge of the

laser pulse will be shifted to longer (red), while the trailing edge is shifted

towards shorter (blue) wavelengths. This SPM does not by itself change the

temporal pulse envelope of the laser pulse, however dispersion acts simul-

taneously on the laser pulse and for normal dispersion this will lead to a

temporal broadening. Even though this temporal broadening seems to be

in conflict with the stated goal of shortening the pulse duration, the spec-

tral broadening achieved by SPM gives the laser pulse the potential to be

subsequently temporally compressed below its initial pulse duration, e.g. by

chirped mirrors (see section 3.2.3). A typical SPM spectrum shows strong

oscillations due to interference of the same wavelength being produced at two

different times within the laser pulse, exemplified in Fig. 3.2.1(b).

To increase the effect of SPM, the pulse intensity has to be kept high over

long distances L, this is typically achieved by propagating the laser pulses in

a gas filled HCF [98]. Pulse energy for SPM in a HCF is limited by ionization

of the gas or self focusing and can be increased with the core diameter of the

HCF. Due to their high ionization potential, typically noble gases are used.

3.2.2 Stimulated Raman scattering

For a detailed description of SRS in HCFs see [99] and corresponding supple-

mental material, which will be summarized here. In principle, SRS in a HCF

can be understood in the same way as SPM, but with an additional term to

the material’s refractive index due to SRS nRaman in a molecular gas, which

can be described by
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nRaman =

� ∞

−∞
R(t− t′)I(t)dt′, (3.2.4)

with R the Raman response function. This Raman response function can

be approximated by a damped sine function with two time constants τ1, τ2,

characteristic to the material

R(t) =
τ 21 + τ 22
τ1τ 22

sin(t/τ1)e
(−t/τ2). (3.2.5)

For nitrogen, as is used in the experiment in chapter 6, these time constant

are τ1 ≈ 62 fs and τ2 ≈ 120 fs, well on the order of employed pulse duration

of about 220 fs. Therefore, the change of phase δϕ(t) cannot be considered

to be following the intensity profile of the laser pulse I(t) instantaneously as

in the case of SPM. Instead it will reach its maximum in the trailing edge of

the laser pulse, leading to a asymmetric spectral red-shift.

However, to explain the experimentally observed spectra, in addition to the

temporal intensity profile of the laser pulse also the spatial intensity profile

I(t, r, z) has to be taken into account in a full three dimensional modeling. By

this, it can be found that SRS also manifests as a nonlinear lens which induces

a steepening of the trailing edge of the laser pulse. In addition, this non-linear

lens excites higher order waveguide modes. These modes have mismatched

group velocities, thus walk off away from each other and intensity decreases.

This is strongest at the maximum of δϕ(t, r, z) and therefore further steepens

the trailing edge of the laser pulse.

Based on this, the effect of SRS in a nitrogen filled HCF can be modeled

as shown in Fig. 3.2.2, which is adapted from [99]. A laser pulse modified

in such a way will have a long, flat leading and steep trailing edge. As the

maximum of δϕ(t, r, z) lags behind the maximum of laser pulse intensity, it

will increase throughout almost the entire pulse. By that, the majority of the

laser pulse will be shifted towards longer wavelengths and only the trailing

end of the laser pulse will instead experience a shift to shorter wavelengths.
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Figure 3.2.4: Simplified schematic of a chirped mirrors for negative disper-
sion: In the stacked layers of dielectric coatings with increasing thickness
longer wavelengths components of the laser beam penetrate deeper into the
mirror before being reflected, thus, experiencing higher group delay than
the shorter wavelength components. Such a configuration can be employed
to counteract the temporal chirp of a laser pulse and compress it in time to
its transform limited duration.

The amount of spectral broadening and red-shift is proportional to gas pres-

sure and laser power [99, 100] and can be continuously tuned by adjusting the

gas pressure until it is limited by the critical power of self focusing. An exam-

ple of achievable spectra produced by SRS in a HCF with similar parameters

as for chapter 6 is given in Fig. 3.2.3

3.2.3 Pulse compression with chirped mirrors

After spectral broadening by either SPM or SRS, due to dispersion in the

gas, laser pulses are stretched in time and positively chirped, meaning that

the leading edge of the laser pulse will contain the long wavelength (red)

components, while the trailing edge contains the short wavelengths (blue)

components of its spectrum. To again achieve transform limited pulses, the

different spectral components have to be stacked onto each other in the tem-

poral domain, which can be achieved by so-called chirped mirrors [101].

See Fig. 3.2.4 for a schematic representation of such a chirped mirror. It

can be understood as a special case of a dielectric Bragg mirror, stacked

layers with thickness d of two materials with different refractive indices n1

and n2. At each material interface incident light is partially reflected and

for a certain wavelength λ with n1,2 · d = λ/4 and normal incidence these
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reflections interfere constructively. Very high reflectivities of such a mirror

can be achieved by a high number of layers and high contrast in refractive

indices. By this principle, such layer stacks can also be designed for different

incidence angles or as anti reflection coatings.

Now for chirped mirrors, this principle is extended such that the thickness of

the layers are not constant anymore, but is varied throughout the structure

to compensate the chirp of laser pulses. For the case of positive chirp, the

thickness d increases continuously from the top layer farther into the material

and so longer wavelengths will penetrate deeper into the mirror before being

reflected. In other words, the leading long wavelength edge of a positively

chirped laser pulses will have a longer path length and each reflection of

such a mirror will result in temporal pulse compression. Typically, to fully

compensate the dispersion acquired from SPM or SRS multiple reflections

(4-10) from chirped mirrors are required.

In practice, such a simplified mirror design would show oscillations of its

group delay dispersion, which can be circumvented by a so-called double

chirped mirror design, where in addition to the layer thickness d also the

thickness-ratio of the two materials is chirped. Another complication are re-

flections at the first interface to air, which can be counteracted by a carefully

tuned anti reflection structure on top of the actually chirped mirror.

3.3 Pulse characterization

For all the performed experiments at least an assessment and confirmation

of the quality of laser pulses is necessary. For ultrashort laser pulses in the

femtosecond regime there exist several techniques for pulse characterization

and for the experiments presented here this was done by second harmonic

generation frequency resolved optical gating (SHG FROG)[102], which will be

described in section 3.3.1. A crucial part of the electron transfer experiments

of chapters 4 and 5 is the measurement of the carrier-envelope phase (CEP),

which is inaccessible to SHG FROG and instead measured by a stereo ATI

phasemeter, described in section 3.3.2.
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FROG, this is done by dividing the laser beam into two different pathways

by a beam splitter, controlling the time delay τ between the two arms and

then focusing them into a SHG crystal. The resulting second harmonic laser

pulse and its spectrum depend on the temporal overlap of the two pulse

replicas and multiple spectra are recorded while scanning the gate pulse over

its twin by varying the time delay τ . The collection of these spectra gives

a two dimensional dataset, a so-called FROG-trace IFROG(ω, τ). From this

FROG-trace the spectral phase of the initial laser pulse can be reconstructed

by an iterative phase retrieval algorithm, that also includes a consistency

check due to the involved redundancy.

There are some practical limitations to SHG FROG [103]. The response of

the spectrometer needs to be calibrated and for extremely broadband laser

pulses there may not be a single spectrometer that can cover the whole

bandwidth. Sub-cycle pulses with an over octave spanning spectrum cannot

be easily characterized by a technique based on second harmonic generation

as the blue wing of the fundamental pulse and red wing of its second harmonic

will overlap. Also for few-cycle laser pulses (<10 fs) the dispersion of the

beam splitter can be a significant factor influencing the measurement. For

non-collinear configurations, the accuracy is limited by a geometric smearing

effect, but still an upper limit for the pulse duration can be acquired [104].

Fundamentally, direction of time and CEP cannot be measured by SHG

FROG.

3.3.2 Carrier envelope phase tagging

(Stereo ATI phasemeter)

A missing parameter for a complete characterization of the electric field of

a laser pulse is the CEP, a time independent offset to the phase: E(t) =

Ê(t)exp(iϕ(t)+ϕCEP ). It can be understood as the phase difference between

the fast oscillations of the electric field at optical frequencies, the carrier, and

envelope of the laser pulse. Especially for few- and sub-cycle laser pulses the

actual electric field shape will depend strongly on this CEP (see Fig. 3.3.2).

Typically the CEP fluctuates randomly between laser shots and additional
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spectra that are recorded for a given field shape, a specific CEP, by the

individual detectors show pronounced differences and by integration in a low

and high energy region two asymmetry parameters can be defined:

Alow =
NLEFT

low −NRIGHT
low

NLEFT
low +NRIGHT

low

Ahigh =
NLEFT

high −NRIGHT
high

NLEFT
high +NRIGHT

high

(3.3.2)

In a two dimensional plot of these two parameters for adequately chosen

low/high energy regions the measured laser shots are represented by dots

that form a ring structure, a so-called ’phase potato’ (e.g. Fig. 3.3.3(c)). The

polar angle θ = arctan(Ahigh/Alow) in such a representation is equivalent to

the relative CEPs between measured laser pulses and it is possible to obtain

absolute CEP values, that means a specific field shape, by calibration [106].

Shorter pulses result in larger asymmetry values and therefore the radial

distance r =
�

A2
low + A2

high is inversely proportional to the pulse duration

[107]. This also means it is only possible to reliably measure the CEP of

sufficiently short (<10 fs) laser pulses, as for longer pulses the asymmetry

will be too small and no phase potato will be detected, because its radius

becomes negligible.

3.4 Target preparation

To facilitate the experiments of chapters 4 and 5, the target, a gas jet of argon

atoms, containing a fraction of argon dimers, has to be carefully prepared as

part of the COLTRIMS measurements. Ideally, the gas jet is well localized,

internally cold (i.e. it has a low lateral momentum) and contains a large

fraction of argon dimers.

To achieve this, the pressurized gas (few bar) is expanded through a small

nozzle (10µm) into a vacuum chamber, so-called supersonic-expansion [108,

109]. During this expansion, thermal energy of the gas is converted into di-

rected kinetic energy of the gas jet. In the center of such a supersonic gas
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backing pressure and nozzle-skimmer distance could be scanned to optimize

the dimer fraction to a few percent.

3.5 Coincidence momentum imaging

Insight into electron dynamics for the investigation of electron transfer pro-

cesses upon strong field interaction (chapters 4 and 5) can be gained via

measurement of electron momenta. Due to momentum conservation, this

should be equivalent to measuring the ion’s recoil momentum acquired by

the ionization process. This fact is exploited in the so-called recoil ion mo-

mentum spectroscopy (RIMS)[112]. However, in practice the resolution of

this was limited by the width of the momentum distribution of the inves-

tigated target, or in other words its temperature. Therefore the accuracy

was drastically improved by the utilization of a cold target beam produced

by supersonic expansion (see section 3.4), thus enhancement of RIMS to

cold target recoil ion momentum spectroscopy (COLTRIMS)[113, 114]. Sev-

eral more improvements were applied to this basic COLTRIMS concept and

nowadays it is possible to acquire the 3-dimensional momentum vectors of

almost all charged particles produced by an atomic or molecular reaction in

coincidence, often referred to as reaction microscopy (REMI).

A schematic overview of the COLTRIMS apparatus used is given in Fig. 3.5.1

and more details about this specific setup can be found in [109]. To reduce

the number of background events as much as possible, the measurements are

performed in an ultrahigh vacuum chamber that can reach background pres-

sure of 10−10mbar. In the interaction region of this spectrometer chamber,

the incoming CEP-tagged ultrashort laser pulses, propagating along the y-

direction, intersect with the cold target beam in x-direction. As discussed in

chapter 2, the light-matter interaction can induce a plethora of reactions that

also involve ionization. Afterwards produced electrons and ions are guided in

opposite z-direction (TOF-direction) by carefully tuned, homogeneous elec-

tric and magnetic fields to two position sensitive detectors that each consist

of a combination of MCP and delay line anode. As long as the separation
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Figure 3.5.1: Schematic of the COLTRIMS apparatus. The supersonic target
gas jet and laser beam intersect in the center of a ultrahigh vacuum chamber
(≈ 10−10mbar). Ions and electrons produced by the light-matter interaction
are guided by electric and magnetic fields to MCP detectors on opposite sites
of the vacuum chamber. By recording the position on the detectors (x, y)
and time-of-flight (TOF), the 3-dimensional momentum vector (px, py, pz)
of each detected fragment can be reconstructed. Figure adapted from [47].
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in time of incoming particles is longer than a few tens of ns, this detection

scheme is able to measure the impact position (x,y) and TOF of multiple

particles for each laser shot. To ensure that the detected particles originate

from the same interaction event, the coincidence condition of less than one

reaction event per laser pulse has to be fulfilled. This is done by reduction

of background events and choosing the density of the gas target, interaction

volume and laser intensity appropriately.

With the knowledge of the detector geometry and applied fields, it is possi-

ble to calculate from the acquired dataset of two dimensional impact position

(x,y) and TOF the initial 3-dimensional momentum vector (px,py,pz) of de-

tected particles. Under coincidence conditions, all the produced particles by

each laser shot can be traced to the same event and in combination with

knowledge of the laser pulse shape (CEP-tagging) the interaction event can

be completely reconstructed in the offline data analysis. Even if not all par-

ticles are detected, it is possible to reconstruct missing information by the

application of momentum conservation.

Typically, datasets of a large number of events are acquired over multiple

measurement days (up to 108 events per day), then further calibrated and

filtered during the offline analysis to identify different types of events or

reaction pathways. For instance in a photo-ion-photo-ion-coincidence map

(PIPICO), where the TOFs of coincident particles are plotted, dissociation

events show up as curved lines depending on the mass to charge ratios of

involved fragments. These can be picked from the dataset for further analysis

by application of filter conditions.
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3.6 Simulations: Classical ensemble model

To explain the observations in argon dimers presented in chapters 4 and 5,

the collaborating group of Xiaojun Liu, from the Innovation Academy for

Precision Measurement Science and Technology (APM) in Wuhan, China,

provided simulations. Details of the used simulation model are given here

and my interpretations of the produced data are discussed in detail in chap-

ters 4 and 5. In these simulations the motion of the correlated electrons and

the nuclei in the combined laser and Coulomb fields were traced by perform-

ing a 3D classical ensemble model calculation [115, 116]. Due to the very

complex many-body dynamics involved in the ionization-dissociation of a

dimer, time-dependent Schrödinger equation (TDSE) simulations are not fea-

sible as they are beyond the present computational capability. Even though

classical trajectory models neglect all quantum effects such as pathway in-

terferences, it is known that they are reliable in reproducing experimental

observables on a qualitative level. For example, classical trajectory models

were used to successfully explain photoelectron distributions from two-color

fields [117, 118], the sub-cycle ionization dynamics in circularly polarized

fields [119, 120], and even the complicated process of electron-electron corre-

lation involved in recollision-induced double ionization in linearly polarized

fields [121] and two-dimensional two-color waveforms [122, 123]. In problems

directly related to the present work classical trajectory models could well

reproduce the angular distributions of fragment ions emitted during strong-

field ionization-fragmentation of the argon dimer [116], and they could ex-

plain the sensitivity of electron recapture processes via the FFI mechanism

to the laser field’s waveform [47]. However, due to the neglect of quantum

effects, certain quantities calculated with classical models, such as ionization

or scattering cross sections, may differ from those obtained with quantum

models. Nevertheless, classical trajectory models are valuable tools to unveil

the underlying mechanisms leading to experimental observables in complex

multi-electron, multi-dimensional problems such as the present one.

As in the presented experiments, the laser intensity is well above the over-the-

barrier threshold [27, 124], the outermost electron is rapidly stripped from
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each atom of the argon dimer at the rising edge of the laser field and leaves

the interaction region quickly. It is therefore reasonable to assume that the

motion of the remaining electrons and ions is not affected by the first two

emitted electrons [115]. Thus, the model ignores the influence of the first

electron in each argon atom and the starting configuration of the dimer for

the simulation is Ar2+2 = (Ar2+ + e−)+ (Ar2+ + e−), i.e., two doubly charged

argon ion potentials separated by Req with an active electron bound to each

of them. This approach has previously been used successfully to model the

strong field fragmentation dynamics of argon dimers and trimers [115, 116].

The error in the CEP-dependence of the electron emission asymmetry that

might result from the neglect of the first two ionization steps is expected to

be small, since the two electrons are emitted early in the pulse when the laser

vector potential is still small.

To mimic the situation of the experiment, the orientation of the dimer with

respect to the laser polarization was randomized, and the initial condition of

each active electron is sampled from a microcanonical distribution around its

corresponding parent nucleus with a binding energy equal to the double ion-

ization potential of the argon dimer. The influence of the dimer orientation

on the A(n,m)
z curves is discussed in more detail Section 4.5.3.

The initial momentum of each of these two nuclei was assumed to be zero

and the distance between them was set to 7.12 a.u, equilibrium internuclear

distance (Req) of the argon dimer [125]. The subsequent evolution of the

two electrons and nuclei driven by the intense laser field is governed by the

following coupled many-body Newton’s equations of motion,

d2ri
dt2

= −E⃗(t)−▽ri

�
−

2	
k=1

2

|Rk − ri| +
2	

j=1,j ̸=i

1

|ri − rj|

�
,

d2Rk

dt2
=

2

M
E⃗(t)− 1

M
▽Rk

�
−

2	
i=1

2

|Rk − ri| +
2	

l=1,l ̸=k

4

|Rk −Rl|

�
,

(3.6.1)

where i, j = 1, 2 and k, l = 1, 2 denote the two electrons and two nuclei,

respectively. M represents the mass of the argon nucleus. r and R denote
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the displacements of the electrons and nuclei.

The laser electric field in the simulation was represented as follows

E⃗(t) = −E0 exp
�−4 ln(2)(t/(2T ))2

�
cos(ωt− φCEP)ˆ⃗z (3.6.2)

where E0 is the peak laser field, ω the laser angular frequency, φCEP the CEP,

T = 2π/ω and ˆ⃗z is the unit vector along the laser polarization direction z.

This system is allowed to evolve freely for 500 laser-cycles after the laser

field is turned off to ensure that the two nuclei are completely separated.

Then the resulting fragmentation channel Ar(n,m), where Ar(n,m) denotes

Ar2
Laser−−−→ Ar

(n+m)+
2 → Arn++Arm+, are identified. For comparison with the

experiments, the three fragmentation channels of interest are Ar(1,2), Ar(2,2)

and Ar(1∗,2). The Ar(1,2) and Ar(2,2) channels are ascertained by an energy

criterion: The Ar(1,2) channel is reached when the final energy of only one

electron is larger than zero, whereas the Ar(2,2) channel is reached when

both electrons have final energies larger than zero. The criterion to qualify

as Ar(1∗,2) is as follows, one electron must have an energy larger than zero

and additionally the kinetic energy released (KER) of the fragmentation has

to be between 12 eV and 18 eV, which is the experimentally determined KER

range of the Ar(1∗,2) channel, see Fig. 5.2.1(a).

For a comparison of simulated and measured curves, all measured data in

chapters 4 and 5 was shifted by the same constant CEP-value such that the

simulated and measured curves for the Ar+ monomer overlap. With that, the

experimental and simulated curves agree well also for the Ar(1,2), Ar(2,2)

and Ar(1∗,2) channels. In particular the simulated CEP shifts between these

channels are very close to the measured values and will be discussed in more

detail in chapters 4 and 5.
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3.6.1 Asymmetry parameter A vs. mean sum momen-

tum

In chapters 4 and 5, in order to obtain insight into the laser-driven elec-

tron dynamics, the CEP-dependence of the asymmetry of the electron (or

equivalently the ion) momentum distributions along the laser polarization

direction is analyzed. To this end for each fragmentation channel, Ar(n,m),

an asymmetry parameter along z is defined,

A(n,m)
z =

nup − ndown

nup + ndown

, (3.6.3)

where nup and ndown denote the number of electrons with sum momentum

in z-direction p⃗
(n,m)
e,z > 0 and p⃗

(n,m)
e,z < 0, respectively. The use of A(n,m)

z has

the practical advantage that it can be directly associated with the integral

over the ionization time distributions in Figs. 4.3.1 and 5.4.1, and therefore

is a convenient quantity for the visual, qualitative comparison of the time

distributions with the CEP-dependence of the electron emission.

However, the quantities nup and ndown do not contain information on the

momenta of the emitted electrons, but only characterize their yields. Thus,

A(n,m)
z does not contain information on whether the electrons are emitted

with high or low momentum, and also not on how many electrons are emitted

with what momentum; A(n,m)
z is blind to the shape of the electron momentum

distributions. A quantity that does also contain information on the momenta

of the electrons and therewith on the shape of the momentum distributions

is the mean sum momentum, which for a given fragmentation channel of the

argon dimer, Ar(n,m), along the laser polarization direction z is defined as

¯⃗p(n,m)
e,z =

�
p⃗
(n,m)
e,z N(p⃗

(n,m)
e,z )dp⃗

(n,m)
e,z�

N(p⃗
(n,m)
e,z )dp⃗

(n,m)
e,z

, (3.6.4)

where N(p⃗
(n,m)
e,z ) denotes the number density of electrons with momentum

p⃗
(n,m)
e,z . Due to momentum conservation, from ¯⃗p

(n,m)
e,z the center of mass recoil

momentum of the ions, ¯⃗p
(n,m)
R,z , can be calculated as ¯⃗p

(n,m)
R,z = − ¯⃗p

(n,m)
e,z .
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channel and a CEP-value of 0.3π is shown. A statistics of the momentum

distributions resulting from emissions of the first electron during four quar-

ter cycles, marked as 1 to 4 in Fig. 3.6.2(c), is shown in Fig. 3.6.2(d). It

can be seen that the momentum distributions corresponding to the electrons

emitted during these four quarter cycles each exhibit a single-peak structure

with either purely positive or negative momentum. However, their sum (to-

gether with the trajectories emitted during the rest of the pulse not covered

by the regions 1-4) exhibits a smooth gaussian-like shape around zero mo-

mentum very much consistent with the measured momentum distributions

in Figs. 3.6.2(a) and 3.6.2(b). As a result, the complicated laser-sub-cycle

emission dynamics can be well characterized by either A(n,m)
z or ¯⃗p

(n,m)
e,z .
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”My words may not be sweet and my looks may not

be fair, but I have love enough to give and a life

enough to share.” And she replys: ”Same”

— The vows of Walnut and Brahma, the ’C’-Team

Chapter 4

Laser-induced electron-transfer

in the dissociative multiple

ionization of argon dimers

This chapter reports on an experimental and theoretical study of the ionization-

fragmentation dynamics of argon dimers in intense few-cycle laser pulses with

a tagged carrier-envelope phase (CEP). It is found that a field-driven electron

transfer process from one argon atom across the system boundary to the other

argon atom triggers sub-cycle electron-electron interaction dynamics in the

neighboring atom. This attosecond electron-transfer process between distant

entities and its implications manifest themselves as a distinct phase-shift be-

tween the measured asymmetry of electron emission curves of the Ar++Ar2+

and Ar2+ + Ar2+ fragmentation channels. This work discloses a strong-field

route to controlling the dynamics in molecular compounds through the exci-

tation of electronic dynamics on a distant molecule by driving inter-molecular

electron-transfer processes.
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4.1 Motivation

Photoinduced molecular charge-transfer across system boundaries is a key

step in many important natural or technical processes such as solar-driven

energy production [126, 127], photocatalysis [128, 129], or photosynthetic

activity [130, 131]. In these processes the relocation of charge, initiated by the

absorption of a single photon by a molecule, is determined by the energetic

and spatial structure of the system. A fundamentally different mechanism for

determining charge-localization processes becomes available in strong laser

fields. It was shown that the intra-molecular localization of electrons during

the dissociation of isolated, small molecules can be determined by multi-

photon processes driven by intense few-cycle laser pulses using their CEP as

the control parameter [132–136].

An intriguing yet unexplored question is then, whether strong-field-driven

multi-photon processes can influence the localization of charge not only within

one molecule but also across system boundaries. Widely used model-systems

for investigating inter-system transfer reactions are small vdW clusters and

dimers. VdW dimers are used to study photoinduced biological processes

[58, 137, 138], photocatalytic reactions [61, 139], and energy or charge trans-

fer reactions induced by soft X-ray photons [140–143] and electron impact

[144]. VdW systems are also studied with strong laser fields, but in the case

of dimers with a focus on the field-driven ionization and fragmentation dy-

namics [49, 116, 145–156], or electronic energy conversion processes in the

case of larger clusters [157–162]. To the best of my knowledge, strong-field

driven electron transfer-reactions across the system boundary from one entity

to another have thus far not been investigated.

In this chapter, it will be shown experimentally and by simulations, using the

argon dimer, Ar2, as an example, that electron transfer-reactions from one

argon atom to the other can be driven by a strong laser field and, furthermore,

that they are decisive for the ionization and fragmentation behavior of the

dimer. Specifically, it will be demonstrated that an electron liberated at

one of the two argon atoms can be captured by the neighboring atom. This
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process, which will be referred to as the laser-induced transfer of electron

(LITE) process, determines the emission timing of the electrons via electron-

electron interaction and thus, depending on the CEP, influences the momenta

of the emitted electrons. As a result, the effect of LITE can be observed in the

presented experiments and simulations when comparing the asymmetry of

electron emission as a function of CEP for the two ionization- fragmentation

channels Ar(1,2) and Ar(2,2), where Ar(n,m) denotes Ar2
Laser−−−→ Ar

(n+m)+
2 →

Arn+ +Arm+.

4.2 Experiment

In the experiments, argon dimers created by supersonic expansion of a few

bars of argon gas were ionized by intense laser pulses, linearly polarized

along z, with a full width at half maximum (FWHM) duration in intensity

of 4.5 fs and a peak intensity, calibrated in in situ [163], of 5× 1014W/cm2 ,

inside the ultra-high vacuum chamber of a COLTRIMS reaction microscope

[113]. Details on the COLTRIMS apparatus can be found in section 3.5 and

Refs. [42, 118, 164]. The laser center wavelength was λ = 750 nm. The dura-

tion of the pulses and their CEP were measured with a stereo ATI phaseme-

ter in phase-tagging mode, see section 3.3.2 and [105] for details. Upon laser

ionization of the argon dimers, the two vdW-bound argon atoms, separated

by their Req≈ 7.1 a.u., undergo fragmentation via Coulomb explosion. The

two emerging argon ions, Arn+ and Arm+, were detected in coincidence and

from their time of flight and impact position on the detector their three-

dimensional momenta pn
Ar and pm

Ar were calculated. By imposing momentum

conservation conditions onto the ions detected in coincidence, the two-body

fragmentation channels of interest, Ar(1,2) and Ar(2,2), as well as the channel

Ar(1,1), were selected for further analysis. Due to momentum conservation,

the sum momentum of the (n + m) emitted electrons, p
(n,m)
e =


n+m
i=1 pei,

with pei the momentum of the ith electron, can be determined from the center

of mass recoil momentum of the ions, p
(n,m)
R = pn

Ar + pm
Ar, using the relation

p
(n,m)
e = −p

(n,m)
R .
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The key feature in Fig. 4.3.1(a) is that the Az-curve for the Ar(2,2) chan-

nel exhibits a clear left phase shift of about 0.23π rad to that of the Ar(1,2)

channel.

4.3 Simulation

As mentioned before, to understand this experimentally observed CEP-shift

between the two channels, the collaborating group of Xiaojun Liu from APM

in Wuhan was asked to carry out simulations. In these simulations, the

motion of correlated electrons and nuclei in the combined laser and Coulomb

fields was traced by performing a 3D classical ensemble model calculation

[115, 116]. As the laser intensity is well above the over-the-barrier threshold

[27, 124] the two outermost electrons are rapidly stripped from each argon

atom [115]. Therefore these two initial ionization events were not modeled

and instead the simulation is started from a dimer consisting of two singly

charged argon ions (Ar+- Ar+), with one active electron situated around the

position of each ion. For more details about the simulation methods see

section 3.6. My interpretation of the produced simulation data is given in

this and the following sections.

The CEP-dependence of Az predicted by the simulations for the Ar(1,2)

and Ar(2,2) channels is shown in Fig. 4.3.1(b). The simulated curves agree

very well with the measured ones, in particular the CEP left-shift of the

Ar(2,2) channel is very well reproduced. The origin of this phase-shift can

be extracted from the simulations by analyzing the distributions of ionization

times t1st and t2nd > t1st of the laser-driven electron trajectories that lead to

the channels Ar(1,2) and Ar(2,2), respectively. The ionization time t1st marks

the instant at which the single-particle energy of the first emitted electron

becomes positive for the first time. Likewise, t2nd marks this instant for the

second emitted electron in the Ar(2,2) channel. The distributions of t1st and

t2nd are plotted in Figs. 4.3.1(c)-(h) for the Ar(1,2) and Ar(2,2) channels and

three selected values of the CEP. For convenience of the following discussion,

the ionization time-distributions were separated depending on whether the
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(sum) momentum of the electron (pair) reaches positive (upper halves) or

negative momentum (lower halves).

To explain the CEP left-shift between Ar(1,2) and Ar(2,2), we will start

with the CEP-dependence of A(1,2)
z . As shown in Figs. 4.3.1(c)-(e), the dis-

tributions of the ionization times (t1st) in this channel feature two maxima

per peak of the laser field. The reason underlying these two maxima will

be explained below. For φCEP = 0, the two maxima corresponding to the

field peak at tA are marked by cyan and yellow boxes [Fig. 4.3.1(c)]. The

maxima corresponding to the field peaks at tB and tC are much smaller for

φCEP = 0. The emission directions of electrons set free during these max-

ima (up or down, indicated by positive or negative time-distributions) are

largely determined by the laser vector potential according to the relation

pe1 = −A(ti) =
� ti
−∞ E(t′)dt′ [28, 29] with ti the ionization time. Positive

values of A(ti) are indicated by gray shading in Figs. 4.3.1(c)-(h). The small

deviations from pe1 = −A(ti) are due to the Coulomb forces of the argon

ions.

For φCEP = 0, most of the trajectories are emitted with pe1 < 0. Therefore,

A(1,2)
z has a large negative value, confer Figs. 4.3.1(a,b). For increasing CEP,

the laser field-maximum at tB shifts closer to the pulse peak and becomes

stronger. Accordingly, the positive valued double-peak structure correspond-

ing to the field maximum at tB becomes gradually larger; at φCEP = 0.5π the

negative and positive double-peak structures are roughly equal in area. As a

consequence, A(1,2)
z varies from a large negative value at φCEP = 0 to roughly

0 at φCEP = 0.5π. Thus, the CEP-dependence of A(1,2)
z in Figs. 4.3.1(a,b) can

to a good degree be explained straightforwardly using standard strong-field

arguments based on the relation pe1 = −A(ti) and the sub-cycle dependence

of the ionization rate on CEP.

To explain the CEP-dependence of A(2,2)
z for Ar(2,2), also the distribution of

t2nd, blue-colored in Fig. 4.3.1, must be considered. The distributions of t1st

in the Ar(2,2) channel, although different in amplitude from those of channel

Ar(1,2), are also dominated by two peaks per laser cycle. In contrast, the

distribution of t2nd for φCEP = 0 in Fig. 4.3.1(f) is dominated by only one
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peak. It is delayed by a laser-half-cycle to the strongest field maximum at

tA and points into the negative direction. Again, the reasons for the delay

and the single peak-structure will be discussed below. Together with the t1st

peaks that also point into the negative direction, this single t2nd peak leads

to A(2,2)
z < 0 for φCEP = 0, in agreement with Figs. 4.3.1(a,b). As the CEP

increases, the half-cycle-delayed negative t2nd peak due to the decreasing

field-maximum at tA becomes weaker, and the positive t2nd peak due to the

increasing field maximum at tB becomes stronger. Together with the t1st

distributions that behave similarly as in the Ar(1,2) case, this causes that

A(2,2)
z moves towards positive values, reaches ≈ 0 for φCEP = 0.3π and a large

positive value for φCEP = 0.5π [see Figs. 4.3.1(a,b)].

4.4 Discussion of CEP-dependance of Az

We now turn to discussing the origin of the t1st double-peak and the half-

cycle delayed single-peak structure of t2nd. As we will see, this will also

explain the CEP left-shift of A(2,2)
z relative to A(1,2)

z . To this end, the classical

trajectories leading to the Ar(2,2) channel were traced. For simplicity, but

without loss of generality, for this in-depth analysis the electron pairs emitted

within [−0.25T, 0.75T ] and with negative sum momentum for the case of

φCEP = 0 is selected [indicated by a green box in Fig. 4.3.1(f)]. The resulting

time-distributions, displayed in Fig. 4.4.1(a), show that the emissions can

be classified into two types according to the relative emission time of the

first and second electrons: One, where the two emissions happen isolated

of each other (t1st ∈ [−0.25T, 0.25T ]), and a second one, where the two

emission steps happen in a concerted manner within the same half-cycle

(t1st ∈ [0.25T, 0.75T ]).

Typical trajectories for both the isolated and concerted case are displayed in

Fig. 4.4.1. It will be shown below in section 4.5.2 that they are representative

for all emitted trajectories. The trajectories for the isolated case of double

ionization (DI) [Figs. 4.4.1(b,c)] show that the first electron is immediately

flying away from its own parent nucleus (red curve). The second electron, in
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contrast, is transferred to the other nucleus, where it is subsequently tem-

porally captured by the Coulomb potential of the neighboring Ar2+ ion. It

becomes ionized only during the next laser-half-cycle around the peak of the

field. This electron transfer across the system boundaries and the subse-

quent capture process that results in the ionization delay will be referred to

as LITE.

LITE also plays a significant role in the concerted type of DI. Two cases can

be distinguished: Representative electron trajectories [Figs. 4.4.1(d,e)] show

that for case 1 one of the electrons is emitted at one site and transferred

to the other site by LITE. There it is captured by the Coulomb potential,

collides with the second electron initially on this site, and produces a doubly

excited neutral atom, i.e., an Ar2+-Ar∗∗ dimer. The highly excited Ar∗∗

atom is then doubly ionized before the next peak of the laser field, resulting

in an Ar(2,2) dimer. Case 2 [Figs. 4.4.1(f,g)] starts similarly: An electron

is emitted at one site and is transferred to the other by LITE. However, in

this case the energy exchange by collisions with the second electron is larger,

so that one of the electrons gains enough energy to ionize soon. The other

electron loses some of its energy and is trapped by the Coulomb potential,

forming a transient Ar2+-Ar+∗ complex. The captured electron finally ionizes

at or after the next peak of the laser field and produces an Ar(2,2) dimer.

This second case is reminiscent of the recollision-induced excitation with

subsequent field ionization (RESI) process well-known for monomers [38,

39, 165]. Here, however, the collision-excitation step takes place on a distant

entity and is enabled only by a preceding LITE process. Further explanations

and a visualization of the role of LITE in the three different DI scenarios,

as well as additional data and discussion on the role of the alignment of the

argon dimer with respect to the laser polarization direction, the correlation

between the two emitted electrons due to the collisions induced by LITE,

and a spatio-temporal analysis of the electron transfer will be discussed in

section 4.5.

The finding that the DI dynamics to Ar(2,2) is dominated by an electron

transfer process (LITE), explains why the second electron emission is delayed
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Figure 4.5.1: Visualizations of the influence of the LITE process in the
double-ionization dynamics leading to Ar(2, 2). The three types of double-
ionization described (isolated and concerted cases 1 and 2) are depicted in
(a) to (c). The instants of the first (t1st) and second (t2nd) ionization steps
are indicated. See text for details.

is that for this case the electron-electron interaction dynamics triggered in the

excited argon atom upon electron-transfer by LITE leads to electron emission

over a much broader range of time within the laser cycle as compared to a

purely field-driven ionization dynamics confined to around the crests of the

laser cycle.

4.5 Additional details on the LITE process

Above, in section 4.4 we find by detailed analysis of the electron emission

timing that the conspicuous CEP left-shift of the measured asymmetry pa-

rameter A of the Ar(2, 2) channel with respect to that of the Ar(1, 2) channel

is caused by the laser-induced transfer of an electron from one argon atom

to the neighboring one (the LITE process).

It is briefly described in Fig. 4.4.1 and corresponding text, that upon transfer

of the electron, double ionization may take place via three different cases: in

an isolated manner, and two cases of concerted electron emissions. The
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different electron dynamics underlying these three cases are visualized in the

sketches in Fig. 4.5.1 and will be now discussed in more detail.

In the isolated type of double ionization, sketched in Fig. 4.5.1(a), the first

electron becomes field-ionized at a peak of the laser field (denoted A in the

figure) and is driven away from its own parent nucleus. The second electron,

in contrast, is transferred to the other argon ion, where it is temporally

captured by this ion’s Coulomb potential. It becomes ionized only during

the next laser-half-cycle around the peak of the field (denoted C).

In the concerted case 1 of double ionization, depicted in Fig. 4.5.1(b),

one of the electrons is emitted by field-ionization at one argon ion during

a peak of the laser field (denoted A in the figure). The electron is then

transferred to the other argon ion by the laser field, where it is re-captured

by this ion’s Coulomb potential. Through collision with the electron already

at this site a doubly excited neutral atom, i.e., an Ar2+-Ar∗∗ dimer, is created.

The two electrons of the highly excited Ar∗∗ atom are then emitted quasi-

simultaneously during the next peak of the laser field (denoted C), resulting

in an Ar(2, 2) dimer.

In the concerted case 2, visualized in Fig. 4.5.1(c), an electron is transferred

around a peak of the laser field (denoted A in the figure), as in case 1.

However, in case 2, the collision of the transferred electron with the electron

initially on this site happens such that one of them gains enough energy

to ionize soon after. The other electron loses some of its energy and is

trapped by the Coulomb potential, forming a transient Ar2+-Ar+∗ complex.

The captured electron finally ionizes around the next peak of the laser field

(denoted C) and produces an Ar(2, 2) dimer, such that this second ionization

step is delayed by some time to the first one. Case 2 is reminiscent of the

recollision-induced excitation with subsequent field ionization (RESI) process

well-known for monomers [38, 39]. Here, however, the collision-excitation

step takes place on a distant entity and is enabled only by a preceding LITE

process.

Electron emission in the Ar(1, 2) channel: As described above in con-
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one argon ion to the other one (the LITE process). Depending on the spe-

cific laser-sub-cycle timing, the transferred electron can excite different elec-

tronic dynamics on the distant entity. The three discussed cases of electronic

dynamics that can be excited by LITE are also reflected in two-electron mo-

mentum distributions, which are a particularly intuitive way of visualizing

light-driven sub-cycle electron-electron interaction [122, 166, 167].

Fig. 4.5.3 depicts the momentum of one electron along z versus the same

quantity of the other electron, separated into the isolated case [panel (a)]

and the two concerted cases [panel (b)] of double ionization. The separation

criterion is the instant of the first ionization step, as described above, in the

text corresponding to Fig. 4.4.1. In the isolated case, the two electrons are

emitted with a significant delay and therefore do not interact with each other.

Accordingly, the two electrons are not expected to be momentum correlated

with each other. Indeed, this is what can be seen in Fig. 4.5.3(a): The two

electrons are emitted over broad ranges of momenta with no particular clus-

tering of probability in the two-electron momentum distribution, consistent

with an uncorrelated emission dynamics.

In contrast, the two-electron momentum distribution corresponding to the

concerted cases of two-electron emission, depicted in Fig. 4.5.3(b), shows

that the two electrons are emitted with a pronounced momentum correlation

between them. This is particularly visible in the two areas marked by Region

2. In these areas, one of the two electrons is dominantly emitted with a

high momentum and the other one with a low momentum. This is consistent

with case 2 of the concerted two-electron emission dynamics [visualized in

Fig. 4.5.1(c)], during which the two electrons collide with each other after

the LITE process. This collision causes that one electron becomes highly

excited, ionizes soon after the collision and reaches high momentum, while

the other one becomes more strongly trapped on the argon ion, ionizes later

and reaches smaller momentum.

To a lesser degree the momentum correlation after the LITE-mediated colli-

sion can also be noticed in the momentum region marked by Region 1. In this

region the two electrons are both emitted with high momentum. This is con-
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sistent with the double-ionization dynamics of the concerted case 1 visualized

in Fig. 4.5.1(b). As described above, during case 1 one electron is transferred

to the neighboring ion by the LITE process, where it collides with the other

electron and a doubly-excited argon ion is created. Then both electrons ion-

ize quasi-simultaneously and reach both high momenta. By comparison with

the two-electron momentum distribution corresponding to the isolated case,

shown in Fig. 4.5.3(a), it can be seen that this quasi-simultaneous emission

leads to some enhancement of the probability in this correlated momentum

area marked Region 1.

4.5.2 Spatiotemporal analysis of electron-electron in-

teraction

Fig. 4.4.1 features example trajectories for the three cases of double-ionization

dynamics that are enabled by the LITE process [visualized in Fig. 4.5.1]. To

prove that the LITE process is at work during essentially all double ionization

events in the Ar(2, 2) channel, and not only during the examples in Fig. 4.4.1

the statistics of the minimum distance Dmin between one electron ei and the

neighboring argon ion ionj for all the trajectories in the Ar(2, 2) channel that

fulfill i, j = 1, 2 i ̸= j and for three exemplary values of the CEP will be

discussed. These distributions are shown in Fig. 4.5.4(a). As can be seen in

the figure, the distribution of minimum distances between one electron and

the neighboring ion peaks around 0.5 a.u., which is far less than Req/2 for

all CEP-values (here Req ≈ 7.1 a.u. is the equilibrium distance of the argon

dimer). From this it can be deduced that the transfer process, i.e. LITE,

takes place for essentially all of the trajectories in the Ar(2, 2) channel.

The same conclusion can be drawn from the distributions of the time ∆t

that the transferred electrons stay in a small region around the neighboring

ion. Fig. 4.5.4(b) depicts these distributions for the same three value of the

CEP as in Fig. 4.5.4(a). It can be seen that almost all of the transferred

electrons stay only less than half a laser cycle (∆t < 0.5 optical cycles) in

a small region (< 3.6 a.u.) around the neighboring ion. The probability

distribution is bimodal with the dominant peak around ∆t ≈ 0.4 optical
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cycles and a smaller peak around ∆t ≈ 0.1 optical cycles. By tracing the

corresponding trajectories we find that trajectories in the peak around ∆t ≈
0.1 optical cycles, after their transfer to the neighboring ion by LITE, make

mostly only one roundtrip around the ion and then escape. Trajectories

that make up the peak around ∆t ≈ 0.4 optical cycles make three to four

roundtrips around the neighboring argon atom before escaping. These 0.4

optical cycles constitute the dominant contribution to the ionization delay of

the transferred electron. In addition, it takes about 0.1 optical cycles for the

transferred electron to escape the system. An example trajectory visualizing

this timing is depicted in Fig. 4.5.5(b). In that figure the instants when the

transferred electron enters and leaves the region around the argon atom to

which it is transferred to (tin and tout, respectively) and its ionization time

t2nd are indicated. In between tin and tout the transferred electrons makes

three roundtrips around the nucleus within about 0.4 optical cycles and then

it takes another 0.1 optical cycles to escape the ion’s Coulomb potential,

leading to a total ionization delay of ∆t ≈ 0.5 optical cycles.

Thus, in sum, the distributions in Fig. 4.5.4 clearly prove that essentially all

double ionization events in the Ar(2, 2) channel are dominated by the field-

induced transfer of one of the two electrons to the neighboring ion, i.e., by

the LITE process.

4.5.3 Influence of dimer orientation

Valuable insight into the dynamics of the LITE process and the double ion-

ization dynamics that it enables can also be obtained from an analysis of

the influence of the dimer orientation with respect to the laser polarization

direction and the driving forces involved in the electron transfer. Intuitively

one would expect some influence of the dimer orientation on the effectiveness

of the transfer- and collision processes that underlie the LITE process and

therewith the CEP-left shift of the Ar(2, 2) channel that is revealed by the

presented experiments.

To investigate the influence of the dimer orientation in Fig. 4.5.5(a) the CEP-

81





4.5. Additional details on the LITE process

dependence of A(2,2)
z at the two orientation angles 0◦ and 36◦ with respect

to the laser polarization direction is plotted. The relatively small angle 36◦

is chosen to ensure a high enough yield of the Ar(2, 2) channel, which peaks

strongly along the laser polarization direction [49, 116, 145, 147]. For 0◦ the

Ar dimer axis is parallel to the laser polarization. Therefore, as the opposing

Ar atom is situated directly along the direction of the laser field’s force, the

LITE process is expected to happen with a higher probability as compared

to a dimer aligned with 36◦ to the laser polarization direction. Therefore,

since the LITE process is responsible for the CEP-left shift in the presented

experiments, as established in 4.4, one would expect that the asymmetry

parameter for the 0◦ case is further left-shifted from that of the 36◦ case.

Indeed, this is what Fig. 4.5.5(a) shows. However, the left-shift is very small.

Thus, the dimer alignment with respect to the laser polarization direction

has little influence on the LITE process.

The reason for this minor influence of the dimer orientation on the LITE

process can be ascribed to the fact that the Coulomb forces between the

transferred electron and the argon ions rather than the laser field play the

main role in the LITE process. This is shown in Fig. 4.5.5(b) for a represen-

tative example trajectory [displayed in Figs. 4.4.1(f) and 4.4.1(g)]. As long

as the transferred electron is in the vicinity of its parent ion, the Coulomb

force of this ion (in blue) dominates over the force due to the laser electric

field (in black). Around the peak of the laser pulse the electron is transferred

to the neighboring ion. At this point, the Coulomb force of that ion (in red)

becomes the dominant one, and the electron becomes transiently trapped by

the neighboring ion. After a short time of about a laser half cycle the elec-

tron becomes driven away by the laser force. In sum, because the Coulomb

force of the neighboring ion dominates the transfer and transient trapping

process, the dimer orientation with respect to the laser polarization direction

is of minor importance and only marginally affects the CEP-dependence of

A(2,2)
z .

83



LITE in argon dimers

4.6 Conclusion

In conclusion, in this chapter an experimentally and theoretically study on

the ionization- fragmentation dynamics of argon dimers in intense few-cycle

laser pulses with a known CEP was discussed. A distinct CEP-shift of the

electron emission asymmetry between the Ar++Ar2+ and Ar2++Ar2+ frag-

mentation channels was observed. Using a classical ensemble model it is

found that this CEP-shift is due to electron-electron interaction mediated by

a field-driven electron transfer process (LITE) from one argon atom to the

other. This work, thus, heralds the possibility to use strong laser fields for

controlling sub-cycle inter-molecular electron-transfer processes where the

transferred electron can excite electronic dynamics on a distant molecule.

This finding opens up a new route for controlling molecular processes with

intense laser pulses beyond mere bond-breaking reactions.
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”Life gets really complicated if you think too much.”

— Sir Terry Pratchett, Nation

Chapter 5

Laser-subcycle control of

electronic excitation across

system boundaries

In this chapter the results of a joint experimental and numerical study on the

sub-cycle laser field-driven electron dynamics that underlie the population of

highly excited electronic states in multiply ionized argon dimers by electron

recapture processes will be discussed. The experiments using few-cycle laser

pulses with a known carrier-envelope phase (CEP) in combination with re-

action microscopy reveal a distinct CEP-dependence of the electron emission

and recapture process and, furthermore, a small but significant CEP shift to

the scenario in which no excited argon dimers are produced. With the help

of classical ensemble trajectory simulations these different CEP-dependencies

are traced down to subtle differences in the laser-driven sub-cycle electron

trajectory dynamics that involve in both cases the transfer of an electron

from one argon ion across the system boundary to the neighboring ion and

its transient capture on this ion.
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5.1 Motivation

One of the most intensely studied process of the last 15 years in strong-field

laser-matter interaction was the control of intramolecular electron-localization

during the ionization-dissociation of isolated, small molecules with tailored

laser fields. Such localization was demonstrated along one spatial dimension

using the CEP of linearly polarized intense few-cycle laser pulses [132–136],

the relative phase between different frequencies in intense multicolor wave-

forms [168–173], and even in two spatial dimensions using the CEP of ellip-

tically polarized few-cycle pulses [174] or different two-dimensional intense

multicolor waveforms [175–177]. More important for applications than the lo-

calization of charge within a single molecule is, however, the relocalization of

charge between different molecules: Charge transfer between closely-spaced

molecules is the main driving action behind immensely important processes

such as photosynthesis [130, 131], photocatalysis [128, 129, 178], or solar-

driven energy production [126, 127].

In the previous chapter, also using the argon dimer Ar2 as a model sys-

tem for two closely-spaced but separate quantum entities, for the first time

CEP-control over electron transfer reactions across system boundaries was

demonstrated. It was shown that an electron emitted from one argon atom

and driven to the other atom by the strong laser field, can become transiently

captured before it leaves towards the detector. This process was titled LITE.

In order that the transferred electron can initiate a reaction at the distant

site, such as it is the case upon charge-transfer in the processes mentioned

above, it is crucial that the transferred electron is not only transiently cap-

tured but becomes trapped at the acceptor site in an excited electronic state.

It has been shown that population of excited states or even highly excited

(Rydberg) states can entail a variety of molecular reactions. In the simplest

case this can lead to the breakage of a bond in the excited molecule [53–

55, 59, 60]. However, it can also initiate extremely complex dynamics. For

example, the transfer of an electron can entail bond-breaking in the donor

or acceptor molecule coupled with the transfer of a (radical) moiety to or

from the acceptor molecule [56–58, 61], a process of fundamental importance
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across many areas of chemistry and biology.

It has been shown in many experiments that also this process, the pop-

ulation of Rydberg states, can take place in a strong laser field. In this

process, known as FFI, laser field-emitted electrons that have negligible ki-

netic energy after the completion of the intense laser pulse, become trapped

by the attractive Coulomb potential of an atomic or molecular ion [43, 46–

49, 145, 146, 152, 179–184]. In detail, the trapping process not only depends

on the energy of the electrons but also on the shape and orientation of their

orbits. Capitalizing on this, control over the population of Rydberg states

by FFI using orthogonal two-color (OTC) fields was demonstrated [47].

In this chapter, the results of a joint experimental and numerical work con-

ducted with the aim of obtaining insight into the sub-cycle laser field-driven

electron dynamics that underlie the population of excited states by the FFI

process in a quantum system with two separate entities are reported and

discussed. As in the previous chapter, also for this investigation, the argon

dimer was chosen as model system with two independent atoms separated by

the relatively large distance of a vdW bond. In the experiments, few-cycle

laser pulses with a known CEP in combination with reaction microscopy

[113, 114] to record the products of the laser-dimer interaction are used. By

that, a distinct CEP-dependence of the electron emission and subsequent

electron trapping (or recapture) process that is responsible for the popu-

lation of excited (Rydberg) states is found. Moreover, a slightly different

CEP-dependence of the electron emission process in the argon dimers where

no excited states are populated are found, which manifests itself as a small

CEP-shift to the recapture case. With the help of simulations using a three-

dimensional (3D) classical ensemble trajectory model the CEP-dependencies

and CEP-shift are traced down to subtle differences in the intricate laser-

driven sub-cycle electron trajectory dynamics. These involve in both cases

the transfer of an electron from one argon ion across the system boundary

to the neighboring ion and its transient capture on this ion. Furthermore,

the localization of the Rydberg electron during fragmentation of the argon

dimer via Coulomb explosion will be discussed.
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5.2 Experiment

In the experiments, the supersonic expansion of a few bars of argon gas into

an ultra-high vacuum chamber produces a dilute gas jet that contains a small

fraction (few percent) of vdW-bound argon dimers. The gas jet, propagat-

ing along the x-direction of the lab coordinate system, is intersected in the

interaction chamber (background pressure < 10−10mbar) of a COLTRIMS

reaction microscope, also applied, e.g., in Refs. [4, 46, 47, 174, 184], with a

laser beam propagating along y-direction delivered by a Titanium-Sapphire

multi-pass laser amplifier system, focused onto the gas jet by a spherical

mirror with a focal length of 60mm. The pulses in the beam were linearly

polarized along z-direction and had an FWHM duration in intensity of 4.5

fs, a center wavelength λ = 750 nm and a peak intensity, calibrated in in

situ [163], of 5 × 1014Wcm−2. The few-cycle laser pulses were generated

by spectral broadening in a gas-filled hollow-core capillary and subsequent

temporal recompression of the 25 fs pulses emerging from the laser amplifier

system.

The interaction of the intense few-cycle laser pulses with the atoms and

dimers in the gas jet led to ionization of the argon atoms and ionization-

fragmentation of the argon dimers. The generated ions were guided over a

distance of 5.7 cm towards a position sensitive multi hit-capable detector by

a weak electric field of 3V/cm, where the position and time-of-flight (TOF)

of each ion was recorded. The emitted electrons were not detected in the

present experiments. From the ions’ impact positions and TOF values the

three-dimensional momentum of each detected ion was calculated. In the

argon dimers, the vdW-bound argon atoms are separated by their Req and

upon multiple laser ionization undergo fragmentation via Coulomb explosion

described by the reactions Ar2
Laser−−−→ Ar

(n+m)+
2 + 2e → Arn+ + Arm+ + 2e.

These different ionization-fragmentation channels that result in the produc-

tion of two argon ions, Arn+ and Arm+, are denoted by Ar(n,m).

In order to select a specific two-body channel Ar(n,m), the density of the

gas jet was kept low, such that on average less than 0.3 ions per laser shot hit
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the detector. Under these coincidence conditions, a specific channel Ar(n,m)

can be selected in the offline data analysis from the more abundant atomic

ionization events by imposing momentum conservation conditions. From the

many different ionization-fragmentation channels that were detected in the

experiments, in this chapter we are specifically interested in the channels

Ar(1,2) and Ar(2,2).

In the experiments, the CEP of the few-cycle laser pulses was allowed to fluc-

tuate freely and a single-shot stereo electron spectrometer in phase-tagging

mode [105, 185] was used to measure the CEP of each and every laser pulse

and additionally to monitor the duration of the laser pulses [107] during

the experiments. In the offline data analysis the CEP of each laser pulse

was linked to the momenta of the ions detected for this pulse. The un-

known constant offset value of the measured CEP values that is inherent

to the phase-tagging technique was calibrated to the absolute CEP values

of the simulations by overlapping the measured and simulated asymmetry

values (defined below) of electron/ion emission over CEP in the single ion-

ization channel Ar
Laser−−−→ Ar+ + e− of the argon monomer. Because the Ar+

monomer ions are the most abundant species produced both in the simula-

tions and experiments, the statistical error bars in the data are very small. As

a result, they can be fitted by sinusoidal functions with very high accuracy.

The uncertainty in the CEP obtained from these fits was about 0.005 rad

and 0.003 rad for the measured and simulated data, respectively. Thus, by

this procedure the unknown, constant CEP-offset of the experiment is pre-

cisely connected to the CEP-value of the simulations. Further details on the

few-cycle laser setup and reaction microscope can be found in chapter 3 and

Refs. [1, 4, 42, 174, 186].

The KER during the Coulomb explosion leading to the channels Ar(1,2) and

Ar(2,2) was calculated from the measured momentum vectors. The KER-

distributions, depicted in Fig. 5.2.1(a), show characteristic peaks. In each

fragmentation channel, the most dominant peak can be attributed to the

Coulomb explosion from the equilibrium internuclear distance (Req) of about

7.1 a.u. and weaker peaks at higher KER to FFI [49, 145, 146]. The FFI
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process starts with the n + m + 1 times ionization of the argon atoms in

the dimer. Subsequently, one of the released electrons is recaptured by the

Coulomb potential of one of the two argon ions into a Rydberg state, leading

to the formation of a highly excited argon ion.

In the following we will focus on the case where each argon atom is ionized

two times and one of the four emitted electrons is recaptured by one of the two

argon ions leading to a dimer Ar+∗−Ar2+ that is composed of a dication and

a highly excited singly charged ion. Upon Coulomb explosion of this dimer,

the excited Ar+∗ ion is detected as a singly charged ion in coincidence with

a doubly charged ion. Thus, these Coulomb explosion events are selected as

belonging to the Ar(1,2) channel. However, because the Rydberg electron

on the Ar+∗ with its widely extended wavefunction only weakly shields the

nuclear charge, its effective charge state sensed by the neighboring ion in the

dimer is not +1 but almost +2. Therefore, the mean KER value obtained

during the Coulomb explosion of the Ar+∗ − Ar2+ dimer is almost as high

as that in the Ar(2,2) channel [49, 145, 146], cf. Fig. 5.2.1(a). We will from

now on refer to this ionization-fragmentation channel as Ar(1∗,2).

A corresponding FFI process takes place for argon dimers in the jet, from

which initially three respectively two electrons are emitted from each argon

atom and an Ar3+−Ar2+ dimer is formed upon ionization. At the conclusion

of the laser pulse one of the released electrons is recaptured by the Ar3+

ion and a highly excited Ar2+∗ ion is formed. The Coulomb explosion of

this Ar2+∗ − Ar2+ dimer is reflected by the KER-peak around 23 eV in the

distribution corresponding to the Ar(2,2) channel.

As described above, in this chapter we are interested in the laser field-driven

electron dynamics that underlies the electron recapture process to a Rydberg

state in an argon dimer. It was shown in the previous chapter that detailed

insight into the field-driven electron emission dynamics can be gained from

the CEP-dependence of the mean electron sum momentum of all emitted

electrons. By this approach, the importance of the electron transfer process

(LITE) in the ionization-fragmentation dynamics of the dimers was shown.

Motivated by this result, this approach is readopted in the present work.
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Because here we are interested in the combined action of the LITE and FFI-

excitation processes, we compare in the following the CEP-dependencies of

the mean electron momentum in the Ar(1∗,2) and Ar(2,2) channels. Since

the formation of both channels starts with the emission of two electrons

from each argon atom in the dimers, but the field-driven dynamics differs by

the recapture process to the Rydberg state, it is reasonable to expect that

information on the recapture process can be gained from the differences in

the CEP-dependence of the mean electron momentum.

To obtain the mean electron momentum, momentum conservation is used.

Due to momentum conservation, the center of mass recoil momentum of the

detected argon ions p
(n,m)
R = pn

Ar + pm
Ar is connected to the sum momentum

of the emitted electrons p
(n,m)
Σe =


n+m
i=1 pei, with pei the momentum of the

ith electron, via the relation p
(n,m)
Σe = −p

(n,m)
R (for which the small photon

momenta are neglected). From the measured ion momenta, thus the mean

value of the electron sum momentum distribution can be obtained, which for

the channel Ar(n,m) will be denoted by ⟨p(n,m)
Σe ⟩ = −⟨p(n,m)

R ⟩. As the laser

field is linearly polarized along z, the electrons are mainly driven along this

direction and the CEP-dependence of the laser-dimer interaction can be well

studied by analyzing the mean value of the center of mass ion momentum

distribution along z, which is ⟨p(n,m)
R,z ⟩ (see also chapter 4).

However, as was shown previously, in section 3.6.1 , that alternatively to

⟨p(n,m)
Σe,z ⟩ = −⟨p(n,m)

R,z ⟩ an asymmetry-parameter with the same information

content can be used to quantify the electron emission. This asymmetry-

parameter has the advantage that it can be directly compared to the simu-

lated electron ionization time distributions that will be introduced in Fig. 5.4.1.

The asymmetry-parameter is defined as A(n,m)
z = (ne

up − ne
dn)/(n

e
up + ne

dn),

where ne
up (ne

dn) are the number of events with a positive (negative) electron

sum momentum in z-direction in the Ar(n,m) channel. However, because in

the experiments only the ions are detected, the number of events ni
up (ni

dn)

with positive (negative) ion sum momentum, p
(n,m)
R,z , was used instead to cal-

culate the asymmetry-parameter for the ions Ai,(n,m)
z = (ni

up − ni
dn)/(n

i
up +

ni
dn). This asymmetry parameter is unambiguously connected to the electron
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asymmetry parameter analyzed in the following by A(n,m)
z = −Ai,(n,m)

z .

The measured and simulated A(n,m)
z curves over CEP for the two channels

of interest, Ar(2,2) and Ar(1∗,2), are shown in Figs. 5.2.1(b) and 5.2.1(c),

respectively. As a reference, the Az-curves for the channel Ar(1, 2) are also

shown in the figures. The relatively large CEP-shift of Az between the chan-

nels Ar(1, 2) (black curve) and Ar(2, 2) (blue curve) was investigated in the

previous chapter and was found to be caused by the transient recapture of

an electron that is transferred from one argon atom to the other, i.e. by the

LITE mechanism.

In the present chapter we are interested in the origins of the much smaller

CEP-shift of Az between the channels Ar(2,2) and Ar(1∗,2). Because both

channels start with the emission of two electrons from each argon atom, one is

tempted to assume that the CEP-shift is due to the electron recapture process

that is present for the Ar(1∗,2) but not for the Ar(2,2) channel. However, as

will be shown below, in detail the situation is much more complicated.

Given the small CEP-shift between the Ar(2,2) and Ar(1∗,2) channels and the

relatively low event numbers in the Ar(1∗,2) channel, a thorough statistical

analysis to corroborate the significance of this small CEP-shift and to obtain

its value was performed. The measured distributions of pΣe = −pR for

the two channels, from which the corresponding asymmetry parameters Az

are obtained, contain about 2.7 × 104 and 3.9 × 105 events for the channels

Ar(1∗,2) and Ar(2,2), respectively. These distributions are divided into 30

bins for the CEP-range 0 to 2π. For each of the 30 bins filled with about

890 respectively 1.3 × 104 events, assuming normal distribution, the mean

value of the Az value and the statistical ±1σ error bar was calculated. These

are the data shown in Fig. 5.2.1(b). The data were then fitted by sinusoidal

functions f(φCEP) = A sin(ωφCEP+φ0)+f0 with a fixed periodicity of ω = 2π

using the Levenberg-Marquardt algorithm, taking into account the statistical

error bars. The ±1σ confidence interval of φ0 for the Ar(1∗,2) channel is

indicated in Fig. 5.2.1(b) by a green shaded area around the curve. For

the other channels shown in the figure this confidence interval is smaller

than the width of the lines. To quantify the value of the CEP-shift between
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the Ar(2,2) and Ar(1∗,2) channels, Welch’s t-test was used, testing for the

hypothesis that the difference of φ0,1 − φ0,2 > ∆, where ∆ is a certain test-

value of the experimentally observed CEP-shift between the two channels

Ar(1∗,2) and Ar(2,2), which is denoted here for the sake of brevity by 1 and

2, respectively. For a significance level of 0.05 and the number of events

and bins given above, the maximum CEP-shift ∆ that still fulfills the test-

hypothesis (p-value 0.0499) is 11.25◦ equivalent to 0.063π rad.

5.3 Simulation

As mentioned previously, to gain insight into the field-driven electron dynam-

ics underlying the experimentally observed CEP-shift between the Az-curves

of the Ar(1∗,2) and the Ar(2,2) channels depicted in Fig. 5.2.1(b), 3D classical

ensemble model calculations [115, 116] were performed by the collaborating

group of Xiaojun Liu from APM. This numerical model incorporates the

interaction between electrons and nuclei in the intense laser field using New-

ton’s classical equations and allows tracing their trajectories during and after

the laser pulse. For more details about the simulation method see section

3.6. My interpretation of the produced simulation data is given in this and

the following sections.

The simulated CEP-dependence of Az for the three channels of interest is

depicted in Fig. 5.2.1(c). As can be seen, the amplitude of the Az-modulation

is significantly larger in the simulated data than in the experimental one.

This is a consequence of the neglect of quantum effects in the model and

possibly also of treating the ions as point charges. As a consequence, the

simulated electron momentum distributions are somewhat narrower than the

measured ones (see Fig. 3.6.2), translating into larger asymmetry values.

However, Fig. 5.2.1(b) shows that the simulated CEP-dependence of Az is

very similar to the measured curves for all three channels of interest. In

particular, the right phase shift between the Ar(1∗,2) and Ar(2,2) channels

observed in the experiment is well reproduced, albeit with a slightly larger

value of about 0.1π rad. As mentioned above, the CEP-shift between the
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the electron trajectories simulated using the aforementioned model confirms

this value. Hence, the CEP-shift between the Ar(1∗,2) and Ar(2,2) channels

is dominantly caused by differences in the motion of the field-driven electrons

rather than absorption and emission processes. To reveal these differences

the 3D classical trajectory model described above was used to simulate the

field-driven two-electron emission dynamics Ar+ −Ar+ → Ar2+ −Ar2+ + 2e

for the Ar(2,2), and the two-electron emission dynamics with the subsequent

recapture process Ar+ − Ar+ → Ar2+ − Ar2+ + 2e → Ar+∗ − Ar2+ + e for

the Ar(1∗,2) channel, respectively. A typical electron trajectory in space and

energy over time leading to channel Ar(1∗,2) as predicted by the simulation

model is shown in Figs. 5.3.1(a) and 5.3.1(b), respectively. The correspond-

ing figures for a typical trajectory that leads to the Ar(2,2) channel can be

found in chapter 4.

For a statistical analysis of the about 106, 6× 103 and 7.5× 104 trajectories

in the Ar(1,2), Ar(1∗,2) and Ar(2,2) channels, respectively, that were prop-

agated in the simulations decisive instants that characterize each trajectory

were defined. For the trajectories of the two electrons in the Ar(2,2) channel

these are t1st and t2nd > t1st, which are the instants when the two electrons

become emitted. These instants are defined by the criterion that the ener-

gies of the respective trajectories exceed the binding energy of their parent

argon cation for the first time. For the trajectories of the two electrons in

the Ar(1∗,2) channel the situation is somewhat complicated by the fact that

one of the two electrons is not only emitted but becomes recaptured some

time after its emission. Thus, it necessitates two instants, tRyd and tRec, to

characterize this recaptured trajectory. The first instant, tRyd, marks the mo-

ment of the emission of this trajectory, defined by the same energy criterion

as in the other channel. The second instant, tRec, marks the moment when

the trajectory becomes recaptured, defined as the instant when the energy of

the trajectory changes from positive to negative and stays negative until the

end of the simulation long after the laser pulse has passed. To characterize

the other, non-recaptured trajectory in the Ar(1∗,2) channel it is sufficient

to only define its time of emission, tfree, by the same energy criterion as all
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field respectively the laser vector potential. For a strong field such as the

one used here, the electron emission rate w(ti) at any given instant of ion-

ization ti is, to first order, exponentially sensitive to the laser electric field

strength, w(ti) ∝ exp(−2(2Ip)3/2

3|E(ti)| ) [187, 188], where E(t) = |E(t)| and Ip is

the ionization potential of the considered bound state. The momentum of an

electron emitted at time ti after the laser pulse is given by (in atomic units)

pe = −A(ti) [19, 37]. The gray shaded areas in Fig. 5.4.1 indicate the time

windows where the laser vector potential A(t) = − � t

−∞ E(t′)dt′ is negative,

A(t) < 0, whereas the white areas correspond to times where A(t) > 0. Con-

sequently, electrons emitted by field-ionization within the gray (white) time

windows should exhibit pe,z > 0 (pe,z < 0) and their emission rate should

peak at the peaks of the laser electric field. Indeed, the red-colored distri-

butions of tfree [channel Ar(1
∗,2) in Figs. 5.4.1(a-c)] and t1st [channel Ar(2,2)

in Figs. 5.4.1(d-f)] roughly follow this simple picture. However, on closer

inspection, the distributions also markedly deviate from that expected for

purely field-driven electron dynamics: The negative and positive areas are

not equally distributed within a laser half cycle, they feature irregular shapes,

and there also exist small peaks in between the main peaks. Thus, the bind-

ing potential of the dimer obviously crucially influences the trajectories of

the emitted electrons.

To elucidate the details of the influence of the dimer potential on the electron

emission dynamics and to understand the shapes of the tfree and t1st distribu-

tions, an in-depth statistical trajectory analysis for the Ar(1∗,2) channel was

performed. A similar analysis was done for the Ar(2,2) channel in chapter

4. The results of the analysis for the Ar(1∗,2) channel are summarized in

Fig. 5.4.2. The green data points in this figure correspond to the recaptured

trajectories and will be discussed below. For now we are only concerned with

the red data points that correspond to the red-shaded tfree distributions of the

trajectories that become free after the laser pulse, shown in the upper row of

Fig. 5.4.1. Fig. 5.4.2(a) depicts for these trajectories the distribution of their

minimum distance, Dmin, to the neighboring argon ion. Two peaks can be

noticed, one centered at a very small distance of Dmin ≈ 0.5 a.u., and another
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one at a much larger value of Dmin ≈ 6 a.u. The latter peak corresponds to

trajectories that keep a relatively large distance to the neighboring argon ion

on their way to the detector and do not interact with the neighboring ion,

such as the red trajectory displayed in Fig. 5.3.1. The trajectories that form

the peak at small Dmin, in contrast, on their way to the detector transit the

Coulomb potential well of the neighboring argon ion and may or may not

become transiently trapped by it.

As can be seen from Fig. 5.4.2(b) that plots the distribution of the time span

∆t that these transiting electrons spend in close proximity (D < 3.6 a.u)

to the neighboring ion, a bit less than half of the trajectories pass by the

Coulomb potential very quickly (∆t < 0.15 laser cycles). We find that a

large portion of them makes one roundtrip around the ion and then escapes.

The other roughly half of the trajectories become transiently trapped by the

Coulomb potential for on average about 0.4 laser cycles and are emitted only

during the next laser half cycle around the peak of the field. Thus, we find

that a substantial fraction of the trajectories in the peak Dmin < 2 a.u in

Fig. 5.4.2(a) undergo the LITE process, in which an electron is transferred

by a strong laser field across system boundaries, in the present case from one

argon ion to the other, where it becomes transiently captured by the Coulomb

potential of the distant entity. This means that the non-recaptured electrons

in the Ar(1∗,2) channel behave very similar to the first emitted electrons in

the Ar(2,2) channel. Also for those electrons, we found in chapter 4, that

their majority is emitted by field-ionization and a fraction undergoes the

LITE process before emission. This explains the similarity of the tfree and

t1st distributions in Fig. 5.4.1. Because the emission direction of trajectories

that become transiently trapped is strongly determined by the ion’s Coulomb

field and is not directly related to the sign of the laser vector potential at

the time of emission, it are these trajectories that cause the deviations of

the tfree and t1st distributions in Fig. 5.4.1 from a pattern that would be

expected if the dimer’s binding potential had no influence on the emitted

electrons. In addition, also the directly emitted trajectories that circle around

the neighboring ion, such as the red example trajectory in Fig. 5.3.1, lead
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in the Coulomb field of the neighboring argon ion for about 0.4 laser cycles

and, thus, are emitted only during the next laser half cycle. That is, we

find that almost all of the recaptured trajectories undergo the LITE process

before their emission and subsequent recapture to a Rydberg state.

Thus, it seems that the LITE mechanism and the transient trapping on the

neighboring ion following this process, leads to a higher chance for FFI. Even

though this speculation cannot be substantiated with the acquired data, a

plausible reason for this behavior could be that the delay in emission of the

transiently trapped trajectories after LITE causes that these trajectories are

emitted into the field only when the laser pulse already starts to fade. As a

consequence, these trajectories are not driven away from the argon dimer very

far and also do not reach very high kinetic energy. Therefore, their recapture

probability might be enhanced as compared to trajectories emitted earlier at

higher field strength. The green-colored recaptured trajectory in Fig. 5.3.1

exemplifies this behavior.

As was shown in chapter 4, also almost all of the second emitted electrons

in the Ar(2,2) channel undergo the LITE process before emission. This is

reflected in the t2nd distributions in Figs. 5.4.1(d)-(f), as the emission direc-

tion of the corresponding trajectories does not consistently follow the laser

vector potential because of the strong influence of the ionic Coulomb poten-

tial on the transiently trapped trajectories, as mentioned above. Also, the

t2nd distributions peak close to the field maxima, which reflects the fact that

the transiently trapped trajectories are relatively weakly bound. However,

even though both the recaptured trajectories in the Ar(1∗,2) channel and the

second emitted electrons in the Ar(2,2) channel are subject to LITE before

emission, the tRyd emission distributions are markedly narrower than the t2nd

distributions and also feature a small but significant time delay with respect

to the laser field maxima. The origin and consequences of these differences

will be the content of the following section.
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5.4.2 CEP-dependence of Az and CEP-shift between

Ar(1∗,2) and Ar(2,2) channels

With the help of the emission time distributions in Fig. 5.4.1 the measured

CEP-dependence of Az, shown in Fig. 5.2.1(b), can be elucidated. The mea-

sured Az over CEP of the Ar(2,2) and Ar(1∗,2) channels are separated by

only about 0.1π and thus exhibit similar CEP-dependence. They show both

negative extremal values for small values of the CEP around φCEP = 0π,

and increase with increasing CEP to positive maxima around φCEP = 0.8π.

The emission time distributions in Fig. 5.4.1 explain this trend: As the CEP

increases, all distributions change from being dominated by peaks pointing

into pΣe,z < 0 (Az < 0) at φCEP = 0π, via roughly balanced distributions

(Az ≈ 0) at φCEP = 0.3π, to being dominated by distributions pointing into

pΣe,z > 0 (Az > 0) at φCEP = 0.5π. Thus, the measured large-scale CEP-

dependence of electron emission that is similar for the Ar(2,2) and Ar(1∗,2)

channels (except for their small offset of about 0.1π), although partly deter-

mined by complex electron transfer and transient recapture processes, can

be precisely understood based on the sub-cycle ionization timing revealed

through the simulations.

To explain the small CEP-shift between the Ar(2,2) and Ar(1∗,2) channels

it is, however, not sufficient to only regard the overall, integrated positive

or negative directionality of the electron emission peaks. In order to under-

stand the CEP-shift it is necessary, as will be shown, to also consider the

precise positions and even the shapes of the emission peaks. The shapes

and positions of the t1st and tfree distributions in the Ar(2,2) respectively

Ar(1∗,2) channels are quite similar, see Fig. 5.4.1. Thus, they alone cannot

account for the observed CEP shift between these two channels. More promi-

nent differences, though, can be noticed between the emission distributions

of the other electrons released in each channel, i.e., between the tRyd and t2nd

distributions.

As can be clearly seen, the tRyd distributions of the recaptured electrons in

the Ar(1∗,2) channel are much narrower than the t2nd distributions in the
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Ar(2,2) channel. This is due to the fact that the recapture of the electron

in a Rydberg state requires that it returns to the nucleus with almost zero

momentum. When the force due to the laser electric field dominates the elec-

tron motion, this imposes onto the electron the requirement that it is emitted

within a narrow time-range around the maxima of the electric field. This can

be understood from the relation pe = −A(ti). To reach negligible momen-

tum |pe| ≈ 0 upon conclusion of the laser pulse this relation dictates that

the electron emission times ti = tRyd are confined to narrow ranges around

the zeros of the laser vector potential A(t) or, equivalently, the maxima of

the laser electric field E(t). In reality, the influence of the ionic Coulomb

field leads to a small shift of the narrow emission time distributions away

from the field’s maxima [45, 189]. Both, the narrow shape and small shift

are clearly visible in the tRyd distributions in Fig. 5.4.1.

In comparison with the tRyd distributions, the t2nd distributions in the Ar(2,2)

channel are significantly broader. That is because in contrast to the emission

of the recaptured electrons, this ionization step is subject to no specific timing

constraints. As a result, the emissions of these transiently captured (due to

LITE, as explained above) and therefore relatively weakly bound trajectories

take place dominantly by field ionization. Thus, the corresponding emission

time distributions peak close to the field maxima, cf. Figs. 5.4.1(d)-(f).

As shown in Fig. 5.2.1, the sign of the CEP-shift is such that at any given

value of φCEP within the range φCEP = [0, 0.8π] the Az-value of the Ar(2,2)

channel is always more positive than that of the Ar(1∗,2) channel. The oppo-

site is true for φCEP = [0.9π, 1.7π]. Thus, in the CEP-range φCEP = [0, 0.8π]

that is covered by the three values 0, 0.3π and 0.5π depicted in Fig. 5.4.1,

the mean sum momentum of the emitted electrons along z, pΣe,z, must al-

ways be more positive for the Ar(2,2) channel than for the Ar(1∗,2) channel.

Obviously, the broader shape of the t2nd distributions in combination with

the small Coulomb-induced delay to the laser field-maxima of the much nar-

rower tRyd distributions cause that overall the second emitted electrons in

the Ar(2,2) channel have a slightly higher chance to be emitted at instants

that favor a positive electron momentum than the recaptured electron in the
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Figure 5.4.3: Simulated energy distribution of the recaptured trajectories in
the Ar(1∗,2) channel at the end of the simulation time long after the laser
pulse.

Ar(1∗,2) channel, which explains the small relative CEP-shift between the

Az curves of the Ar(1∗,2) and Ar(2,2) channels.

5.4.3 Electron recapture and localization

This study of the origins of the CEP-dependent electron emission in the

Ar(1∗,2) channel has revealed unprecedented insight into the electron recap-

ture dynamics on sub-cycle times. As was shown, of the two emitted electrons

in this channel, it is the recaptured rather than the directly emitted one that

is transiently transferred across the system boundary to the other argon ion.

Paired with the mere fact that the recapture process is amenable to the

shape of the laser field at all, this raises hopes for the possibility to imple-

ment laser field control of molecular reactions initiated by strong field-driven

donor-acceptor electron transfer processes. In the following we will discuss

to what extent the presented implementation comes close to this vision, and

how future work could mitigate certain shortcomings of this approach.

One of the two key processes investigated by this study is the electron recap-

ture process through FFI, which results in a highly excited argon ion after

the laser pulse. In molecules, the population of a (highly) excited electronic
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state is an important mechanism for inducing molecular reactions such as

dissociation. The outcome of such reactions crucially depends on the energy

of the populated excited state. The simulations reveal that in the experi-

ment mostly loosely bound Rydberg states with a mean binding energy of

0.025 a.u., which corresponds to a principal quantum number of n ≈ 8, are

populated, see Fig. 5.4.3. This is in good agreement with previous experi-

mental and theoretical studies on the atomic [43, 45–48] as well as the argon

dimer case [49].

The population of a weakly bound Rydberg state can open up a number of

molecular reactions, including dissociation, fragmentation and the generation

of radicals [53–55, 59, 60]. However, in quantum control it is preferred that a

specific reaction is triggered, which usually means that more strongly bound

electronic states should be populated [42, 190–193]. However, as in FFI a

slow electron is recaptured by an ion’s Coulomb potential, this process by its

nature prefers weakly bound states. Nevertheless, in Ref. [46] it was shown

that states down to n = 5 are populated by FFI. Such states are highly

relevant for molecular dissociation reactions [54, 55, 59].

Yet, FFI leads to the population of bound states with a broad energy spec-

trum. It is, thus, important to harness the FFI process such that preferen-

tially more strongly bound states with a narrower spectrum are populated.

One possibility for this seem to be two-dimensional laser waveforms com-

posed of two colors, e.g., OTC fields [194–196] or counter-rotating circular

two-color fields [123, 197, 198]. With such waveforms not only the emission

and recollision timing of recaptured electrons can be controlled, as in the

present work using the CEP of few-cycle pulses, but also the trajectory of

the recolliding electron within the laser polarization plane. It was previously

shown that for Rydberg electrons the use of OTC fields opens up control

over the properties of their Kepler orbits such as their angular momentum,

direction and shape [47]. It seems, therefore, possible that carefully designed

two-dimensional waveforms can also be used to influence the energy spectrum

of recaptured electrons.

The second key process investigated in the present chapter is the electron
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transfer through the LITE mechanism. It was shown above that almost all

of the recaptured electrons first undergo this transfer process to the neigh-

boring argon ion where they become transiently trapped and are emitted

by field-ionization only up to almost a laser half cycle later. To understand

whether this transfer and transient trapping step influences the recapture lo-

cation, all computed electron trajectories were divided into events where the

Rydberg electron has localized at its parent ion or the neighboring ion after

the two ions have become well separated at the end of the simulation run. An

example trajectory that visualizes the recapture of the electron at its parent

ion during fragmentation of the argon dimer into two Ar2+ ions is depicted

in Figs. 5.4.4(a) and (b). The other case, recapture on the neighboring ion,

is visualized in Figs. 5.4.4(c) and (d). The left figure panels [Figs. 5.4.4(a)

and (c)] show the trajectories during and shortly after the laser pulse, the

right panels [Fig. 5.4.4(b) and (d)] long after the laser pulse.

It can be seen that upon conclusion of the pulse the electron is in both cases

already recaptured in a Rydberg orbit. Because the two argon ions are mov-

ing much slower than the electrons, at that time their distance is still small

(close to the Req) and the Rydberg orbit cannot be assigned to either of the

two argon nuclei. Only much later, as the distance of the two argon ions

increases due to Coulomb explosion, the electron finally localizes at either

of the two [Figs. 5.4.4(b) and (d)]. Thus the localization process is tempo-

rally well separated from both the recapture process and the transfer process

through LITE. Furthermore, the simulations reveal that both cases, recap-

ture on the parent ion or on the neighboring ion, take place almost equally

likely. That means, in the experiment the localization of the Rydberg elec-

tron is a statistical process. This is understandable since for a symmetric

dimer with two ions of the same charge state both ions exert the same at-

tractive force on the electron that orbits around both ions. The situation

is different for dimers where the two ions exhibit different charge states. In

that case the electron localizes more likely on the ion with the higher charge

due to its higher attractive force [146, 183]. Therefore, it will be interesting

to investigate the sub-cycle electron dynamics leading to electron recapture
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and its dependence on the shape of the laser field in asymmetric channels,

particularly for molecular dimers, where each of the molecules can also dis-

sociate.

Because the Rydberg electron localization takes place long after the laser

pulse, also the CEP of the laser pulses is irrelevant for the localization process.

This is confirmed by Fig. 5.4.4(e) which depicts Az as a function of the CEP

separated into the events where the recaptured electron localizes on its parent

argon ion and the neighboring ion. Both curves agree with each other and

with the combined Az curve reproduced from Fig. 5.2.1(c), confirming the

independence of the localization process from the CEP. As a consequence,

we can conclude that the measured CEP-dependence of the parameter Az

in the Ar(1∗,2) channel shown in Fig. 5.2.1(b) is entirely due to electron

emission by field-ionization, the electron transfer by LITE and the recapture

process due to FFI but not due to the Rydberg electron localization on the

ions. Influence of the localization process by the laser field shape might

be possible with the two-dimensional waveforms mentioned above. This is

motivated by the fact that they can determine the properties of the Rydberg

orbits [47] and therewith cause some preponderance for localization on one of

the two ions in the dimer. Additionally, a narrower and deeper lying energy

spectrum of the recaptured electron that might be possible with these laser

waveforms would also be beneficial for control over the localization process.

5.5 Conclusion

In conclusion, in this chapter, electron recapture processes in argon dimers

driven by intense few-cycle laser pulses with a known CEP were investigated.

The main motivation was to obtain insight into the sub-cycle laser field-driven

electron dynamics that underlie the electron recapture process responsible

for the FFI. To this end, the CEP-dependence of the mean electron sum

momentum of all emitted electrons in two ionization-fragmentation channels,

Ar(1∗,2) and Ar(2,2), were compared. In both channels two electrons are

emitted from each argon ion, but in the Ar(1∗,2) channel one of them is
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recaptured by the Coulomb potential of the argon ions.

In the experiments a distinct CEP-dependence of the electron emission asym-

metry for both channels, and a small relative CEP-shift between the two

channels was found. With the help of a classical ensemble trajectory model

it was explained that almost all of the later recaptured electron trajectories

in the Ar(1∗,2) channel are initially transferred to the neighboring argon ion

by the LITE-process where they are transiently captured. Subsequently, af-

ter up to roughly half a laser cycle, they are emitted by field-ionization and

finally, upon conclusion of the laser pulse, they are recaptured in a Rydberg

state. Thus, the electron emission step is very similar to the Ar(2,2) channel

for which a similar emission behavior was found in chapter 4. The small rela-

tive CEP-shift between the channels arises through a subtle difference in the

emission timing caused by the momentum restrictions of the recaptured elec-

trons which dictate that these electrons, in contrast to the non-recaptured

electrons, exhibit near-zero momentum upon conclusion of the laser pulse.

The CEP-dependence of the electron transfer process that was identified as

a key step in the population of highly excited states in the Ar(1∗,2) channel

could indicate that laser field control of molecular reactions on a distant en-

tity initiated by strong field-driven donor-acceptor electron transfer processes

might become possible. The simulations show that the electron is recaptured

to Rydberg states with a mean principal quantum number n ≈ 8. Its orbit

surrounds both ions in the argon dimer. Upon the slow separation of the

two argon ions due to the repulsive Coulomb force, which takes place mainly

after the pulse, the electron statistically localizes on one of the two ions with

roughly equal probability. Thus, control over the sub-cycle electron emission

timing and the recapture process, as demonstrated here using the CEP of

few-cycle pulses, is not sufficient to also determine the electron localization

necessary to determine a reaction on the distant entity. Such localization

control may, however, be possible using two-dimensional laser waveforms,

e.g., with orthogonal two-color fields [194–196], for which it was shown pre-

viously that they can influence the shape, direction and angular momentum

of the Rydberg orbits populated by the electron recapture process [47].
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”Give a man a fire and he is warm for a day, but set

fire to him and he is warm for the rest of his life.”

— Sir Terry Pratchett, Jingo

Chapter 6

HHG at the Carbon K-edge

directly driven by SRS

red-shifted pulses from an Yb

amplifier

In this chapter, a new approach to drive high-order harmonic generation

(HHG) in gases with pulses from an Yb:CaF2 amplifier post-compressed

and red-shifted by stimulated Raman scattering (SRS) in a nitrogen-filled

stretched hollow core fiber (HCF) is presented. This driving scheme is oper-

ating in the low-efficiency window of parametric amplifiers at 1100-1300 nm,

which is suitable for optimizing HHG flux in the specific 200-300 eV region of

interest. The extension of the cut-off energy of HHG up to the carbon K-edge

without the need for laser frequency conversion via parametric processes is

experimentally demonstrated. Due to the combination of energy scalability

of low quantum defect ytterbium based laser system with the high conversion

efficiency (up to 80%) of the SRS technique, significant increase of generated

photon flux is expected in comparison with established platforms for HHG in

the water window. A comparison between HHG driven by the SRS scheme

and the conventional self phase modulation (SPM) scheme is shown.
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6.1 Motivation

HHG in gases, driven by NIR femtosecond laser pulses, has been widely used

for time-resolved investigations of ultrafast electronic and molecular dynam-

ics with a variety of techniques. More recently, the generation of soft X-ray

pulses in the water-window spectral region [199, 200] has been used for time-

resolved investigations of molecular dynamics by transient absorption at the

near edge (K or L edge) of the constituting elements of organic molecules in

gas [201] or liquid phase [202]. The transparency of water in this spectral re-

gion also enables observation of molecules in aqueous solution [203], often the

most natural environment of biochemical compounds. Also, because absorp-

tion edges of several key elements (K-edges of carbon at 284 eV, nitrogen at

410 eV and oxygen at 540 eV) of organic and biochemical important molecules

are situated in the water window it is particularly interesting for near-edge

x-ray absorption fine structure (NEXAFS) based techniques [201, 204, 205].

Among the elements that exhibit absorption edges in the water window espe-

cially carbon provides the core structure for organic chemistry and therefore

a vast research target, due to its ability to form a variety of stable bonds

(single, double, triple and structures with de-localized electrons) with many

elements, including itself. To give a few examples, the elemental specificity

and chemical sensitivity of NEXAFS enabled the time resolved observation

of ultrafast ring-opening [206, 207], intersystem crossing [208] and bond dis-

sociation [209, 210].

In general, HHG is achieved by focusing intense, NIR, femtosecond laser

pulses in a noble gas, where the the strongly non-linear light-matter inter-

action results in the emission of light at much higher frequencies (XUV or

soft X-ray) as compared to the one of the driver (NIR). This process is well

understood both at the microscopic level of the single atom response [17, 32]

and at the macroscopic level through the phase matching conditions [67]

(see also section 2.5). The generated spectrum features a broadband plateau

which quickly drops at the so-called cut-off energy. When targeting HHG

in a specific spectral region, the main scaling laws to be taken into account

are the dependence of the cut-off energy Ecut−off ∝ Iλ2 [17, 32] and of the
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harmonic photon flux Φ ∝ λ−5−λ−6 [63, 64] on the driver wavelength. These

two opposing wavelength dependencies define the range of the optimal NIR

driver wavelengths so that the generated harmonics cover the targeted spec-

tral region and the photon flux therein is not excessively diminished. In other

words, the highest HHG conversion efficiency is achieved for the shortest NIR

wavelength that can drive a certain XUV cut-off energy. In this work it is

verified that, in agreement with [211], the maximum cut-off energy by driving

HHG in helium at 1030 nm is about 220 eV. As shown in table 6.1.1, several

works show cut-off energies of 300 eV with a driver wavelength of 1300 nm

[205, 206, 212]. Thus, in the specific case of HHG targeting the 220-300 eV

range (covering, among others, the sulfur L-edge and the carbon K-edge),

the optimal driving wavelength would be in the 1100-1300 nm range.

Given the intrinsic extremely low conversion efficiency from the NIR driver

into the soft X-ray spectral region via HHG in gases, the main limitation of

this technique lies in the difficulty to increase the photon flux. Such an in-

crease would be extremely beneficial, as it would allow to study more complex

molecular samples, the quantitative determination of the branching ratios in

the transient products of the reaction as well as the study of molecular dy-

namics for samples in liquid solutions rather than in gas phase which - for

most sample - is quite an artificial environment.

An ideal driver for HHG should deliver energetic (several mJ), short (tens of

fs) pulses, with tunable wavelength in the NIR and at high repetition rate

(kHz). The requirements of high peak power pulses and high repetition rate

narrow down the pool of possible laser sources to Ti:Sa (800 nm, 20-50 fs)

and ytterbium based amplifiers (1030 nm, 200 fs). However, to achieve cut-

off energies beyond 220 eV, in both cases an intermediate step is necessary

for converting the laser fundamental into a longer wavelength for the HHG

driver.

A typical way to obtain tunable few-mJ pulses with duration of several tens

of fs is by optical parametric amplification (OPA). The conversion efficiency

and spectral bandwidth of OPA is limited by the properties of nonlinear

crystals, such as nonlinear coefficient deff , group velocity mismatch between
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Table 6.1.1: Comparison of laser systems capable of driving HHG in the
water window spectral region [204, 206, 212–222] with recent approaches
using SRS based red-shift and post-compression [223, 224] and this work.
References marked with * also include the successful application to absorp-
tion spectroscopy. The colors distinguish the different gases used for HHG
and highlight the driving wavelength that are most efficient for targeting
the carbon K-edge in green.
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the interacting pulses, crystal length, and optical damage threshold [225–

227]. At moderate pump energies of several mJ the conversion efficiency of

pump to both signal and idler waves combined, when close to the doubled

pump wavelength, can be as high as 50% [228]. However it drops fast with

detuning from this degeneracy point. Following Manle-Rowe relations [226],

typical conversion efficiency of ∼10 - 25% and 2 - 10% can be achieved solely

in signal and idler pulses correspondingly. Working at the high conversion

efficiency regime and therefore at high intensities, leads to degradation of

the beam due to a parametric back conversion at the center of the beam and

might affect the pulse quality. Keeping a high beam fidelity and scaling to

higher energies requires to lower the intensity and increase the size of the

beam. Often, this energy scaling is restricted by available crystal apertures,

their spatial homogeneity, onset of small-scale self-focusing and subsequent

nucleation of the beam. However, it is still possible by using optical para-

metric chirped pulse amplification (OPCPA) approach [229, 230]. OPCPA

systems allow to generate ultrashort pulses with tens of mJ energies, how-

ever require complex dispersion management and therefore are limited in

wavelength-tunability.

An alternative is the recently demonstrated possibility by SRS to induce

an asymmetric spectral broadening towards the longer wavelengths in laser

pulses from both Ti:Sa and ytterbium based lasers by propagation in a long,

stretched, HCF filled with molecular gases. Here, the new spectral compo-

nents at longer wavelengths can contain more than 80% of the pulse energy

[99, 223, 224]. This effect can be seen as a spectral broadening combined

with moderate red-shift, and it is indeed suitable for the generation of com-

pressed pulses as in the case of SPM, but red-shifted in the vicinity of the

laser wavelength. See also sections 2.7 and 3.2.2 for more information about

Raman scattering and its application for laser pulse preparation.

Figure 6.1.1 shows a schematic concept of the approach to increase the achiev-

able photon flux Φ at the carbon K-edge by tackling this task from each of the

three steps involved: the efficiency of conversion of the HHG process, the ef-

ficiency of conversion from the laser fundamental into the driver wavelength,
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and the power scaling of the laser source.

The efficiency of conversion of the HHG process is improved by properly

choosing the optimal wavelength for the driver, i.e. the shortest one which

still allows to cover the desired cut-off energy. Then the combination of

laser system and wavelength conversion process can be determined that can

access this optimal wavelength with the highest efficiency. A further increase

of the flux in the soft X-ray spectrum can be achieved by the power scaling of

the laser source. Following this concept, below it will be discussed that the

proposed scheme of ytterbium laser system in combination with SRS based

wavelength conversion represents the ideal platform for scaling the photon

flux at the carbon K-edge.

Ti:Sa laser and OPA are well established and reliable technologies, which also

means that their improvement in terms of power scaling and efficiency can be

only incremental. In details, Ti:Sa amplifiers have been, till recently, pumped

indirectly: typically, a diode laser at 808 nm pumps a Nd:YAG laser, which

emits light at 1064 nm, which is subsequently frequency doubled to 532 nm to

pump the Ti:Sa amplifier. In the perspective of power scaling, the efficiency,

limitations and complexity of each of these steps must be accounted for. Even

though nowadays Ti:Sa laser can be directly pumped by diodes in the blue

(450 nm)[88] or green (520 nm)[89] wavelength range to produce laser pulses

around 800 nm, their power scalability suffers fundamentally from the higher

quantum defect when compared with ytterbium based laser systems that

are directly diode pumped around 970 nm to deliver laser pulses at 1030 nm.

Therefore, due to their smaller quantum defect, ytterbium based gain media

represent the best option for power scalability of ultrashort laser pulses. On

the other hand, their smaller gain bandwidth limits the directly achievable

pulse duration, as compared to Ti:Sa. Given the possibility to post-compress

the pulses from ytterbium amplifiers by SPM in a HCF to tens of fs or below

[95], the longer wavelength is particularly advantageous when targeting HHG

in the 100-200 eV region [211, 231], but insufficient to reach the carbon K-

edge. For this, longer driving wavelengths are required, as can be provided by

SRS in a HCF. It has been demonstrated that this SRS technique is suitable
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also for driving HHG [223, 224], but these first investigations showed only

the possibility to reach 80 eV when focusing the red-shifted and compressed

pulses in argon.

Now, the advantage expected from SRS, but not confirmed prior to this

work, is the possibility to efficiently extend the cut-off energy of generated

harmonics due to the red-shift in the fundamental wavelength beyond the

limits of pulses compressed by SPM. It will be shown, that the combination

of Yb:CaF2 laser with SRS in HCF allows us to extend the cut-off of HHG in

helium from 220 to 290 eV, thus reaching the carbon K-edge, with an optimal

driving wavelength without additional conversion losses and complexity from

an OPA stage.

A comparison of several laser systems capable of driving HHG in the water

window with recent attempts of driving HHG with pulses produced via SRS

and this work is shown in table 6.1.1. Recently, considerable effort went into

increasing the pulse energies in the water window spectral region [214]. Con-

sidering the requirements of pulse energy, repetition rate and pulse duration,

the preferred platform for near edge transient absorption experiment has

been Ti:Sa lasers in combination with OPA [199–201] and experiments so far

relied on driving NIR wavelengths above 1300 nm. The choice of this driving

wavelength is dictated by the range of efficient conversion of OPA rather than

by the optimum for the HHG process. Of the shown platforms, only [206]

and [212] employ a driver wavelength close to the optimal range for targeting

the carbon K-edge due to the unfavorable efficiency of OPA systems towards

the pump wavelength. Longer driving wavelength for HHG also covers the

carbon K-edge, but for a given HHG gas at a reduced conversion efficiency

[204, 213–222]. This work demonstrates the successful application of SRS red-

shifted pulses as a driver to generate phase matched harmonics with a cut-off

extended well beyond the limit of laser pulses at the un-shifted fundamental

laser wavelength produced by SPM. Most importantly, it demonstrates the

extension of the cut-off up to the carbon K-edge at 284 eV with HHG driven

in helium.
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harmonics in helium around and above the carbon K-shell absorption edge

at 284 eV, based on the achieved cut-off when driving directly at 1030 nm

and the scaling laws, we can estimate this central wavelength to be between

1200 nm and 1300 nm. To reach this desired wavelength, the recently re-

ported technique of red-shifting and simultaneous spectral broadening en-

abled through SRS by propagation in a HCF filled with molecular gas was

employed [99, 223, 224]. By adjusting the nitrogen gas pressure in the HCF

the amount of red-shift ∆ω, which is proportional to the product of gas

pressure (p) and laser intensity (I): ∆ω ∝ pI, can be continuously tuned

until it is limited by the pressure-dependent critical power of self focusing

[100]. By this, the broadened spectrum reaches up to 1300 nm, with a center

wavelength of 1230 nm.

Afterwards a set of chirped mirrors that support a bandwidth from 650 nm

to 1350 nm (PC147 by Ultrafast Innovations) is used to compress the pulses

to about 20 fs (see SHG FROG measurement in Fig. 6.2.2). See also section

3.2 for more details about pulse preparation by combination of SPM or SRS

with chirped mirrors. Typically, by coupling 12.5mJ pulses into the HCF

with a nitrogen gas pressure of 500mbar, output pulse energies of 8mJ can

be achieved.

The SHG FROG setup used in the experiments was designed for pulses in

excess of 20 fs. Therefore, the pulse duration measurements, summarized in

Fig. 6.2.2, might have overestimated the real pulse duration [103]. From the

spectra transform limited pulse durations of about 15 fs can be derived.

The laser pulses then enter a vacuum system for HHG and are focused with

a f=40 cm mirror into a movable gas cell of 14mm length with a backing

pressure of about 1 bar. The pulse energy can be finely tuned by closing an

iris. The generated harmonic spectra shown in this chapter were acquired

with 4.8mJ pulses. The pressure in the gas cell is controlled with a variable

flow valve. A 300 nm thin silver filter is used to suppress the fundamental

NIR laser beam before the generated harmonics are re-focused by a golden

coated toroidal mirror (f=120 cm) at 4 ◦ angle of grazing incidence on the

entrance slit of a soft X-ray spectrometer ( grating 001-0450 by Hitachi and
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nificant advantage in terms of cut-off extension when broadening the driving

pulses with SRS (see blue spectrum in Fig. 6.3.1) as compared to previous

results with SPM [211]. In both cases, it is not possible to exceed 220 eV.

Therefore, the setup was upgraded with a set of chirped mirrors supporting

a bandwidth up to 1350 nm (PC147 by Ultafast Innovations). HHG spectra

driven by pulses with extended bandwidth and larger red-shift show a clear

extension of the cut-off, as well as a more continuous structure. This is in

agreement with the expectation that for shorter pulse duration and longer

driving wavelengths, less laser cycles contribute to the HHG process [67].

With this setting, the purple HHG spectrum shown in Fig. 6.3.1 is gener-

ated and the carbon K-shell absorption edge is verified by the insertion of

a thin carbon filter. Also in Fig. 6.3.1 the good agreement between carbon

filter transmission from literature (black)[232] and calculation from acquired

spectra (dashed black) is shown.

With a set of chirped mirrors fulfilling the bandwidth requirements for both

SPM and SRS, it is possible to switch between the two techniques with

the same experimental setup simply by filling the HCF with a noble or a

molecular gas (argon and nitrogen respectively, in this work). The SHG

FROG characterization of post-compressed pulses via SPM and SRS is shown

in Fig. 6.2.2. The compressed pulses obtained with the two techniques are

then applied for driving HHG in neon and helium. In Fig. 6.3.2, the extension

of the cut-off due to the red-shift of the central wavelength of the driving

pulses is summarized.

For HHG driven in neon the cut-off is increased from 165 eV to 200 eV and

for driving in helium it is increased from 220 eV to 290 eV. The four spectra

shown in Fig. 6.3.2 are all recorded with a silver and a carbon filter and with

the same acquisition parameters to be comparable among each other. The

achieved flux is higher for HHG driven in neon than in helium, as expected,

and the flux achieved by SPM and SRS are very similar. What may look like

an increase in flux for SRS over SPM is due to the increase in transmission

of the thin film filters for higher photon energies.
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6.4 Conclusion

In this chapter, the extension of the cut-off of phase-matched HHG, driven

by ytterbium laser in combination with SRS in a HCF, to the carbon K-edge

is demonstrated. This is the first demonstration of a driving scheme based

on ytterbium lasers capable to reach such photon energy without relying on

OPA or OPCPA frequency down-conversion. Considering the importance of

drastically increasing the photon flux at the carbon K-edge for future spectro-

scopic applications, there are three factors which make the proposed driving

scheme particularly appealing. First, the laser source: ytterbium amplifiers

are particularly suitable for energy and power scaling [233]. Second, the ef-

ficiency of conversion (from the laser to the HHG driver wavelength): not

only the efficiency of SRS is higher than OPA, but on top of the red-shift it

also induces enough spectral broadening to support pulse durations on the

order of 20 fs. As a result, the performances in terms of delivered pulse du-

ration can be superior than the typical scheme of Ti:Sa in combination with

OPA. Third, the spectral range of the HHG driver: the moderate red-shift in

the vicinity of the laser wavelength (1030nm) grants the possibility to drive

HHG at the carbon K-edge with the optimal wavelength (<1300 nm), i.e.

the shortest wavelength for which the target cut-off can still be reached. As

an outlook, the scheme can be further improved by slightly increasing the

bandwidth and the red-shift of the driving pulses in order to up-shift the

maximum of the HHG spectrum. To summarize, the potential for the power

scaling of the laser source and the optimized efficiency for the two frequency

conversion processes involved, from the laser to the NIR driver and from the

NIR driver to the soft X-rays, make the proposed driving scheme the ideal

platform for the future developments of HHG sources in the water window,

both for standard laboratories and large laser facilities.
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”Nothing’s louder than the end of a song that’s

always been there.”

— Sir Terry Pratchett, The Wee Free Men

Chapter 7

Summary

Summarizing this thesis, intense ultrashort laser pulses were applied to the

control of three dynamic electronic processes that occur on attosecond time

scales. As established by the fundamentals of strong-field matter interac-

tion, this is possible due to the direct coupling and sub-laser-cycle temporal

mapping between electron dynamics and the laser electric field.

The first process that was investigated was the transient transfer of electrons

between separate quantum entities, from one argon atom to the other within

an argon dimer, dubbed LITE, was found to be influenced by the CEP of

few-cycle laser pulses. This is identified as a possible route to the control of

dynamics in molecular compounds as it is linked to the timing and momenta

of subsequent electron emission via electron-electron interaction. Then, in

the same sample system of argon dimers, these newfound concepts were re-

fined. It was shown that in this system LITE also plays a decisive role in

the process of FFI, demonstrating for the first time the control of electronic

excitation across system boundaries via CEP. In asymmetric systems and/or

with carefully designed two-dimensional laser waveforms, further control of

the energy spectrum or localization of recaptured electrons might be pos-

sible. Such a charge transfer and excitation processes are crucial in many

important processes between closely-spaced but separate quantum systems,

such as photosynthesis, photocatalysis or solar-driven energy production.
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Summary

Finally, on the process of HHG, a new and practical approach to drive HHG

by a combination of an ytterbium based laser system operating at 1030 nm

and further pulse preparation by SRS in a HCF is presented. This approach

is successfully utilized to generate harmonic radiation surpassing the carbon

K-edge of 284 eV, thus exceeding previous limitations. Due to the energy

scalability of the laser system and high efficiency of the wavelength conversion

from the fundamental pulse to the red-shifted HHG driver pulse, this is a

promising new platform for scaling of HHG photon flux, especially in the

200-300 eV spectral region. It is expected that this driving scheme can be

further developed to also extend farther into the water window spectral region

such that it could become the go-to platform for investigations therein.
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[22] D. G. Arbó, S. Yoshida, E. Persson, K. Dimitriou, and J. Burgdörfer,

“Interference Oscillations in the Angular Distribution of Laser-Ionized

Electrons near Ionization Threshold,” Phys. Rev. Lett. 96, 143003

(2006). (Cited on p. 18.)
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M. Lezius, and F. Krausz, “Measurement of the Phase of Few-Cycle

Laser Pulses,” Phys. Rev. Lett. 91, 253004 (2003). (Cited on p. 19

and 49.)

[26] T. Wittmann, B. Horvath, W. Helml, M. Schätzel, X. Gu, A. Cava-

lieri, G. Paulus, and R. Kienberger, “Single-shot carrier-envelope phase

measurement of few-cycle laser pulses,” Nat. Phys. 5, 357–362 (2009).

(Cited on p. 19 and 49.)

[27] A. Scrinzi, M. Geissler, and T. Brabec, “Ionization Above the Coulomb

Barrier,” Phys. Rev. Lett. 83, 706–709 (1999). (Cited on p. 19, 56,

and 67.)

[28] F. Faisal, “Multiple absorption of laser photons by atoms,” J. Phys. B

At. Mol. 6, L89 (1973). (Cited on p. 19 and 69.)

[29] H. Reiss, “Effect of an intense electromagnetic field on a weakly bound

system,” Phys. Rev. A 22, 1786–1813 (1980). (Cited on p. 19 and 69.)

[30] P. Dietrich, N. Burnett, M. Ivanov, and P. Corkum, “High-harmonic

generation and correlated two-electron multiphoton ionization with

136



Bibliography

elliptically polarized light,” Phys. Rev. A 50, R3585–R3588 (1994).

(Cited on p. 21.)

[31] P. Corkum, “Plasma perspective on strong field multiphoton ioniza-

tion,” Phys. Rev. Lett. 71, 1994–1997 (1993). (Cited on p. 21.)

[32] M. Lewenstein, P. Balcou, M. Y. Ivanov, A. L’Huillier, and P. B.

Corkum, “Theory of high-harmonic generation by low-frequency laser

fields,” Physical Review A 49, 2117–2132 (1994). (Cited on p. 21, 26,

and 112.)

[33] S. Baker, J. S. Robinson, C. A. Haworth, H. Teng, R. A. Smith, C. C.

Chirila, M. Lein, J. W. G. Tisch, and J. P. Marangos, “Probing proton

dynamics in molecules on an attosecond time scale.” Science 312, 424–

7 (2006). (Cited on p. 22.)

[34] M. Lein, “Molecular imaging using recolliding electrons,” J. Phys. B

At. Mol. Opt. Phys. 40, R135–R173 (2007). (Cited on p. 22.)

[35] B. Yang, K. J. Schafer, B. Walker, K. C. Kulander, P. Agostini, and

L. F. DiMauro, “Intensity-dependent scattering rings in high order

above-threshold ionization,” Phys. Rev. Lett. 71, 3770–3773 (1993).

(Cited on p. 22.)

[36] G. Paulus, W. Nicklich, H. Xu, P. Lambropoulos, and H. Walther,

“Plateau in above threshold ionization spectra,” Phys. Rev. Lett. 72,

2851–2854 (1994). (Cited on p. 22.)

[37] W. Becker, F. Grasbon, R. Kopold, D. B. Milosevic, G. G. Paulus, and

H. Walther, “Above-threshold ionization: From classical features to

quantum effects,” Adv. At. Mol. Opt. Phys. 48, 35–98 (2002). (Cited

on p. 22 and 98.)

[38] B. Feuerstein, R. Moshammer, D. Fischer, A. Dorn, C. Schröter,
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F. Salin, and P. Agostini, “Optimizing High Harmonic Generation in

Absorbing Gases: Model and Experiment,” Phys. Rev. Lett. 82, 1668–

1671 (1999). (Cited on p. 28.)

[69] J. P. Marangos, “Development of high harmonic generation spec-

troscopy of organic molecules and biomolecules,” J. Phys. B At. Mol.

Opt. Phys. 49, 132001 (2016). (Cited on p. 28.)

[70] R. Ganeev, “Harmonic generation in laser-produced plasmas containing

141



Bibliography

atoms, ions and clusters: a review,” J. Mod. Opt. 59, 409–439 (2012).

(Cited on p. 28.)

[71] T. T. Luu, Z. Yin, A. Jain, T. Gaumnitz, Y. Pertot, J. Ma, and H. J.

Wörner, “Extreme–ultraviolet high–harmonic generation in liquids,”

Nature Communications 9, 3723 (2018). (Cited on p. 28.)

[72] S. Ghimire, G. Ndabashimiye, A. D. DiChiara, E. Sistrunk, M. I. Stock-

man, P. Agostini, L. F. DiMauro, and D. A. Reis, “Strong-field and at-

tosecond physics in solids,” J. Phys. B At. Mol. Opt. Phys. 47, 204030

(2014). (Cited on p. 28.)

[73] A. von Veltheim, “Noble gas dimers in strong laser fields,” Phd thesis,

TU Berlin (2015). (Cited on p. 29.)
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A. Baltuška, R. Piccoli, Y.-G. Jeong, A. Rovere, R. Morandotti, L. Raz-

zari, B. E. Schmidt, A. A. Voronin, and A. M. Zheltikov, “Extreme

raman red shift: ultrafast multimode nonlinear space-time dynamics,

pulse compression, and broadly tunable frequency conversion,” Optica

7, 1349 (2020). (Cited on p. 42, 43, 44, 45, 115, and 120.)

[100] C. Vozzi, M. Nisoli, G. Sansone, S. Stagira, and S. De Silvestri, “Opti-

mal spectral broadening in hollow-fiber compressor systems,” Applied

Physics B 80, 285–289 (2005). (Cited on p. 45 and 120.)
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jevský, “State-of-the-art correlated ab initio potential energy curves for

heavy rare gas dimers: Ar2, kr2, and xe2,” The Journal of Chemical

Physics 119, 2102–2119 (2003). (Cited on p. 57.)

[126] A. Yella, H.-W. Lee, H. N. Tsao, C. Yi, A. K. Chandiran, M. K.

Nazeeruddin, E. W.-G. Diau, C.-Y. Yeh, S. M. Zakeeruddin, and

M. Gratzel, “Porphyrin-Sensitized Solar Cells with Cobalt (II/III)-

Based Redox Electrolyte Exceed 12 Percent Efficiency,” Science 334,

629–634 (2011). (Cited on p. 64 and 86.)

[127] J. Lu, S. Liu, and M. Wang, “Push-Pull Zinc Porphyrins as Light-

148



Bibliography

Harvesters for Efficient Dye-Sensitized Solar Cells,” Front. Chem. 6

(2018). (Cited on p. 64 and 86.)

[128] O. Morawski, K. Izdebska, E. Karpiuk, J. Nowacki, A. Suchocki, and

A. L. Sobolewski, “Photoinduced water splitting with oxotitanium

tetraphenylporphyrin,” Phys. Chem. Chem. Phys. 16, 15256–15262

(2014). (Cited on p. 64 and 86.)

[129] M. D. Kärkäs, O. Verho, E. V. Johnston, and B. Åkermark, “Artificial
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P. M. Dinh, and E. Suraud, “Laser-driven nonlinear cluster dynamics,”

Rev. Mod. Phys. 82, 1793–1842 (2010). (Cited on p. 64.)
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154



Bibliography

control of D2/H2 dissociative ionization by a mid-infrared two-color

laser field,” J. Phys. B At. Mol. Opt. Phys. 49, 025601 (2016). (Cited

on p. 86.)

[172] H. Xu, H. Hu, X.-M. Tong, P. Liu, R. Li, R. T. Sang, and I. V.

Litvinyuk, “Coherent control of the dissociation probability of H2+

in ω-3ω two-color fields,” Phys. Rev. A 93, 063416 (2016). (Cited on

p. 86.)

[173] X. Xie, S. Roither, S. Larimian, S. Erattupuzha, L. Zhang, D. Kar-
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[191] X. Xie, S. Roither, M. Schöffler, E. Lötstedt, D. Kartashov, L. Zhang,

G. G. Paulus, A. Iwasaki, A. Baltuška, K. Yamanouchi, and M. Kitzler,
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“Water-window soft x-ray high-harmonic generation up to the nitrogen

k-edge driven by a khz, 2.1um opcpa source,” Journal of Physics B:

Atomic, Molecular and Optical Physics 49, 155601 (2016). (Cited on

p. 114 and 118.)

[222] T. Popmintchev, M.-C. Chen, D. Popmintchev, P. Arpin, S. Brown,
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