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Kurzfassung

Die verarbeitende Industrie nutzt wertvolle natürliche Ressourcen, und unabhängig davon,
ob niedrigere Produktionskosten oder Umweltschutz im Vordergrund stehen, ist eine
bessere Effizienz durch weniger Defekte stets erwünscht.

Der Einsatz neuer Technologien kann helfen, dieses Ziel zu erreichen und die Res-
sourcen besser zu nutzen. Eine Möglichkeit, Technologie zu diesem Zweck einzusetzen,
ist die visuelle Überprüfung der Objekte mit Hilfe von Kameras. Algorithmen für Ma-
chine Vision und Machine Learning können eingesetzt werden, um mögliche Fehler zu
erkennen.

Eines der Hauptprobleme bei der Verwendung von Machine Learning zur Fehlerer-
kennung ist die Datenerfassung. Selbst wenn einige Tausend Bilder gesammelt werden,
reicht dies möglicherweise nicht aus, um ein Modell von Grund auf zu trainieren und die
erforderliche Leistung für den Einsatz in der Produktion zu erzielen. Feature Extraction
hingegen ermöglicht die Wiederverwendung vortrainierter Modelle, was zu besseren
Ergebnissen führt.

Diese Arbeit stellt eine Trainingsstrategie vor, bei der die vortrainierten Modelle voll-
ständig trainiert werden, um ihre Parameter für den gewünschten Datensatz anzupassen,
selbst wenn dieser neue Datensatz nicht mit den ursprünglichen Daten übereinstimmt,
für die das Modell zuvor trainiert wurde. Üblicherweise werden die ersten Schichten
eingefroren1, um die grobe Feature Extraction zu bewahren, und nur die nachfolgenden
Schichten zu trainieren, die sich auf feinere Details konzentrieren könnten. Indem jeder
Parameter des Modells mit einer sehr kleinen Lernrate trainiert wird, wurden ähnliche
Ergebnisse wie üblicherweise erzielt. Der Mehrwert liegt in der Analyse der Activation
Maps der verschiedenen Strategien. Diese werden dann mit Annotated Maps mit den
Orten der Defekte verglichen, die beim Training nicht vorhanden sind. Es wurde festge-
stellt, dass sich das Modell durch das Training aller Parameter stärker auf die möglichen
Defekte im Bild konzentrieren kann, wodurch das Modell besser interpretierbar wird.

1Die Anzahl der Schichten ist abhängig von der Ähnlichkeit der Datensätze, der Größe des neuen
Datensatzes und der Größe des Modells.
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Abstract

The manufacturing industry makes use of valuable natural resources and regardless of
having lower production costs or the environment as a main reason, better efficiency
through less defects is always desired. The use of new technologies can help achieve this
goal and make better use of the resources.

One way of applying technology for this purpose is by visually inspecting the objects
using cameras. Machine Vision and Machine Learning algorithms can be implemented
to detect possible imperfections.

Among the main problems for using Machine Learning for defect detection is the
recollection of data. Even when collecting a couple of thousands of images, this might
not be enough to train a model from scratch and have the necessary performance to
be deployed into production. Feature extraction on the other hand allows the reuse of
pretrained models, which leads to better results.

This work presents a training strategy in which the pretrained models are fully trained
to accommodate their parameters for the desired dataset, even when this new dataset is
dissimilar to the original data for which the model was previously trained. The standard
practice is to freeze the first few layers2 to preserve the coarse feature extractions and only
train the later layers which might focus on more finer details. By letting every parameter
of the model be trained with a very small learning rate, similar results to the standard
practice were achieved. The added value is when analyzing the activation maps of the
different strategies. These are then compared to annotated maps with the locations of
the defects, which are not present during training. It was determined that training every
parameter allows the model to focus more on the possible defects present in the image,
making the model more interpretable.

2The amount of layers will depend on the similarity of the datasets, the size of the new dataset and the
size of the model.
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1 Introduction

Zero Defect Manufacturing (ZDM) is a strategy seeking the reduction and avoidance of
failures during production focusing either on the product (analysing the product) or the
process (analysing the manufacturing equipment) [1]. Altough this concept was born
within the US army during the Cold War to prevent human error in the weapon systems
[1], the concept has been adapted to the general industry in order to reduce costs by
diminishing any type of failure.

The evolution of Industry 4.0, with the increase in data available for machine learning
techniques to work as desired, makes the concept of ZDM implementable [1]. Industry
4.0 has had a great impact on monitoring systems for pattern detection and detection of
fault after the occurrence of failures, however, a significant challenge lies in the generation
and collection of data [2].

The concept explored here is to apply Machine Learning (ML) for defect detection,
such that it can be implemented during manufacturing. Instead of carefully designing
Machine Vision algorithms and filters to detect the defects on a specific product, a ML
model is trained to distinguish between images with and without defects. This way the
model can be retrained when analyzing a new product, instead of manually designing the
necessary feature extractions again.

Figure 1.1: Defect detection with Machine Learning
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1. INTRODUCTION

1.1 Challenge
Machine Learning techniques require large amounts of data to generalize and extrapolate
to unseen examples. If there is not enough data present, the models can memorize the
data, which leads to a poor performance on new data.

Even with enough data to train a model, the validation process refers to how well the
model is trained to predict the result. Nevertheless, this does not justify the model and its
predictions. In order to determine the responsible criteria for the decision and be able to
justify the model, a way to interpret the model is necessary [3].

Teh et al. [4] propose a way of locating objects in weakly labeled images through
the use of Attention Networks. This Neural Network takes a set of candidate regions of
the original image and computes "attention scores" by analysing the number of contours
inside a bounding box and the ones from the boxes overlapped.

A contemporary work to Teh et al. [4] was proposed by Selvaraju et al. [5], where
activation maps show the most relevant sections of the image for the specific class
predicted. This allows the analysis of the models in order to interpret what they might be
taking into account to make the classification.

Given a small weakly annotated dataset, the challenge is to train a model to classify
unseen images correctly, proving that the training causes the model to focus on the defects
present in the image. As a baseline, the same models with the pretrained weights are
used, when available. The goal is to increase the overlapping ratio between the most
active regions of the class activation maps and the manually annotated defects.

In other words, not only do the different models have to learn to classify the images
correctly, but the model has to be interpretable in such a way that it can be determined if
the defects are key contributors for the classification.

(a) Image of Pump
impeller with defects

(b) Before Fine
Tuning

(c) After Fine
Tuning

Figure 1.2: Example of the key features on a class activation map before and after fine
tuning.

1.2 Contribution
The main goal of this study is to facilitate the visual detection of defects while manufac-
turing in order to take action during production and minimize the loss. For this purpose,
many models where analyzed, where one relatively small model was trained from scratch,
while the other seven models where fine tuned from publicly available pretrained models.
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1.2. Contribution

As a baseline for comparison for the fine tuned models, the same models were trained
using the same hyperparameters and training conditions, only changing the amount of
parameters frozen.

Figure 1.3: Proposed fine tuning strategy for small datasets that are dissimilar to the
pretrained backbone’s original dataset.

In addition to analyzing the performances of said architectures, the class activation
maps are computed. This way, the architectures can be interpreted in order to determine if
the defects present on the images are a key factor to classify the images as being defective
or not.

As a way to analyze the differences between the different training strategies, two
new metrics are introduced (Intersection over Prediction and Intersection over Ground
Truth). With these metrics, it can be analyzed with more detail what the strengths and
weaknesses of each model are. If one wants to make sure that the visual interpretation of
a model recognizes every defect present on an image, then the Intersection over Ground
Truth has to be maximized. If, on the other hand, one wants to make sure that the visual
interpretation for the prediction of the model lies inside of the defects present, then
Intersection over Prediction is the right metric.

𝐼𝑜𝑃 = Intersection
Prediction =

Ground Truth

Prediction

Ground Truth

Prediction

(1.1)

𝐼𝑜𝐺𝑇 = Intersection
Ground Truth =

Ground Truth

Prediction

Ground Truth

Prediction

(1.2)
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1. INTRODUCTION

1.3 Results
While training, validating and testing the different models with the different training
strategies, all of the unfrozen models showed a significant improvement from the fully
frozen. From an average 78.45% accuracy among the different models, it increased to
97.78%. During validating this increment was from 82.39% to 99.12% accuracy and
for testing from 90.40% to 99.80%. Similar results were observed among every metric
computed.

All of the metrics for all of the models remained consistent between the partially
frozen and the unfrozen models. Both of these strategies performed better than the fully
frozen having excellent metrics when classifying the different images, but neither of them
showed a clear advantage over the other. Averaging the different models, every metric
remained below a 0.2% difference between partially frozen and unfrozen.

The different models were also interpreted using GradCAM for the CNN models
and extracting the Attention Maps for the Transformer models. Both of these methods
successfully detected the relevant features for the classification, demonstrating that the
models did learn to focus on the defects for the correct classification.

Interpreting the models showed that more freedom to modify the parameters meant
more accuracy towards detecting the defects. The Intersection over Union, Intersection
over Prediction and Intersection over Ground Truth improved for almost every model
when leaving every parameter unfrozen. The only model that did not follow this trend was
the DINO architecture. This suggests that unfreezing the parameters allows for an easier
adjustment of the parameters to detect the defects, while no decrease in the performance
was noticed.

Leaving every parameter unfrozen and using a very small learning rate leads to
more interpretable results that have similar performances to partially frozen models.
Leaving every parameter unfrozen also alleviates the burden of deciding up until where
the parameters shall remain frozen.

1.4 Thesis Outline
The way this thesis is structured is as follows. First, the necessary building blocks for
deep learning are explained, so that later the individual architectures can be presented.
Here, the explanation is divided into two different types of architectures, Convolutional
Neural Networks (CNNs) and Transformers.

The CNN architectures are only superficially explained, since these are the more
common and known architectures. These have been explored for a longer time and count
with many resources that explain them.

Transformers on the other side, are newer and even though there are many resources
explaining them in detail, it was deemed necessary to go into more detail to understand and
explain their functionality. Here, the introduction of Transformers to Natural Language
Processing (NLP) is discussed, then the adaptation to Machine Vision, as well as one
variation of the Vision Transformer.

This is then followed by a description of the dataset used. There is also a brief
explanation of how the code might be adapted to other datasets in order to implement

4



1.4. Thesis Outline

this work. This is done with the intention that the work can be reproduced and used for
different datasets.

After introducing the different models and dataset used, the necessary sections for
training a model are explained, such as the Loss, the Optimizer and how the training
actually occurs. The training, validation and testing results are presented here.

The Interpretability section explains how the different models are analyzed to see
if the defects are responsible for the correct classification. This will help describe the
functionality of the models, in order not to treat them as a black box, but rather understand
what the model "sees".

Finally, the conclusion gives the final remarks on the results shown both during the
training and the interpretation of the models.

5



2 Related Work

The field of Deep Learning has had a trending boom in the recent years. This has been
specially the case, since the general public is aware of their implementation in daily
activities used such as social media and streaming platforms. However, the founding
principles that make this possible date back to the second half of the last century.

Each architecture is composed of different layers that perform different tasks. Some
layers contain trainable parameters which need to be tuned in order to achieve the desired
task. These have been developed through the years. Alom et al. [6] have encompassed
these developments into this brief history of Deep Neural Networks1:

• 1943: McCulloch & Pitts show that neurons can be combined to construct a Turing
machine (using ANDs, ORs, & NOTs) [8].

• 1958: Rosenblatt shows that perceptron’s will converge if what they are trying to
learn can be represented [9].

• 1969: Minsky & Papert show the limitations of perceptron’s, killing research in
neural networks for a decade [10] also known as the first AI winter2,3.

• 1985: The backpropagation algorithm by Ackley et al. [11] revitalizes the field.
• 1988: Neocognitron: a hierarchical neural network capable of visual pattern recog-

nition [12].
• 1998: CNNs with Backpropagation for document analysis by Yan LeCun [13].
• 2006: The Hinton lab solves the training problem for DNNs [14, 15].
• 2012 : AlexNet by Alex Krizhevesky in 2012 [16]
In this section, the building blocks for creating a Deep Neural Network are presented.

The section is then divided into two main subsections, architectures consisting mainly
of Convolutions, also known as Convolutional Neural Networks (CNNs) and the other
subsection consists of Transformers.

CNNs are a well known concept with many resources that explain them, therefore, the
explanation here limits itself to the novelty of what each architecture might have brought

1Emmert-Streib et al. [7] have a more complete time line of key developments until the year 2019.
2https://towardsdatascience.com/history-of-the-first-ai-winter-6f8c2186f80b
3https://towardsdatascience.com/history-of-the-second-ai-winter-406f18789d45
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2.1. Layers used

to the field and not digging too deep into them. Transformers on the other hand, are a
more recently introduced concept and thus, the explanation goes deeper, describing in
detail how they work.

These building blocks are also called layers and can be stacked on top of each other
to form architectures.

2.1 Layers used
The layers described here are the necessary building blocks used for the architectures
described later. They can be arranged in almost any way that it is needed, as long as the
graph does not create a loop. Emmert-Streib et al. [7] compare this to building with Lego
blocks.

2.1.1 Linear
The first concept to grasp when trying to understand Neural Networks is the Artificial
Neuron. Figure 2.1 shows the mathematical representation of an artificial neuron with
multiple inputs and one output.

The main idea of the artificial neuron is that after receiving a vector input, 𝑥, each
element, 𝑥𝑖, is weighted by a corresponding weight, 𝑤𝑖. The results are added up together
along with a bias term, 𝑏. The sum is then passed through an activation function 𝜙 to get
the output 𝑦 [7].

𝑦 = 𝜙(𝑤𝑇 ⋅ 𝑥 + 𝑏) (2.1)

Figure 2.1: (A) Representation of a mathematical artificial neuron model (left). (B)
Simplified representation, depicting only the key elements. [7]

If the activation function, 𝜙, is the Heaviside step function, then the artificial neuron
corresponds to the original perceptron design proposed by Rosenblatt [17].

A linear layer consists of multiple artificial neurons in parallel, each processing the
same input with their respective weights and biases.

2.1.2 Multi-Layer Perceptron
The input mentioned in the linear layer might refer to the actual input of the architecture,
or just refer to the output of a previous layer. In order to create Neural Networks, the
layers have to be connected to each other.

7



2. RELATED WORK

One simple way to create a Neural Network is by connecting multiple linear layers,
where the activations can be linear or non-linear [18]. These configurations receive
multiple names, such as Fully Connected (FC), Feedforward Neural Network (FFNN) or
Multi-Layer Perceptron (MLP).

The very first layer is called the input layer and the last is the output layer, everything
in between is a hidden layer. The width refers to the amount of parallel neurons in a
layer, the depth on the other hand refers to the amount of layers in the network (without
counting the input layer) [7].

2.1.3 Convolutional Layer
For Linear layers it was mentioned that the input, 𝑥, has to be a vector. When analysing
images, in order to feed the pixels to the network, the information has to be flattened, thus
losing the spatial information. This means that neighbouring pixels might now be far
away in the sequence, making it more difficult for the network to infer their connection.

To address this problem, convolutional layers use kernels and slide them across
the input. This kernel acts as a window, where the result is a weighted sum of the
neighbouring input values and the weight is given by the kernel. Figure 2.2 shows a
simple example of an input being multiplied by a kernel.

Figure 2.2: Convolutional Layer: Multiplying an input by a kernel. 4

The size of the kernel determines how many neighbouring features are included in the
calculation, this is also known as the receptive field. There are also other parameters that
can be adjusted to the needs, such as the stride (number of pixels when moving the kernel
to get the next calculation) and the padding (extra pixels added on the borders). All of
these parameters determine how big the output (from this layer) will be, thus creating an
output that is equal in size to the input, or smaller.

2.1.4 Batch normalization
The batch normalization layer computes the mean and variance to normalize the batch
along the Channel dimension.

4Image taken from https://anhreynolds.com/blogs/cnn.html
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2.1. Layers used

Algorithm 1 Batch Normalization [19]
Input: Values of 𝑥 over a mini-batch:  = {𝑥1...𝑚};

Parameters to be learned: 𝛾 , 𝛽
Output: {𝑦𝑖}

𝜇 ←
1
𝑚

𝑚∑
𝑖=1

𝑥𝑖

𝜎2 ←
1
𝑚

𝑚∑
𝑖=1

(𝑥𝑖 − 𝜇)2

𝑥𝑖 ←
𝑥𝑖 − 𝜇√
𝜎2 + 𝜖

𝑦𝑖 ← 𝛾𝑥𝑖 + 𝛽

2.1.5 Dropout
Dropout is a simple technique to avoid overfitting when training [20]. This regularizer
drops the connections to neurons, which are randomly selected on each iteration. This
forces the network to not rely on specific paths, but learn to generalize.

Figure 2.3: Dropout 5

2.1.6 Max Pool
The max pool layer selects the maximum values inside a windows of a chosen size. The
windows is then shifted by a stride, thus selecting a new maximum to create the output
[21]. Figure 2.4 shows the function of this layer with a window size of 2 and a stride of
2, so that the windows do not overlapp.

5Image taken from: https://dataaspirant.com/8-deep-learning-dropout/
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2. RELATED WORK

Figure 2.4: MaxPool 6

2.1.7 Activation Functions
Sigmoid
The sigmoid function maps every input to a value between 0 and 1. The highest rate of
change, and thus where the function is most sensitive, is in the inflection point, where the
input is 0.

𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) = 1
1 + 𝑒−𝑥

, 𝑖 = 1, ..., 𝐽 (2.2)

Figure 2.5: Sigmoid

Softmax
Given a vector �⃗�, where each element 𝑥𝑖 represents a class each element is normalized
by the probability function given in Equation 2.3. Here, each element is taken as an
exponent to the base 𝑒 and divided by the sum of these new values. The exponentiation
takes care of negative values, resulting in probabilities weighted by their original values,
where the sum of the outputs is 1

𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑥𝑖) =
𝑒𝑥𝑖∑𝐽
𝑗=1 𝑒

𝑥𝑗
, 𝑖 = 1, ..., 𝐽 (2.3)

6Image taken from: https://cs231n.github.io/convolutional-networks/#pool
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2.2. Convolutional Neural Network

ReLU

Rectified Linear Units is an activation function. Every positive input remains unchanged,
whereas all the negative inputs are mapped to 0 [22].

𝑓 (𝑥) = 𝑚𝑎𝑥(0, 𝑥) (2.4)

Figure 2.6: ReLU

GeLU

The Gaussian Error Linear Units[23] is an activation function that uses the standard
Gaussian cumulative distribution.

𝐺𝐸𝐿𝑈 (𝑥) = 𝑥𝑃 (𝑋 ≤ 𝑥) = 𝑥Φ(𝑥) = 𝑥 ⋅
1
2

[
1 + 𝑒𝑟𝑓

(
𝑥∕

√
2
)]

(2.5)

Figure 2.7: GeLU

2.2 Convolutional Neural Network
As the name suggests, the defining feature of these architectures is the (nonexclusive) use
of Convolutional Layers. Convolutional Neural Networks have been the go-to architecture
for image processing in the Deep Learning field since their breakthrough in 2015 with
AlexNet. Although the concepts have been there for a longer time, the improvement in
computational power was needed to get the ball rolling.
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2. RELATED WORK

2.2.1 Luna Model
In order to get familiar with the framework used in this project (pytorch), the book "Deep
Learning with PyTorch" by Stevens et al. [24] was used as a starting point. This book is
divided into three main parts. First, an introduction to Deep Learning while explaining
the core concepts of the framework to solve common tasks. Second, a specific task of
image classification is solved, namely the use of CT scans from the LUNA (LUng Nodule
Analysis) Grand Challenge in order to detect cancer. Finally, the book describes how to
deploy the models.

While exploring a solution for the LUNA challenge, Stevens et al. [24] propose a
Convolutional Neural Network and decided to call it the Luna Model. The dataset used
consists of 3D scans of lungs with and without the presence of nodules and the position
and diameter of these when present. Since the nature of the task is to classify images
which share the overall structure and ultimately categorized by a defining feature, it
was deemed relevant to adapt the architecture for the casting task. Figure 2.8 shows a
general representation of the Luna Model. The original model was designed to process
3D images, thus the BatchNorm, Convolutional and MaxPool layers also are defined
specifically for 3D data. For the adaptation it was only necessary to change these layers
to the 2D version as well as the number of input features for the Linear layer.

Figure 2.8: Luna Model architecture [24]

Figure 2.8 shows the main workflow of the architecture along with a definition for
the Block used in it. It consists mainly of typical layers used for image analysis. After
performing the corresponding adaptations, this model consists of 115,088 parameters
to be trained. This was one of the key features for experimenting with this architecture,
since it is significantly lower than other models and allows for training from scratch.

2.2.2 AlexNet
Krizhevsky et al. [16] introduced the AlexNet architecture, which won the 2012 ImageNet
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Large Scale Visual Recognition Challenge (ILSVRC)7. The goal of this competition is to
classify images from 10,000+ different classes from a subset of the 10M labeled images.

As it can be seen in Figure 2.9, the results from this architecture greatly improved
on the results of past years by 10%. This image shows the winning architectures for the
top-5 error rate. This means that the correct class must be among the top-5 predictions
made by the model. However, the architecture did not only outperform the architectures
from previous years, but also the ones competing in the same year. The second place for
the 2012 competition achieved a top-5 error rate of 26% and was not based on a deep
network.

Figure 2.9: Algorithms that won the ILSVRC between 2010-2017. [25]

What Krizhevsky et al. [16] proposed was to make to make a deeper and wider CNN
than LeNet. LeNet was introduced in the 1990’s by Lecun et al. [26], but due to limited
computation it was very complicated to implement until 2010. LeNet consisted of 2
convolutional layers, 2 sub-sampling layers, 2 fully connected layers and an output layer
with Gaussian connection [6].

Figure 2.10 shows the architecture as presented in the paper. The first stage has one
convolutional layer with a kernel of size 11𝑥11 followed by max-pooling operations with
3𝑥3 filters and stride of 2. The second stage performs the same operations, only the
convolutional layer has a kernel of size 5𝑥5. The next three stages use convolutional
layers with kernels of size 3𝑥3. This is then followed by two fully connected layers with
dropout, ending with softmax8.

This deeper architecture achieved state of the art results, setting a defining moment in
the history of computer vision. Thanks to this improvement, many researchers shifted
towards Deep Learning.

7https://www.image-net.org/challenges/LSVRC/2012/index.php
8Here is a good comparison between LeNet and AlexNet: https://en.wikipedia.org/wiki/

AlexNet#/media/File:Comparison_image_neural_networks.svg
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Figure 2.10: AlexNet architecture [16]

2.2.3 ResNet
After the accomplishment of AlexNet, the focus shifted towards Machine Learning to
solve the ILSVRC and other Machine Vision tasks. The main idea was to make deeper
and wider architectures, while trying to optimize the number of parameters. One clear
example is VGG-16, which has more Convolutional layers than AlexNet, but only using
kernels of size 3. Using exclusively small kernels increases the speed of computation
[27].

However, stacking layers on top of layers resulted ultimatively in the degradation of
accuracy. At some point the performance started to saturate er even decrease with the
additional layers. The main cause was vanishing gradient effect. This effect occurs
when the gradients are so small that during backpropagation the weights are not updated,
meaning the networks stops training [28, 29].

In order to address this problem, He et al. [30] introduced the identity mapping or
also known as skip connections. Figure 2.11 shows the identity mapping. Here a value is
stored while other computations are performed on the same value, after the computation,
the stored value is added to the output.

Figure 2.11: ResNet skip connection [30]

Figure 2.12 shows the ResNet-34 architecture compared to the same architecture
without the identity mappings and the VGG-19 architecture.

This technique makes sure that deeper networks are able to keep learning without
the vanishing gradient effect problem. He et al. [30] proposed several architectures of
different depths with these properties and compared them to other SOTA (for that time)
architectures, showing a significant improvement.
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Figure 2.12: ResNet architecture compared to plain architecture without identity mappings
and VGG-19 [30]

2.2.4 EfficientNetV2
In 2019 Tan and Le [31] proposed a way to create models that can be easily scaled when
resources are available. They did it in such a way that the depth, width and resolution
of the network are carefully balanced when scaling them up. This was meticulously
engineered to have a better performance and achieving state of the art results. Figure
2.13(e) shows their proposal to uniformly scale the three parameters mentioned using a
fixed ratio.

Figure 2.13: EfficientNetV1: Model Scaling [31]

In 2021, the same authors proposed an updated version of this architecture, calling
it EfficientNetV2 [32]. With their new proposal they achieved faster training and used
fewer parameters than other state of the art architectures with a drop in accuracy. To
compensate for this drop in accuracy, they propose a method for progressive learning by
adjusting the regularization along the image size.

Their study consisted of discovering the main bottlenecks in their previous architecture
and addressing them. They found out that training with large image sizes slows down
the process, depthwise convolutions are slow in early stages and that equally scaling up
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every stage is sub-optimal. With the insight of which aspects to optimize, they designed a
search space to apply a training-aware Neural Architecture Search (NAS)9, thus obtaining
a new architecture design.

Their proposed progressive learning method consists of training with scaled down
versions of the images in early epochs and increasingly scaling them up. They also mention
that the previous works that used progressive resizing kept a constant regularization,
which led to a drop in accuracy. They argue that small image resolutions require weak
regularization to not lose too much information, while larger resolutions require strong
regularization to avoid overfitting. Therefore, they adapted the regularization to the
resolution.

In the end they came up with a new family of scalable architectures which require
less parameters and train faster than the state of the art. They also came up with a faster
way of training that allows these architectures to achieve better performances on the
mainstream datasets used, such as ImageNet and CIFAR.

2.2.5 ConvNeXt
With the increasing trend of research of Transformers10 for the Machine Vision field,
Liu et al. [33] combined gained knowledge from Convolutional Neural Networks and
Transformer architectures to create their own architecture.

Figure 2.14 shows the steps taken to gradually improve their performance. It can be
seen how they started with a base of ResNet50 (for the smallest version) and arrived to
their proposed architecture, ConvNeXt-T (tiny) and compared this to Swin-T.

Figure 2.14: ConvNeXt: Approaches taken to create the architecture [33].

9NAS is a way to automatically design Artificial Neural Networks instead of designing them ad-hoc.
The following link has more information about this topic: https://towardsdatascience.com/
what-is-neural-architecture-search-and-why-should-you-care-1e22393de461

10The next section explains Transformers in detail.

16

https://towardsdatascience.com/what-is-neural-architecture-search-and-why-should-you-care-1e22393de461
https://towardsdatascience.com/what-is-neural-architecture-search-and-why-should-you-care-1e22393de461


2.3. Transformers

2.3 Transformers
The attention mechanism was introduced by Bahdanau et al. [34] in 2015 as a way to
improve the encoder-decoder based translation systems for Natural Language Processing
(NLP). At this point, the state of the art for NLP relied on Recurrent Long Short-Term
Memory (LSTM) and Neural Networks (RNN). However these approaches do not perform
well when the size of the sentences increase. Thus, in 2017 a team at Google Brain
took advantage of the attention mechanism to tackle translation tasks by getting rid
of recurrence and convolutions and focusing entirely on attention [35]. The proposed
architecture still consists of an Encoder and a Decoder, as did the RNN and LSTM
ones. Figure 2.15 shows both encoder and decoder composed mainly of Multi-Headed
Self-Attention mechanisms, Skip, Add & Norm and Fully Connected Feed Forward layers.

Figure 2.15: The Transformer - model architecture [35]

Figure 2.16 shows how the Multi-Head Attention block is composed by h Scaled
Dot-Product Attention parallel operations, where h refers to the number of heads.
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Figure 2.16: (left) Scaled Dot-Product Attention. (right) Multi-Head Attention [35]

Let’s look at an example in order to understand how this Scaled Dot-Product Attention
works and what it produces. For this purpose, let’s consider the two following sentences:

Even though she did not win, she was happy.
Even though she did win, she was not happy.

Both of these sentences contain the same words, however the position of not is shifted
changing the meaning of the sentence. In the first one, not refers to win, whereas in the
second it makes reference to happy.

The first step is to tokenize the sentence. There are several ways of doing this
(character, subword, word), for this example we will do it by words. Thus, each word
corresponds to one token. Next, each token is vectorized11, where each vector 𝑣𝑡 has
𝒹 dimensions and the values in each dimension carry semantic meaning. In this case
the subscript 𝓉 from 𝑣𝑡 refers to each token/word in the sentence. When analyzing these
vectors, it can be determined that words with similar meaning tend to cluster near each
other and dissimilar ones are further apart12.

It is also important to establish how the dot product of two vectors behaves for similar
and dissimilar ones. Considering the simplified version of two dimensional vectors 𝑝,
𝑞 and 𝑟 in Figure 2.17, we can realize the dot product between two close vectors, 𝑝 and
𝑞, and between two that are further apart, 𝑝 and 𝑟, to understand how the more complex
multi-dimensional vectorized representation of words react to the dot product.

11This blog entry by J. Alammar explains in detail how vectorization can be done: https://
jalammar.github.io/illustrated-word2vec/

12http://projector.tensorflow.orghasagreatinteractiveviewertoanalyzedifferentwords
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−𝑥 𝑥

−𝑦

𝑦

𝑝(4, 1)
𝑞(3, 1)

𝑟(1, 4)

1 2 3 4

1
2
3
4

Figure 2.17: Example of two dimensional vectors

𝑝 ⋅ 𝑞 =
(
𝑥1 𝑦1

)(𝑥2
𝑦2

)
=
(
4 1

)(3
1

)
= 12 + 1 = 13

𝑝 ⋅ 𝑟 =
(
𝑥1 𝑦1

)(𝑥2
𝑦2

)
=
(
4 1

)(1
4

)
= 4 + 4 = 8

With this small example it can be seen that 𝑞 ⋅ 𝑞 produces a larger result than 𝑞 ⋅ 𝑟,
even though 𝑟 has a larger magnitude than 𝑞. This effect relies solely on the fact that they
are pointing in a similar direction. A pair of vectors pointing perpendicular to each other
would result in 0 and angles greater than 90° result in negative numbers.

This concept can be scaled up to the 𝒹 dimensions of the vectorized tokens 𝑣𝑡 and get
a confusion matrix when multiplying each word with each of the words in the sentence.
Figures 2.18(a) and 2.18(b) show these confusion matrices for the examples with a
representation of the resulting scalar. The way to get these scores (s) is by multiplying
each row vector (𝑣𝑚) by the corresponding column vectors (𝑣𝑛) of each word. Here, the
darker colors represent lower numbers and the lighter ones higher numbers, meaning the
higher the value, the closer the words at that row x column are. As it was expected, the
diagonal show high values, since the vectors are the same for row and column. The same
can be observed for the word she, which appears twice in the sentences, thus resulting in
higher values.

s𝑚𝑛 = 𝑣𝑚 ⋅ 𝑣𝑇𝑛 (2.6)

(a) Not win (b) Not happy
Figure 2.18: Confusion matrix for both sentences.
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The x axis can be seen as the Keys (K) and the y axis as the Queries (Q), meaning the
same confusion matrix S can be expressed by the following dot product:

S = QK𝑇 (2.7)

This value is then scaled by the square root of 𝒹𝑘, where 𝒹𝑘 refers to the number
of dimensions in the vectors in K. The results are then normalized by their probability
distribution using the softmax function. We can call this W.

W(Q,K) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥

(
QK𝑇√

dK

)
(2.8)

It is important to mention that each of the weights W𝑚𝑛 has been influenced by its
neighbours. These weights are then multiplied by the Values (V), which are each of the
words in the given sentence, generating a contextualized representation of the given input
vectors. This results in the Self-Attention via Scaled Dot-Product proposed by Bahdanau
et al. [34] and shown on the left side of Figure 2.16

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(Q,K,V) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥

(
QK𝑇√

dK

)
V (2.9)

Now any chosen query Q𝑚 can be selected in order to compute that specific contextu-
alized self-attention. However, the values are fixed and no learnable parameters have been
introduced. For this purpose new parameter matrices W𝑄

𝑖 , W𝐾
𝑖 , W𝑉

𝑖 and W𝑂
𝑖 are introduced.

Where W𝑄
𝑖 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , W𝐾

𝑖 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑘 , W𝑉
𝑖 ∈ ℝ𝑑𝑚𝑜𝑑𝑒𝑙×𝑑𝑣 and W𝑂

𝑖 ∈ ℝℎ𝑑𝑣×𝑑𝑚𝑜𝑑𝑒𝑙 . These
matrices are implemented through Linear Layers. This is then used for each input for
every head of the multi-head attention as well as after concatenating all of the results from
each head as shown on the right side of Figure 2.16. The dot products (Equations:2.6,
2.7) are now matrix multiplications, but the result is the same.

𝑀𝑢𝑙𝑡𝑖𝐻𝑒𝑎𝑑(Q, K, V) = 𝐶𝑜𝑛𝑐𝑎𝑡(ℎ𝑒𝑎𝑑1, ..., ℎ𝑒𝑎𝑑ℎ)𝑊 𝑂, 𝑤ℎ𝑒𝑟𝑒 (2.10)

ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(QW𝑄
𝑖 ,KW𝐾

𝑖 ,VW𝑉
𝑖 )

Having multiple heads allows the architecture to pay attention to different parts of the
sentence when training. Figures 2.19(a) and 2.19(b) were created using the pretrained
BERT13 [36] model from HuggingFace [37] and the BertViz [38] library. They show
how one of the multiple heads behaves when selecting not as the query. It can be clearly
seen how by introducing the (pretrained) weights, the focus of the sentence (for this head)
is directed towards the word that the negation refers to.

13BERT (Bidirectional Encoder Representations from Transformers) was trained using the entire English
Wikipedia.
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(a) Not win

(b) Not happy
Figure 2.19: Head 2 of Multi-Head Attention: Attention matrix focused on the word not
for both example sentences.

2.3.1 Vision Transformers (ViT)
Inspired by the great success of the Transformer in NLP, some researchers decided to
experiment by incorporating them in the field of Machine Vision. Facebook AI[39]
proposed an architecture called DEtection TRansformer (DETR), that consists of a
convolutional backbone, feeding the output (positional encoding is also added) to a
transformer encoder-decoder pair and finally a feed forward network. They trained this
model with the COCO14[40] dataset obtaining significant results.

Another team from Google Brain[41] introduced the Vision Transformer (ViT), which
also relies mostly on the Attention Mechanism. Figure 2.20 shows the Vision Transformer
architecture and Figure 2.26 shows a detailed view of the Transformer Encoder shown as
a blackbox in the previous image.

14COCO(Common Objects in COntext): is a dataset containing >200K labeled images with object
segmentation.
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Figure 2.20: Vision Transformer - model architecture [41]

Before diving into the encoder, here is a quick overview of the steps taken to get a
classification from the ViT as shown in Figure 2.20:

1. Split original image into patches

2. Flatten the patches

3. Add positional embeddings (prepended CLS (Class) Token included)

4. Feed everything to the encoder

5. The output for the CLS Token contains a distribution for the probabilities of each
class

Split original image into patches

As Figure 2.21 shows, the original image15 is split into equally sized patches (𝑁16). Here
the batch (𝐵) and channels (𝐶) are kept the same size, only the height (𝐻) and width
(𝑊 ) are split to match the desired size of the patches. In this case, the patches are of size
16x16 pixels, thus resulting in 14x14 patches that do not overlap.

15The original paper[41] uses a resolution of 3x224x224 pixels. From this point forward, the images
will be resized to match this, since it will be necessary to have one of the default resolutions to have access
to available pretrained weights.

16𝑁-number of patches
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(a) Original image:
1x3x224x224

𝐵𝑥𝐶𝑥𝐻𝑖𝑚𝑔𝑥𝑊𝑖𝑚𝑔

(b) 14x14 Patches,
each Patch: 1x3x16x16
𝐵𝑥𝐶𝑥𝐻𝑝𝑎𝑡𝑐ℎ𝑥𝑊𝑝𝑎𝑡𝑐ℎ

Figure 2.21: Dividing images into patches.

Figure 2.21 is just a representation of what the intent is. The actual way this is done
is by the use of a Convolutional Layer with stride equal to the kernel size (to avoid
overlapping) and enough output channels to fit an entire patch (𝐶𝐻𝑝𝑎𝑡𝑐ℎ𝑊𝑝𝑎𝑡𝑐ℎ). The
actual split image looks like Figure 2.22, since the Convolutional layer has two 16x16
kernels with randomly initialized values that have to be trained.

Figure 2.22: 14x14 Patches with random kernel

Flatten the patches
The objective of these steps is to obtain vector tokens that can serve as input to the
encoder, similar to the word vectors in the previous NLP example. Equation 2.11 shows
the expected size of each image 𝑥, where there are 𝑁 vectors, each corresponding to each
patch.

𝑥 ∈ ℝ𝐶𝑥𝐻𝑖𝑚𝑔𝑥𝑊𝑖𝑚𝑔 ⇒ 𝑥 ∈ ℝ𝑁𝑥𝐶𝐻𝑝𝑎𝑡𝑐ℎ𝑊𝑝𝑎𝑡𝑐ℎ (2.11)
For the specific case where the images are of dimension 3x224x224 (𝐶𝑥𝐻𝑥𝑊 ) and

the patches are of size 16x16 the dimensions are as follows:
𝑥 ∈ ℝ3𝑥224𝑥224 ⇒ 𝑥 ∈ ℝ14∗14𝑥3∗16∗16 = 𝑥 ∈ ℝ196𝑥768 (2.12)
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After splitting the image with the Convolutional Layer, the resulting shape of the
image is 𝑥 ∈ ℝ768𝑥14𝑥14. This means each patch is already flat (𝐶𝐻𝑝𝑎𝑡𝑐ℎ𝑥𝑊𝑝𝑎𝑡𝑐ℎ = 768),
however, the patches are still distributed into two dimensions (14𝑥14). By flattening the
tensor, 𝑥 ∈ ℝ768𝑥196 is obtained. The last step is to transpose the tensor, resulting in the
desired dimension depicted in Equation 2.12.

Add positional embeddings (prepended CLS (Class) Token included)
The Class Token (CLS) was introduced by Devlin et al. [36] when they proposed the
BERT architecture for NLP. In the example for NLP shown in Figure 2.19, there are both
[SEP] and [CLS] Tokens. They defined CLS as a special symbol added in front of every
input sample, and SEP as a special separator token. For the Vision Transformer, the CLS
token is used, appended at the beginning of each sample 𝑥. For this to be possible, the
CLS token has to be of a compatible dimension, thus, [𝐶𝐿𝑆] ∈ ℝ1𝑥768 in our case. When
preppending this token to 𝑥 we get:

𝑥𝐶𝐿𝑆 =
(
[𝐶𝐿𝑆]

𝑥

) 𝑥𝐶𝐿𝑆 ∈ ℝ197𝑥768

[𝐶𝐿𝑆] ∈ ℝ1𝑥768

𝑥 ∈ ℝ196𝑥768

(2.13)

After appending the [CLS] token at the beginning of the input image 𝑥, an additional
positional embedding has to be added. Without the positional embedding, Figures 2.23(a)
and 2.23(b) would represent the same input to the ViT, since the data is processed in
parallel, rather than sequentially. There are many ways of doing positional encoding,
absolute or relative, learned or fixed [42].

(a) No patches switched (b) Patches switched
Figure 2.23: Split image using bigger patches

The explanation given here of how Transformers for NLP work, focused primarily on
the Attention Mechanism. However, Dosovitskiy et al. [41] used positional embedding
for the Transformer, which included a way to establish the positional relation of the
words into the model. The way this is done for Transformers in NLP is by the use of
frequencies dependent on the position of the word and the dimension of the word vector,
and independent on the meaning of the input word. The value is alternated between
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𝑠𝑖𝑛 and 𝑐𝑜𝑠 for even and uneven position respectively. This result is then added to the
word vector, thus shifting its semantic meaning by a small value (-1,1) in the various
dimensions of the vector. The Transformer then learns that these constants that shift
every word, independent of the actual meaning, correspond to the position of the word in
the sentence.

𝑃𝐸(𝑝𝑜𝑠,2𝑖) = 𝑠𝑖𝑛
(
𝑝𝑜𝑠∕100002𝑖∕𝑑𝑚𝑜𝑑𝑒𝑙

) (2.14)
𝑃𝐸(𝑝𝑜𝑠,2𝑖+1) = 𝑐𝑜𝑠

(
𝑝𝑜𝑠∕100002𝑖∕𝑑𝑚𝑜𝑑𝑒𝑙

) (2.15)
Figure 2.24 shows the values to be added to the first 5 dimensions of a 10 word

sentence. During training the model learns that these values are added to these positions,
and can then identify which words are closer or further to each other, or are even set apart
by a [SEP] token.

Figure 2.24: First 5 dimensions for 10 words, where 𝑑𝑚𝑜𝑑𝑒𝑙 = 512

For the Vision Transformer, there were different approaches considered17 and it was
established that adding a positional embedding improved the performance, however,
there was no significant difference between the different methods evaluated. The actual
implementation used is by defining a layer with trainable parameters that will act as the
positional embedding, this layer is then added to the input image 𝑥𝐶𝐿𝑆 . This positional
embedding layer (𝑃𝐸) has the same dimensions as 𝑥𝐶𝐿𝑆 .

𝑥𝑝𝑜𝑠_𝑒𝑚𝑏 = 𝑥𝐶𝐿𝑆 + 𝑃𝐸
𝑥𝑝𝑜𝑠_𝑒𝑚𝑏 ∈ ℝ197𝑥768

𝑥𝐶𝐿𝑆 ∈ ℝ197𝑥768

𝑃𝐸 ∈ ℝ197𝑥768

(2.16)

17

• No positional embedding
• 1-dimensional positional embedding (sequence of patches, e.g. 1-𝑁)
• 2-dimensional positional embedding (grid of patches, e.g. [1-𝑁𝑥, 1-𝑁𝑦])
• Relative positional embedding
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Figure 2.25 shows three different positional embeddings, trained with different hy-
perparameters. These only represent one of the three RGB channels for each of the
different training methods. Here we can see how the learnt parameters range from −1 to
1, similarly to the NLP solution.

Figure 2.25: Positional embeddings of models trained with different hyperparameters
[41]

Feed everything to the encoder
At this point, the image to feed the encoder has been split into patches, flattened, appended
a class token and added a positional embedding. Now, as Figure 2.20 shows, this result
will be passed through the encoder. The original paper described Figure 2.26 to be the
Transformer Encoder, but there is a little bit more to understand. Let’s call this structure
"block". On the upper left corner is an "L x", signifying there are various of these blocks.

Figure 2.26: Vision Transformer Encoder (Block) [41]

Let’s look at one block. The first step of the block is to normalize the input. This input
(Embedded Patches) has all of the patches and the class token, meaning a single block
receives all the data. Then the normalized data is fed to a Multi-Head Self-Attention
Mechanism (MSA). This result is added to the original input through a Skip-Connection,
then it is normalized again before feeding it to a Multi-Layer Perceptron (MLP) and
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added again through another Skip-Connection18. Before going further to what happens
to the output of this single block, let’s look at the more relevant sections of this block,
namely the MSA and MLP layers.

Multi-Head Self-Attention Mechanism

Returning to Equation 2.16, we can redefine 𝑥𝑝𝑜𝑠_𝑒𝑚𝑏 as 𝑧, which will be the input for this
stage, after normalizing it. The Multi-Head Self-Attention Mechanism is the same as the
one described for Transformers in NLP. Here, each patch token (CLS token included) will
be analogous to the vector word in NLP. These are then represented as queries (𝑞), keys
(𝑘) and values (𝑣). We now know that these values are multiplied by a matrix (Linear
Layer - 𝑈𝑞𝑘𝑣) before performing the self-attention. Then 𝑞 and 𝑘 matrices are multiplied,
scaled by a factor (√𝐷ℎ) and the softmax is computed. This result is then multiplied by
𝑣, constituting the self-attention for a single head.

[𝑞, 𝑘, 𝑣] = 𝑧𝑈𝑞𝑘𝑣 𝑧 ∈ ℝ𝑁𝑥𝐷, (2.17)
𝐴 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥

(
𝑞𝑘𝑇∕

√
𝐷ℎ

)
𝑈𝑞𝑘𝑣 ∈ ℝ𝐷𝑥3𝐷ℎ , (2.18)

𝑆𝐴(𝑧) = 𝐴𝑣 𝐴 ∈ ℝ𝑁𝑥𝑁 (2.19)

In the same way as for NLP, there are multiple heads, each receiving the same input
and doing the same calculations, where each of them has a matrix 𝑈𝑞𝑘𝑣 with learnable
parameters that distinguishes them from each other. The resulting matrices from each
head are then stacked together and multiplied by another matrix with learnable parameters
(𝑈𝑚𝑠𝑎) to return to the original dimensions.

𝑀𝑆𝐴(𝑧) = [𝑆𝐴1(𝑧);𝑆𝐴2(𝑧); ...;𝑆𝐴𝑘(𝑧)]𝑈𝑚𝑠𝑎 𝑈𝑚𝑠𝑎 ∈ ℝ𝑘∗𝐷ℎ𝑥𝐷, (2.20)

where 𝑘 represents the number of heads. This process is done in parallel for each
head.

Multi-Layer Perceptron

The Multi-Layer Perceptron (MLP) used consists of only two linear layers and one GeLU
activation function. The shape of the output remains unchanged in respect to the input
given to the MLP.

After passing the embedded patches through a single block, the result is then used for
the next block. This means that this step is done sequentially for the 𝐿 number of blocks,
rather than parallel. Figure 2.27 shows a representation of how this should work.

18There are usually Dropout Layers scattered all over the Block to help generalize during training if
specified.
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Figure 2.27: Vision Transformer Encoder (Block) [41]

The output for the CLS Token contains a distribution for the probabilities of each
class
As explained in the previous section, the output of the encoder has the same shape as the
input ℝ𝑁𝑥𝐷, where 𝑁 is the number of patches plus the class token in the first position
and 𝐷 is the size of these flat patches containing 16 by 16 pixels, all with RGB channels.
From this output, the first dimension corresponding to the class token is taken and passed
through another MLP with the number of output features equal to the number of classes
to classify the image.

Breaking the whole process down, it looks like this.

𝑧0 =
[
𝑥𝑐𝑙𝑎𝑠𝑠𝐸; 𝑥1

𝑝𝐸; 𝑥2
𝑝𝐸; ...; 𝑥𝑁

𝑝 𝐸
]
+ 𝐸𝑝𝑜𝑠, 𝐸 ∈ ℝ(𝑃 2⋅𝐶)𝑥𝐷, 𝐸𝑝𝑜𝑠 ∈ ℝ(𝑁+1)𝑥𝐷 (2.21)

The image is split into 𝑁 patches
(
𝑥1
𝑝 − 𝑥𝑁

𝑝

)
, each patch is flattened and multiplied

by a matrix with learnable parameters (𝐸). These are then concatenated along with a
class token (𝑥𝑐𝑙𝑎𝑠𝑠) in the first position. Finally, the positional embedding (𝐸𝑝𝑜𝑠) is added,
resulting in the input for the encoder (𝑧0).

𝑧′𝓁 = 𝑀𝑆𝐴(𝐿𝑁(𝑧𝓁−1)) + 𝑧𝓁−1, 𝓁 = 1...𝐿 (2.22)
Now in order to obtain the intermediate value (𝑧′𝓁), the input value (𝑧𝓁−1), which

for the first block corresponds to 𝑧0, is normalized (LN), then put trough a multi-head
self-attention mechanism (MSA) and added with the original input (𝑧𝓁−1) through a skip
layer.

𝑧𝓁 = 𝑀𝐿𝑃 (𝐿𝑁(𝑧′𝓁)) + 𝑧′𝓁, 𝓁 = 1...𝐿 (2.23)
The second half of the block consists of taking this intermediate value (𝑧′𝓁), normal-

izing it (LN), performing a feed forward through a multi layer perceptron (MLP) and
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adding it to the intermediate value (𝑧′𝓁) through a skip layer. This output is then fed to
the next block performing Equations 2.22 and 2.23 back and forth for 𝐿 iterations.

𝑦 = 𝑀𝐿𝑃 (𝐿𝑁(𝑧0𝐿)) (2.24)
The output classification is then done by taking the output of the last block of the

encoder (𝑧𝐿) and selecting only the first row, corresponding to the class token (𝑧0𝐿). This
is then normalized and passed through a last multi-layer perceptron (MLP) that outputs
the probabilities for each class.

2.3.2 Swin Transformer
We have now seen how the original Transformer and the Vision Transformer work.
However, the Vision Transformer scales poorly for larger images, because every pixel
"attends" to every other pixel. This means that every time the self-attention is computed,
every patch is multiplied by every other patch, even though they might not be close.

Liu et al. [43] propose a way to start these multiplications locally, and then scale up to
a more global view of the image. This pyramid form of doing the multiplications speeds
up the process and allows for a finer view of the details before scaling up to a broader
overview.

The first concept to understand how the Swin Transformer differs from the original
transformer is that there are local windows as shown in Figure 2.30. The right side shows
the original ViT transformer, where each patch of the image is multiplied by every other
patch in order to get the Self-Attention. This is marked with a red border along the entire
image, this can be seen as the window where the operations are done. The flow is from
bottom to top, where each window remains the same size.

On the left side is the Swin Transformer, there are several sizes of these windows.
The top representation of how the Self-Attention is done is the same as in ViT. Stepping
backwards into the flow, the windows are smaller and patches are also smaller. This
means that the Self-Attention operations are done only within the compounds of the red
windows, reducing the complexity of computations needed.

As the arrow shows, the flow goes from smaller windows to bigger ones. This
allows for smaller patches with higher resolution to interact with each other, gaining high
resolution information of patches attending to near neighbours. The windows are then
scaled up in next iterations to allow for a more general view, letting bigger patches (which
already contain information of the smaller patches interacting with each other) interact.
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Figure 2.28: Swin Transformer [43]

However, if this process is done like as shown above, the information exchange is
done only locally, relying on the last blocks to exchange information from distant patches.
In order to avoid this, shifted windows are introduced. Figure 2.29 shows an example for
the case where there are four windows dividing the original image. These windows are
then shifted in the 𝑥 and 𝑦 directions by half of the window’s size. This configuration
allows the shifted blocks to exchange new information from neighbouring windows from
the previous configuration.

Figure 2.29: Swin Transformer [43]

The shifting is done always in pairs, meaning that the first block will have a normal
configuration and the next one will have a shifted configuration. Figure 2.30 shows
two successive Swin Transformer blocks with their Window-Multi-Head Self-Attention
(W-MSA) and the Shifted Window-Multi-Head Self-Attention (SW-MSA) respectively.

Figure 2.30: Swin Transformer: Two Successive Swin Transformer Blocks[43]
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The Swin Architecture is then composed by these concepts. As Figure 2.31 shows, it
consists of 4 stages. As with the ViT, the input image is split into patches and flattened
before feeding it into the block. At the first stage, the image is divided into patches of 4
pixels each, and after doing the linear embedding, it forwards it through two consecutive
Swin Transformer Blocks. As explained earlier, these blocks come in pairs, shifting the
windows back and forth as shown in Figures 2.29 and 2.30. The amount of successive
transformer blocks depends on the stage and the size of the architecture as shown in Table
2.1. This process is then repeated, scaling up the size of the patches (including more
pixels per patch) and also scaling the window accordingly to fit the new patches.

Figure 2.31: Swin Transformer Architecture [43]

Model C Successive Transformer Blocks
Stage 1 Stage 2 Stage 3 Stage 4

Swin-T 96 2 2 6 2
Swin-S 96 2 2 18 2
Swin-B 128 2 2 18 2
Swin-L 192 2 2 18 2

Table 2.1: Architecture parameters for the different Swin Transformer sizes [43].

After this section, the reader should now have a basic understanding of the basic
building blocks and how they are connected to form complex architectures. Different
architectures are introduced and some were even explained in detail how they work.
However, there are still some steps until these architectures can classify the desired
dataset correctly.

Next we need to specify the dataset that is going to be used, then we can move on to
training these models.
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3 Dataset: Images of Pump Impellers

This project is intended to be reproduced in the manufacturing field with images that
might present visible defects. The goal is to train a model to correctly classify images
with a small dataset, such that the decisions made by the model can be justified via visual
inspection of the regions of interest selected by the model. For this purpose a publicly
available dataset was selected to train eight models and verify their performances. The
dataset used in this project was uploaded to Kaggle by R. Dabhi. It contains images
provided by PILOT TECHNOCAST, a manufacturing company from India. The images
show the top view of stainless steel casted submersible pump impellers as depicted in
Figure 3.1. Pump impellers accelerate the pumped fluid radially outwards, transforming
energy from the motor into pressure.

Casting refers to the manufacturing process, where a liquid is poured into a mould
containing the negative impression of the shape desired and later allowed to solidify. This
process allows the manufacture of complex shapes in an inexpensive way. According to
Rundman [44], there are several sources of imperfections when performing this procedure
with metals.

(a) Defect (b) Ok
Figure 3.1: Top view of Pump Impellers

The first source mentioned are gases in the materials. If gas is present in the liquid,
the gas will be trapped resulting in porosity. The next source mentioned are hot tears,
resulting from residual stresses due to variations in the cooling rate. Shrinkage is also to
be considered during the process, which leads to the use of risers. The riser is an excess
of material which provides the actual piece a source to draw material from when cooling,
since the density is not the same in the liquid and solid form, thus shrinking up to 5-7%.
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All of this leads to various sources of shortcomings in the manufacturing of these
pieces. The result of such errors can be seen in Figure 3.1(a). Hence, this dataset was
gathered to identify through Computer Vision algorithms if the images contain a visible
defect and classify the object as defective or not.

The dataset consists of one folder containing the original images with 512px by 512px
of resolution and another folder with augmented data as shown in the tree in Figure 3.2.
The first folder (casting_512x512) contains two sub-folders, which divide the data into
defective and ok. In these folders are 718 images for the defective class and 519 for the
correct one.

Figure 3.2: Dataset Folder Structure

The other folder containing augmented data has two sub-folders dividing the data
into training and testing data. For the training data, there are 3758 defective images and
2875 ok ones. For testing, there are 453 defective images and 262 ok ones.

Def Ok Total Def (%) Ok (%)
Original (512x512px) 718 519 1237 58.04 41.96

Train ( ′) 3758 2875 6633 56.66 43.34
Test () 453 262 715 63.36 36.64

Total ( ′ ∪) 4211 3137 7348 57.31 42.69
Table 3.1: Images provided in the dataset

Table 3.1 shows that the data is fairly well balanced and does not contain a class that
heavily outnumbers the other one. Let us denote the dataset as  and its instances as
{(𝑥𝑖, 𝑦𝑖)}𝑁𝑖=1 with N as the size of the dataset, {𝑥𝑖}𝑁𝑖=1 the images and {𝑦𝑖}𝑁𝑖=1 the class they
belong to, also referred to as labels. In this case the dataset would be the union of the
subsets Train ( ′) and Test (). Where each subset has unique instances.

 =  ′ ∪ (3.1)
 ′ ∩ = ∅ (3.2)

As the names suggest,  ′ will serve to train the different models and  will serve
to analyze the performances after the training. However, in order to validate the model
during training, there has to be another subset in order to validate the performance of the
training. The Validation subset () is taken from  ′, thus creating two new subsets, one
for the actual training  and one for validating  .
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 ′ =  ∪  (3.3)
This means that:  =  ′ ∪ =  ∪  ∪ (3.4)

 ∩ = ∅, ∩ = ∅,  ∩  = ∅ (3.5)
Usually  is divided in a way that  comprises 80%,  10% and  the remaining

10%. This dataset is already divided into  ′ and , with  being around 9.7% of  (715
images out of 7348). By splitting  ′ by 90% for  (5970 images) and 10% for  (663
images),  results in 9% of .

3.1 Preprocessing
The state of the art libraries for machine learning development (such as Pytorch and
TensorFlow) count with built-in techniques to prepare datasets in order to feed them to
the models. Many of these datasets are readily available online to download and the
libraries provide easy ways to access them. In the case of image processing, the vision
package of pytorch, torchvision, provides typically used datasets to download. The
example code in Listing 1 shows how with three lines of code the MNIST[45]1 dataset is
downloaded to the specified directories and split into train and validation.
Listing 1 Example on how to download the MNIST dataset

import torchvision

ds_train = torchvision.datasets.MNIST(
root='datasets/MNIST/train/',
train=True,
download=True

)
ds_val = torchvision.datasets.MNIST(

root='datasets/MNIST/val/',
train=False,
download=True

)

With these lines of code the images are available for use in the form of a subclass
of torch.utils.data.Dataset. However, the use of custom datasets is cru-
cial for Machine Learning, thus pytorch offers a simple way to define these datasets.
In order to do so, it is necessary to create a class that inherits from the abstract class
torch.utils.data.Dataset and implements the methods __len__ and __getitem__.
As the name of the methods suggest, the first one should return the number of items in
the dataset and the second should return an item corresponding to the index passed to it.
For this method, the loading and handling of the data must be done by the user.

1MNIST(Modified National Institute of Standards and Technology) contains grayscale images of
handwritten numbers.
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As with the ready to use datasets, the torchvision package provides a solution to
handle the data and create a custom dataset automatically either for generic files with the
class DatasetFolder or explicitly for images with ImageFolder which inherits
from DatasetFolder.

When creating an object of the DatasetFolder class, the following parameters
have to be provided:

• root(string) - Root directory path.
• loader(callable) - A function to load a sample given its path.
• extensions(tuple[string]) - A list of allowed extensions. Both extensions and

is_valid_file should not be passed.
• transform(callable, optional) - A function/transform that takes in a sample and

returns a transformed version. E.g, transforms.RandomCrop for images.
• target_transform(callable, optional) - A function/transform that takes in the target

and transforms it.
• is_valid_file - A function that takes path of a file and checks if the file is a valid

file (used to check of corrupt files) both extensions and is_valid_file should not be
passed.

The parameter root should specify the path to a directory like the one shown in
Figure 3.2, which already divides the different classes into sub-folders. It must also be
taken into consideration that this is a generic solution for every type of file defined in
either the extensions or the is_valid_file parameters, thus a way to read the
files from the directories must be specified within the loader parameter. Since this
project deals only with images, the subclass ImageFolder handles the loading of the
images and has a predefined list of allowed extensions. These are the parameters for
ImageFolder2:

• root (string) – Root directory path.
• transform (callable, optional) – A function/transform that takes in an PIL image

and returns a transformed version. E.g, transforms.RandomCrop

• target_transform (callable, optional) – A function/transform that takes in the
target and transforms it.

• loader (callable, optional) – A function to load an image given its path.
• is_valid_file – A function that takes path of an image file and checks if the file is a

valid file (used to check of corrupt files)
2The scope of this project is for it to be reproducible with other objects within the ZDMP, hence the

importance to explain how to create the corresponding dataset objects.
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As the description of the parameters show, only the path is needed to create a valid
dataset. The optional parameters allow for a customized preprocessing of the dataset
when loading it, either by the way the data is loaded, the filtering of undesired data or by
applying transformations to the images.

Transform refer to a set of common image transformations that either prepare the
data to fit the needs of the models or distort the data, thus creating new versions of the
original data. This technique is further discussed in Data Augmentation.

Neural Networks work usually with floating-point data as input, showing best training
performance when ranging from 0 to 1 or -1 to 1. Typically the original pixel values
range from 0 to 255, so they have to be adjusted to either range mentioned. Ioffe and
Szegedy [19] proposed a way to reduce the internal covariance shift by normalizing each
training mini-batch inside the model architecture as Algorithm 2 shows.
Algorithm 2 Batch Normalization [19]

Input: Values of 𝑥 over a mini-batch:  = {𝑥1...𝑚};
Parameters to be learned: 𝛾 , 𝛽

Output: {𝑦𝑖}

𝜇 ←
1
𝑚

𝑚∑
𝑖=1

𝑥𝑖

𝜎2 ←
1
𝑚

𝑚∑
𝑖=1

(𝑥𝑖 − 𝜇)2

𝑥𝑖 ←
𝑥𝑖 − 𝜇√
𝜎2 + 𝜖

𝑦𝑖 ← 𝛾𝑥𝑖 + 𝛽

The first steps are to get the mean (𝜇) and variance (𝜎2) for the input batch . Then
each datapoint 𝑥𝑖 is normalized by shifting it by 𝜇 towards zero mean and dividing it by
the sqare root of 𝜎 plus a constant 𝜖 resulting in new normalized datapoints 𝑥𝑖. These
new 𝑥𝑖 are then used to train the parameters 𝛾 and 𝛽. Usually the constant 𝜖 is a small
number for numerical stability that can be neglected, approximating the denominator to
the standard deviation 𝜎.

If the full training subset  is available, 𝜇 and 𝜎 can be determined and used to
normalize the full dataset . These normalizing values can be used not only for training,
but also during validating, testing and in production. It is important to mention that only
the training data  and not the validation  or testing data  are to be used in order to
avoid data leakage [46].

Another option is to used readily available 𝜇 and 𝜎 values from large datasets, provided
they belong to a pertinent dataset. ImageNet [47], for example is composed of millions
of images of natural scenes, such as animals, household items and food. The normalizing
values are as follow:

• 𝜇𝐼𝑚𝑎𝑔𝑒𝑁𝑒𝑡: 0.485, 0.456, 0.406
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• 𝜎𝐼𝑚𝑎𝑔𝑒𝑁𝑒𝑡: 0.229, 0.224, 0.225
For each channel RGB respectively. For the case of the MNIST dataset, which has

grayscale images of handwritten numbers, the values are:
• 𝜇𝑀𝑁𝐼𝑆𝑇 : 0.1307
• 𝜎𝑀𝑁𝐼𝑆𝑇 : 0.3081
Since the casting dataset in question is very specific and  is available, it makes sense

to work out the corresponding values. For  the values are:
• 𝜇 : 0.5643
• 𝜎 : 0.2386
Figure 3.3 shows the pixel distribution along the different grayscale values before

normalizing the data for the subset  . It also shows the original 𝜇 and 𝜎 before dividing
by 255. If the same diagram was plotted for the MNIST dataset, the expected result
would be two big bars, one at position 0 and one at 255, since the dataset consists of a
dark background and a white number, and then some orders of magnitude lower the rest
of values. Whereas here we clearly see a dark concentration of pixels for the center of
the pump impellers and then a larger consolidation at higher values for the different tones
that make up the rest of the objects as well as the background.

Figure 3.3: Grayscale Histogram for training subset  of the Casting Dataset

3.2 Data Augmentation
An under-trained model tends to over-generalize (underfitting), whereas a model exten-
sively trained to perform one task is prone to under-generalize (overfitting) [48]. Thus,
overfitted models tend to perform well on the training set and very poorly on unseen data
[49].

One of the main reasons that overfitting occurs is due to noise learning [50]. An
example of this would be an architecture trained to predict the ages of different images of
faces. A good fit would try to look at signifiers like wrinkles, gray hair, hairstyle, clothing,
etc. An overfitted model would remember each person and their age [24]. Machine
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Learning architectures have grown larger in size, which results millions of parameters
to be trained, thus making it easier to remember each input and which output it should
generate.

There are many approaches to avoid overfitting, such as early stopping, noise reduction,
regularization and expansion of the dataset. The expansion of the dataset might be done
either through the acquisition of more datapoints or the creation of new ones artificially
based on the existing ones. This last element is also called data augmentation [50]. The
main goal of data augmentation is to synthetically increase the training set size beyond
what the model is capable of memorizing, thus generalizing [24].

For Machine Vision there are many standard techniques used to augment the data with
common image transformations such as position augmentation and color augmentation.

Figures 3.4(b) to 3.4(i) show examples of position augmentation and Figures 3.4(j)
to 3.4(k) show examples of color augmentation on the casting dataset. Some of these
examples have been exaggerated to emphasize how they affect the original image.

(a) Original (b) Scale (c) Crop (d) Horizontal Flip

(e) Vertical Flip (f) Padding (g) Rotation (h) Translation

(i) Shear (j) Brightness (k) Saturation
Figure 3.4: Typical positional transformations
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4 Training and Fine Tuning the Models
for Image Classification

Up until now, the dataset and also the architectures used in this project have been intro-
duced . This section will go step by step explaining how the architectures are trained to
classify the images.

First, this section shows how the models are loaded for the training. Then, the loss
is introduced. This will be the criteria to minimize in order to determine how well the
model is performing. Then the optimizer is explained to know how the model is guided
into a better performance (thus, minimizing the loss) and finally the actual steps taken
during training are described. Here, the resulting values of training, validation and testing
are also presented.

4.1 Creating/Loading the models
The Luna model comes from the book Deep Learning with PyTorch by Stevens et al.
[24]. This model was originally designed to detect nodules in three-dimensional data of
CT scans of lungs. Thus, by modifying the architecture to analyse two-dimensional data,
there are no pretrained weights available that can be used to initialize the model and then
fine tune for the specific task.

This model, its dependencies and its constructor have been defined inside the reposi-
tory for this project. In order to create a Luna model, either this library has to be imported,
or the architecture must be copied. Since this is the only model trained from scratch, it
was trained for 50 epochs.

The rest of the models have been part of publications which have trained their ar-
chitecture on the ImageNet dataset. For many of these architectures, there are several
sources to get pretrained weights from (e.g. torchvision, timm, huggingface, kaggle).
The main intent was to use torchvision as the only source of pretrained weights, however,
not all of them are available on torchvision.

The model that is not available on torchvision is DINO. This model has to be loaded
from the main source (facebookresearch). Even other libraries such as huggingface load
the pretrained weights from this github repository. The workflow to get this model with
its weights does not deviate from the other pretrained models.

Listing 2 shows an example to load a pretrained model from torchvision. This process
is similar with the other libraries, where with a single line of code, the model with
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the pretrained weights is loaded. For the model to work with this binary classification
problem, the last layer has to be adjusted to converge to only two outputs. How this last
layer is accessed will depend on the architecture.

Listing 2 Example on how to load a pretrained model from torchvision:v0.13.0

model = torchvision.models.efficientnet_v2_s(
weights="EfficientNet_V2_S_Weights.IMAGENET1K_V1"

)
model.classifier = torch.nn.Linear(1280, 2)

Number of parameters per model
Each architecture is different, thus having a different number of parameters to be tuned.
Table 4.1 shows the amount of parameters per model after adjusting them to the right
amount of classes in the output layer.

Model Number of parameters
Luna 115 K
AlexNet 57.0 M
ResNet18 11.2 M
EfficientNetV2 20.2 M
ConvNext 27.8 M
Vision Transformer 85.8 M
Swin Transformer 27.5 M
DINO 21.7 M

Table 4.1: Number of parameters per model

4.2 Loss
In order to observe how well the model is learning, a way to describe its performance is
needed. There are many ways to compute this deviation between the ground truth and the
prediction, where these functions return a distance metric. The function used depends on
the specific implementation.

This is then used as a way to guide the model into better performance. The one used
for this classification is the Cross Entropy Loss function. Since there are only two classes
(Defective & Ok), the mathematical function automatically turns into a Binary Cross
Entropy Loss function.

Cross Entropy
Cross Entropy Loss is defined by Equation 4.1, where �̂�𝑖 represents the prediction and 𝑦𝑖the ground truth for the 𝑖𝑡ℎ class and 𝑁 is the total number of possible classes.
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𝐶𝐸 = −
𝑁∑
𝑖=1

𝑦𝑖 ⋅ 𝑙𝑜𝑔
(
�̂�𝑖
) (4.1)

Knowing that 𝑦 is a one-hot encoded vector, means that every class is 0 except for
the class 𝑖 that is currently being evaluated, which is 1. This eliminates every 𝑙𝑜𝑔(�̂�𝑖) that
does not correspond to the class 𝑖.

As already mentioned, there are only two classes for this task, thus rewriting the
equation delivers the formula for the Binary Cross Entropy Loss.

𝐵𝐶𝐸 = −
[
𝑦1 ⋅ 𝑙𝑜𝑔

(
�̂�1
)
+ 𝑦2 ⋅ 𝑙𝑜𝑔

(
�̂�2
) ] (4.2)

Provided that the probability �̂� has been normalized (via softmax or similar), the
probability for one class will be 100% minus the probability of the other class. Taking 𝑦
and �̂� as the ground truth and prediction respectively for a given image, the equation can
be rewritten as follows:

𝐵𝐶𝐸 = −
[ 𝐹 𝑖𝑟𝑠𝑡𝑐𝑙𝑎𝑠𝑠
⏞⏞⏞⏞⏞⏞⏞
𝑦 ⋅ 𝑙𝑜𝑔 (�̂�) +

𝑆𝑒𝑐𝑜𝑛𝑑𝐶𝑙𝑎𝑠𝑠
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞
(1 − 𝑦) ⋅ 𝑙𝑜𝑔 (1 − �̂�)

] (4.3)
For a batch of images , each individual loss 𝓁𝑗 is computed and the result is then

averaged.

𝓁 (�̂�, 𝑦) = 𝑚𝑒𝑎𝑛
(
{𝓁1, ...,𝓁𝐵}𝑇

)
, where 𝓁𝑗 = 𝐵𝐶𝐸

(
�̂�𝑗 , 𝑦𝑗

) (4.4)

Other examples of Loss functions that can be used, are Mean Squared Error, Mean
Absolute Error, Huber Loss, etc. The framework used here allows the creation of an
instance of the class torch.nn.modules.loss.CrossEntropyLoss, which can then be used
to compute the loss between a prediction (�̂�) and the corresponding ground truth (𝑦) as
shown on Listing 3.

Listing 3 Pytorch Implementation: Cross Entropy Loss

import torch

# Creation of the CrossEntropyLoss iinstance
criterion = torch.nn.CrossEntropyLoss()

# Random values for the example
�̂� = torch.randn(3, 5, requires_grad=True)
𝑦 = torch.empty(3, dtype=torch.long).random_(5)

# Cross Entropy Loss computation
output = criterion(�̂�, 𝑦)
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4.3 Optimizer
Once the error is computed, the model needs a way to interpret this in order to update
its parameters and head into the right direction. The direction taken will determine how
well the model will improve, if it does improve. As in any optimization task, the goal
is to find the parameters that minimize the objective function. For the case of ML, the
objective function refers to the loss function and the goal is to minimize it.

Here is a step by step description of how the used optimizer in this project (Adam)
was developed by Kingma and Ba [51] using previous works.

4.3.1 Gradient Descent
Given a starting point for the parameters (𝜃) of the network, the gradient (∇) of the
objective function (𝐽 (𝜃)) is computed. This leads to the direction which will have the
biggest effect on the function. The parameters are then updated in the negative direction
of the gradient by a single step (𝜂). This process is then repeated until the improvement of
the steps falls inside a certain threshold (𝜖). The size of the step taken is called learning
rate [52, 53].
Algorithm 3 Gradient Descent [52]

𝜃𝑐 ← Initial Values;
𝜃𝑛 ← 𝜃𝑐 − 𝜂∇𝜃𝐽𝜃(𝜃𝑐);
while ‖𝐽 (𝜃𝑛) − 𝐽 (𝜃𝑐)‖ > 𝜖 do

𝜃𝑐 ← 𝜃𝑛;
𝜃𝑛 ← 𝜃𝑐 − 𝜂∇𝜃𝑓𝜃(𝜃𝑐);

end while

In order to make a robust decision of where the gradient is pointing, a batch of samples
is taken into consideration and the result is averaged among the resulting gradients. This
is also known as Batched Gradient Descent [53].

4.3.2 Learning Rate
The learning rate (in combination with other parameters of the optimizer such as the
magnitude of the gradient) defines how much the parameters change in each step taken
while searching for the minimum loss. Usually, the learning rate is chosen ad-hoc [52].

If the learning rate is too small, it will take many steps for it to reach its destination,
delaying the learning process. However, if the learning rate is too large, it can miss
the minima due to overshooting, thus circling back and forth around it. Therefore, the
learning rate can also be adaptive, changing the step size accordingly to speed up the
converging process [54].

4.3.3 Stochastic Gradient Descent (SGD)
An issue of Gradient Descent (GD) is when encountering local minima. The initialization
of the parameters will determine where the optimization will stop. Depending on where
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its parameters are initialized, the gradient will move them in the direction of minimum
loss, regardless of local or global minima. [55]

Machine learning architectures have many parameters that will determine the predic-
tion which is then fed to the loss function. This high-dimensionality makes it impossible
to plot and extremely hard to analyze and determine the positioning of the global minima
[52].

As the name suggests, a stochastic fluctuation is introduced by using each sample to
update the parameters, instead of an entire batch. This leads to oscillations, which can
help overcome local minima and search for a global one [53].

Figure 4.1: Stochastic Gradient Descent vs Gradient Descent 1

Figure 4.1 shows the main difference between SGD and GD. Here, the black lines
denote equal elevation and the black cross is the location of the minima for this concave
shape. For GD, the path shown with the red line follows a straight trajectory, whereas
SGD shows an erratic movement. Also, it can be seen that SGD requires more steps to
converge, however, each step takes less time to compute, as it depends on single inputs
and not entire batches to update the parameters [53].

4.3.4 Adagrad
Duchi et al. [56] proposed modifying SGD by adapting the learning rate of the parameters
depending on their update frequency. Thus, having greater learning rates for infrequent
parameters and smaller rates for frequent ones [53].

This helps sparse features which seldomly update their corresponding parameters.
Without this, frequent parameters might converge quickly before the infrequent have had
a chance to update enough.

1Image taken from: https:\/\/datascience-enthusiast.com\/DL\
/Optimization_methods.html
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Algorithm 4 Adagrad [56, 53]
𝑡 ← 1;
𝐺0 ← Zeros;
𝜃0 ← Initial Values;
𝑔𝑡,𝑖 ← ∇𝜃𝐽 (𝜃0,𝑖);
𝐺𝑡 ← 𝐺0 + 𝑔2𝑡 ;
𝜃𝑡 ← 𝜃𝑐 −

𝜂√
𝐺𝑡+𝛿

× 𝑔𝑡;
while ‖𝐽 (𝜃𝑡) − 𝐽 (𝜃𝑡−1)‖ > 𝜖 do

𝑡 ← 𝑡 + 1
𝑔𝑡,𝑖 ← ∇𝜃𝐽 (𝜃𝑡,𝑖);
𝐺𝑡 ← 𝐺𝑡−1 + 𝑔2𝑡 ;
𝜃𝑡 ← 𝜃𝑡−1 −

𝜂√
𝐺𝑡+𝛿

× 𝑔𝑡;
end while

Where 𝜃𝑡 represents all of the parameters at iteration 𝑡, 𝑔𝑡 the gradient with respect
to the parameters, 𝐺𝑡 is a matrix containing the sum of the squares of past gradients
along the diagonal, 𝜂 is the learning rate, 𝜖 is a small value to avoid zero division and 𝜖
is the threshold to stop iterating. Variables with the subindex 𝑖 refer to per-parameter
operations. Meaning that 𝑔𝑡,𝑖 ← ∇𝜃𝐽 (𝜃𝑡,𝑖) results in each gradient being computed per
parameter and stored in its corresponding variable [53].

4.3.5 Adadelta
Zeiler [57] improved Adagrad by limiting the amount of past gradients stored in 𝐺.
Storing all of the previous squared gradients for a window of size 𝑤 is inefficient, thus
the accumulation is proposed as exponentially decaying. This exponentially decaying
running average (𝐸[𝑔2]𝑡) allows for further optimization without the updating parameters
decaying too quickly due to the rapid growth of 𝐺𝑡 in frequent parameters [53].

𝐸[𝑔2]𝑡 = 𝛾𝐸[𝑔2]𝑡−1 + (1 + 𝛾)𝑔2𝑡 (4.5)

Algorithm 5 Adadelta [57, 53]
Require: Decay rate: 𝛾 , Constant 𝜖
Require: Initial Parameter: 𝜃1

𝐸[𝑔2]0 ← 0;
𝐸[Δ𝜃2]0 ← 0;
for 𝑡 = 1 ∶ 𝑇 do

𝑔𝑡,𝑖 ← ∇𝜃𝐽 (𝜃𝑡,𝑖);
𝐸[𝑔2]𝑡 ← 𝛾𝐸[𝑔2]𝑡−1 + (1 + 𝛾)𝑔2𝑡
Δ𝜃𝑡 ← −𝑅𝑀𝑆[Δ𝜃]𝑡−1

𝑅𝑀𝑆[𝑔]𝑡
𝑔𝑡;

𝐸[Δ𝜃2]𝑡 ← 𝛾𝐸[Δ𝜃2]𝑡−1 + (1 + 𝛾)Δ𝜃2𝑡
𝜃𝑡+1 ← 𝜃𝑡 + Δ𝜃𝑡

end for
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Where

𝑅𝑀𝑆[𝑔]𝑡 =
√

𝐸[𝑔2]𝑡 + 𝜖 (4.6)
For this method, it must also be mentioned that it does not require a learning rate (𝜂)

as the previous methods did.

4.3.6 Root Mean Square Propogation (RMSprop)
During the same period where Adadelta was being developed, RMS was proposed by G.
Hinton2 independently but was not published. Here the equations are almost identical to
Adadelta [53].

𝐸[𝑔2]𝑡 = 𝛾𝐸[𝑔2]𝑡−1 + (1 − 𝛾)𝑔2𝑡 (4.7)

𝜃𝑡+1 = 𝜃𝑡 −
𝜂√

𝐸[𝑔2]𝑡 + 𝜖
𝑔𝑡 (4.8)

4.3.7 Adam
Adaptive Moment Estimation (Adam) [51] also uses adaptive learning rates per parameter.
Similarly to Adadelta and RMSprop, it stores the exponentially decaying average of
previous squared gradients (𝑣𝑡). Additionally, the exponentially decaying average of
previous gradients (𝑚𝑡) is stored, similarly to momentum [53].

𝑚𝑡 = 𝛽1𝑚𝑡−1 + (1 + 𝛽1)𝑔𝑡 (4.9)

𝑣𝑡 = 𝛽2𝑣𝑡−1 + (1 + 𝛽2)𝑔2𝑡 (4.10)
These represent the estimates for the first (𝑚𝑡) and second (𝑣𝑡) moment of gradients. In

order to counteract a bias towards zero, the estimates are computed as shown in equations
4.11 and 4.12.

�̂�𝑡 =
𝑚𝑡

1 − 𝛽 𝑡
1

(4.11)

𝑣𝑡 =
𝑣𝑡

1 − 𝛽 𝑡
2

(4.12)

These values are then used in order to determine the updated parameters (𝜃𝑡+1) as:

𝜃𝑡+1 = 𝜃𝑡 −
𝜂√

�̂� + 𝜖�̂�
(4.13)

As shown in Figure 4.2, Adam shows the best performance.
2http://www.cs.toronto.edu/$\sim$tijmen/csc321/slides/lecture_

slides_lec6.pdf

45

http://www.cs.toronto.edu/$\sim $tijmen/csc321/slides/lecture_slides_lec6.pdf
http://www.cs.toronto.edu/$\sim $tijmen/csc321/slides/lecture_slides_lec6.pdf
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Figure 4.2: Optimizers comparison with neural networks using dropout stochastic regu-
larization on the MNIST dataset. [51]

Pytorch handles the optimization of parameter through an Optimizer object bound to
the parameters of the model to optimize. Listing 4 shows how this is done.

Listing 4 Pytorch Implementation: Adam Optimizer

import torch

# Creation of the Adam Optimizer instance
optimizer = torch.optim.Adam(model.parameters(),

lr=2e-5,
weight_decay=2.5e-4
)

4.4 Training Steps
In order for the model to train, we need to actually define a loop that takes care of
computing the loss and updating the parameters. For this purpose we can divide the
training in each iteration into two crucial parts, the forward and the backward step.
Also, in order to make sure that the training is working, validation is done to verify the
performance of the model with "unseen" images.

Referring back to Equations 3.1 to 3.5 it can be seen that a Subset of the dataset 
has been set aside for training  and another for validation  .
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4.4.1 Training
During training, the subset  is used in batches. This helps parallelize the process,
making better use of the resources, while also helping the optimizer converge faster than
using single images. Using the whole subset  once is called an epoch. The architecture
can be trained for many epochs until it reaches the desired level of accuracy3.

Forward Step
In the forward step, a batch of images from  is run through the architecture. This process
yields an output which corresponds to the prediction of the model for each image. This
process is also called forward propagation. This being a classification problem, the result
can be in the form of logits or smoothed into probabilities using softmax or something
similar.

During this process the frameworks collects the gradients making sure to follow the
chain of operations done to the input. The framework used in this project is pytorch.
Pytorch takes care of tracking the gradients with torch.autograd. This will be needed for
the backward step.

Backward Step
After passing the image through the model in the forward pass, the loss must be computed
for each result of each image in the batch. Typically the mean loss of the batch is used, but
there are other ways it can be used, such as the sum or the median. The loss determines
how acceptable the results are and also help determine how each of the parameters has
influenced the results.

As mentioned in the forward step, while using pytorch, the framework takes care of
computing the derivatives during the forward propagation and collects these gradients to
use during the backward propagation4.

The optimizer is then responsible for taking the computed gradients and update the
parameters of the model. If a model is being trained from scratch, then every parameter
will be updated. However, if transfer learning is being performed, then the amount of
parameters updated during the backward propagation will depend on the strategy used.

During transfer Learning, the initial weights of the parameters correspond to a previous
training on a large dataset. Figure 4.3 shows the different possible ways to adjust a
pretrained model. Strategies one and two correspond to fine tuning and strategy number
three is also referred to as feature extraction. In feature extraction, the pretrained model
is used as a backbone and only the classifier is adjusted in order to correctly classify the
data. In fine tuning, the unfrozen weights can be adjusted as well, thus changing the
pretrained information.

In other words, a strategy needs to be chosen. The weights are frozen or unfrozen
according to the strategy. Then during backpropagation only the unfrozen weights are
updated according to the optimizer.

3Or whatever metric is being used to determine the performance of the model.
4Frameworks like pytorch require that the gradients are manually reset to zero after using them to

update the parameters. If this is not done, the gradients will be accumulated over the course of multiple
batches, which might be desirably for Recurrent Neural Networks.
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Figure 4.3: Training strategies for transfer learning [58].

Sali et al. [58] present a graphical representation for choosing the right strategy
according the dataset analyzed. For manufacturing datasets, it is very common to have a
small number of images and they will most likely be dissimilar to other datasets that have
publicly available pretrained weights. This is also the case for the present problem, thus
positioning the proposed strategy in the third quadrant, where some layers are frozen, but
the majority remain unfrozen. There is a high uncertainty as to how much of the model
has to be frozen.

Our proposal for the training strategy is to retrain the entire model with a smaller
learning rate, even if the dataset has a small number of images and the images are
dissimilar to the original dataset used for pretraining the weights. A typical learning rate
value used with the Adam optimizer is 0.001. The learning rate used here is 2 ⋅ 10−5.

In order to compare the results and see if there is an improvement with respect to the
other strategies, this work was performed for every model using frozen, partially frozen
and unfrozen pretrained weights5. For the partially frozen weights, the first third of all
the layers were frozen as suggested by Figure 4.4.

Figure 4.4: Decision map for fine tuning pretrained models [58].
5Where the pretrained weights are available. The Luna architecture was used to compare a small model

trained from scratch, rather than using transfer learning, since there are no pretrained weights available.
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Listing 5 Pytorch Implementation: Train Loop

import torch

# Define the model
model = MODEL

# Define loss and optimizer
criterion = torch.nn.CrossEntropyLoss()
optimizer = torch.optim.Adam(mode.parameters(), lr=2e-5,

weight_decay=2.5e-4)↪

# Training loop
for epoch in range(max_epochs):

for images, labels in train_dataloader:
# Ground Truth and prediction
𝑦 = labels
�̂� = model(images)

# Reset the parameter gradients
optimizer.zero_grad()

# Compute loss
output = criterion(�̂�, 𝑦)
output.backward() # Backward propagation

# Update the parameters
optimizer.step()

As previously mentioned, different training strategies were used for comparison. The
following sections (training, validating and testing results) show only the results corre-
sponding to fine tuning unfrozen pretrained weights. The section "Metric Comparison:
Frozen vs Partially Frozen vs Unfrozen" in the appendix shows a more complete analysis,
comparing the different training strategies for every model.

4.4.2 Training results
The different models were trained on the training subset  . Table 4.2 shows the final
results for the different models using different metrics. There is a quick recap on the
Metrics used at the end of this section if needed. These metrics are computed during the
training loop using the ground truth and the predictions done by the model.

As mentioned before, in the annex are tables comparing the results for the different
training strategies. The results shown here correspond only to the strategy proposed here,
by fine tuning every parameter.
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Training - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

Luna 91.22 90.93 91.22 91.06 33.18 ⋅ 10−2
AlexNet 97.87 97.81 97.87 97.84 7.39 ⋅ 10−4
ResNet18 98.76 98.63 98.76 98.69 4.86 ⋅ 10−4
EfficientNet 98.23 98.21 98.23 98.22 12.94 ⋅ 10−4
ConvNext 98.98 98.94 98.98 98.96 1.97 ⋅ 10−4

ViT 98.97 98.90 98.97 98.93 2.12 ⋅ 10−4
Swin Transformer 98.60 98.57 98.60 98.58 1.92 ⋅ 10−4
DINO 99.07 99.01 99.07 99.04 51.91 ⋅ 10−4

Table 4.2: Training metrics

Table 4.3 shows the time needed to train the different models over all layers.
Epochs Time Time/Epoch

Luna 50 1h 29m 14s 1m 47s
AlexNet 6 49m 42s 8m 17s
ResNet18 6 13m 50s 2m 18s
EfficientNet 6 12m 44s 2m 07s
ConvNeXt 6 25m 51s 4m 19s
ViT 6 13m 32s 2m 15s
Swin Transformer 6 10m 06s 1m 41s
DINO 6 22m 55s 3m 49s

Table 4.3: Training time

After training all of the models with the different strategies, the cosine similarity
between the fully frozen and the unfrozen models was computed. For this, all the
parameters of every model were vectorized and compared between the different training
strategies.

Cosine Similarity to Unfrozen Fine Tuned Weights
Random

Initialization
(%)

Fully Frozen
Pretrained Weights

(%)
Partially Frozen

Pretrained Weights (%)
AlexNet 0.003 82.41 95.69
ResNet18 23.43 99.76 99.72
EfficientNet 34.11 99.98 99.99
ConvNeXt 29.95 97.40 99.56
ViT 9.67 96.80 97.92
Swin Transformer 21.11 98.64 99.78
DINO 34.83 99.94 99.99

Table 4.4: Cosine Similarity between unfrozen fine tuned weights and
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4.4.3 Validating results
After each epoch, the performance of the model is verified. In order to do this, the model
has to interact with images that have not been used during training. For this purpose the
Subset for validation  of the Dataset  is used.

The process of validation looks very similar to the training. Batches of images (from
another non-overlapping subset of ) are passed through the model. This yields outputs
which are then used in the loss function to determine how good the model is performing.

The main difference is that the gradients are not computed and are not back propagated
with the optimizer. This ensures that the model does not remember the image.

The main purpose of validating is making sure that the model is generalizing and not
overfitting to the training data. If the model tends to perform exceptionally well on the
training data but poorly on the validating one, then the model is overfitting. This might
be a good place to stop the training

When training and validating, there are other metrics that can be used in order to
determine how good the model is performing.

Table 4.5, shows the performances during the final epoch of training on the validation
subset ().

Validation - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

Luna 91.35 90.49 91.35 90.77 33.07 ⋅ 10−2
AlexNet 98.17 97.62 98.17 97.86 8.38 ⋅ 10−3
ResNet18 99.13 98.98 99.13 99.05 9.79 ⋅ 10−3
EfficientNet 99.51 99.32 99.51 99.41 8.59 ⋅ 10−3
ConvNext 99.19 99.32 99.19 99.25 4.55 ⋅ 10−3

ViT 99.39 99.18 99.39 99.28 3.07 ⋅ 10−3
Swin Transformer 99.21 99.05 99.21 99.13 10.95 ⋅ 10−3
DINO 99.21 99.89 99.21 99.08 6.60 ⋅ 10−3

Table 4.5: Validation metrics

4.4.4 Testing results
After training and validation, these trained models were used with the test subset .
While training and validating are done on the same loop (sharing the number of epochs),
the testing is done afterwards. The testing loop is done with the same principle, selecting
batches of the subset, getting the predicted output from the model and computing the loss
and other metrics.
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Testing - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

Luna 99.41 98.69 99.41 98.92 32.11 ⋅ 10−2
AlexNet 99.80 99.58 99.80 99.67 7.37 ⋅ 10−3
ResNet18 99.80 99.59 99.80 99.67 10.47 ⋅ 10−3
EfficientNet 99.80 99.59 99.80 99.67 10.58 ⋅ 10−3
ConvNext 99.89 99.81 99.89 99.84 6.38 ⋅ 10−3

ViT 99.80 99.59 99.80 99.67 8.20 ⋅ 10−3
Swin Transformer 99.80 99.59 99.80 99.67 12.50 ⋅ 10−3
DINO 99.70 99.40 99.70 99.52 13.52 ⋅ 10−3

Table 4.6: Test metrics

As it can be seen on Tables 4.2, 4.5 and 4.6, all of the models have great performances
in every metric during training, validating and testing.

4.5 Metrics
Here is a quick recap on the metrics used here to quantify the performances. If the reader
is familiar with them, then feel free to skip to the next section.

Metrics are needed to quantify the models. They help determine how performant
they are and see what the strengths and weaknesses of each model are. Here is a short
description of the metrics used in this work6. The following table shows the possible
combinations between the ground truth and the prediction (classification) given by the
model. In statistics the false positive term is denoted as type I error and false negative as
type II.

Predicted
Negative Positive

Actual Negative True Negative (TN) False positive (FP)
Positive False Negative (FN) True Positive (TP)

Table 4.7: Relation between atcual labels and predicted ones

4.5.1 Accuracy
Accuracy is a metric that evaluates how many times the model is correct with respect to
the entire dataset.

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁

(4.14)
6Here is a blog with metrics listed and explained: https://tinyurl.com/3aur8yhe https:

//tinyurl.com/4d7z9u8d
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4.5.2 Precision
Precision reflects how good the model is at performing a specific task. This metric is also
known as specificity.

𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(4.15)

However, the number of predictions made is irrelevant. The worst case scenario
for this metric is cherry picking only the most certain values as positive, avoiding false
positives, at the expense of predicting many actual positive values as being negative.

4.5.3 Recall
In contrast, recall ensures to not miss any actual positive inputs. This metric is also
referred to as sensibility.

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

(4.16)

The worst case scenario for this metric is classifying everything as positive, regardless
of the false negatives that it might predict.

4.5.4 F1-Score
As a way to counteract the shortcomings of both precision and recall, Rijsbergen [59]
introduced a metric that uses both of them.

The general equation for the 𝐹𝛽-Score has the parameter 𝛽, which influences how the
precision and recall influence the result.

𝐹𝛽 = (1 + 𝛽2) ⋅ 𝑝 ⋅ 𝑟
𝛽2 ⋅ 𝑝 + 𝑟

(4.17)

Using 𝛽 as 1 results in an equal distribution between precision and recall.

𝐹1 =
2 ⋅ 𝑝 ⋅ 𝑟
𝑝 + 𝑟

(4.18)

Figure 4.5 shows a visual representation of an equal distribution between precision
and recall when using 𝛽 = 17.

7https://andersource.dev/2019/09/30/f-score-deep-dive.html has a great vi-
sualizer, where beta can be modified to see the effect it has on the curve.
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4. TRAINING AND FINE TUNING THE MODELS FOR IMAGE CLASSIFICATION

Figure 4.5: Visualization of the F1 score

This metric penalizes wrongful detection (precision - FP) and the lack of detection
of positive inputs (recall - FN) equally. A model which makes few mistakes predicting
positive inputs and also misses few actual positives will score highly in this metric.

4.5.5 Intersection over Union (IoU)
This metric is used in object detection to determine how much overlap exists between
the actual location of the object within the image and the predicted location. As the
name suggests, the formula consists of dividing the intersection by the union. This is also
known as the Jaccard Index.

𝐼𝑜𝑈 = Intersection
Union = (4.19)

This section explained the necessary steps to train/fine tune the different models. This
was then used to train the different models and to do the corresponding validation during
training and testing afterwards. It was shown that all of the models used achieved near
perfect performances across the different metrics used.

Even though the validation and testing could be enough to accept a model as working
correctly, this thesis wanted to explore if the models were learning to actually detect the
defects on the images. The next section focuses on explaining a visual inspection of the
models, in order to determine the relevance of the defects during the classification.

54



5 Evaluation: Interpreting the predic-
tions of defective images

Interpretability attempts to dissect these models in such a way that they can be understood
by a person. Rather than treating the models as a black box, characteristic features that
determine which class is being selected are extracted in order to clearly visualize where
the architecture focuses and if they actually learn to detect the defects present on the
images [60].

An often cited example of the necessity for the understanding of classifiers is given by
Ribeiro et al. [61]. One of the examples used here is the classification of images between
wolves and huskies. After training their model, they examined the model and found that
the model was only focusing on whether there was snow present on the image or not
(snow=wolf, no snow=husky).

This section explains the different methods used to interpret the architectures for CNN
and for Transformers. These methods are the ones used to determine if the architectures
have indirectly learned to localize the defects. In order to quantify the influence of the
defects towards the correct classification of defective images, a ground truth is needed.
When the actual location of the defects is not present, they have to be manually annotated
to have a ground truth to compare to. Here, the annotation is presented, followed by the
interpretations of the various models.

5.1 Annotation of defects
This project consists of a weakly supervised dataset, where only the labels of the images
are provided and not the location of where the defects are found on the image, they had to
be manually annotated. PixelAnnotationTool1 was used for the annotation of the images.

Figures 5.1(a) and 5.1(b) show an image of a defective iron casting with its corre-
sponding mask made manually using PixelAnnotationTool. The annotation was done
for the 453 images with defect of the Test () subset. In all of them, the defects were
highlighted with red, the casting with green and the background with purple.

On these images, it can be seen that the annotation of the defects is not perfect. The
annotation of the defects is very subjective, since the person annotating has to determine
which annotations are important enough to mark and which to leave. In this same example
we can see that on the lower part of the middle ring is a defect annotated, however on the

1The tool can be found here: https://github.com/abreheret/PixelAnnotationTool
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upper left side of the innermost ring are some irregularities that could also be selected as
such.

For the annotation, only some parts of the images are selected and the tool uses a
technique called "watershed" to decide which pixels belong to which label (background,
cast, defect). So, even though the annotation was done manually and the best effort was
made to select only the defects, the annotation is not perfect. This is something to be
taken into account when comparing the performances of the models with respect to the
annotated images.

(a) Defective iron casting. (b) Mask of defective iron casting.
Figure 5.1: Defective iron casting and its corresponding annotated mask. Image
(cast_def_0_221.jpeg) taken from the test subset ().

5.2 CNN
Many studies have addressed the need to visualize relevant features from CNNs by
highlighting the most relevant pixels for the prediction (e.g. [62, 63, 64, 65]), where
changes in intensity of said pixels might lead to a change in prediction. However, these
methods are not class specific.

5.2.1 CAM - Class Activation Map
Zhou et al. [66] proposed class activation maps as a way to visualize relevant features
of an input image with respect to the predicted class. Here the fully connected layers at
the end of the architecture are replaced by convolutional networks and global average
pooling. The network is then retrained to classify images with the new structure, where
each weight that is connected to the classification layer represents the importance of each
feature map in the global average pooling stage.
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5.2. CNN

Figure 5.2: CNN with global average pooling at the end for Class Activation Mapping
[66].

This can be described through the following equation, where 𝑌 𝑐 is the prediction 𝑌
for a given class 𝑐. The weights 𝑤𝑐

𝑘 correspond to the weights connecting each feature
map 𝐴𝑘 with the predicted class 𝑌 𝑐 . 𝐴𝑘

𝑖𝑗 refers to the activations of the feature map at the
location (𝑖, 𝑗). 𝑍 corresponds to the number of pixels in the feature maps.

𝑌 𝑐 =
∑
𝑘

𝑤𝑐
𝑘

⏟⏟⏟
class feature weights

globalaverage pooling
⏞⏞⏞⏞⏞⏞⏞
1
𝑍

∑
𝑖

∑
𝑗

𝐴𝑘
𝑖𝑗

⏟⏟⏟
feature map

(5.1)

The result is shown in Figure 5.2. Here, each feature map learns to distinguish certain
aspects of the image and the weights make sure to reference the correct class. Thus if a
different class was being inspected, other than the one shown on the image (Australian
terrier), then the only thing that would change would be the weights. The feature maps
remain the same.

The downside on this approach is having to manipulate the original architecture and
having to retrain it in order to get these results.

5.2.2 Grad-CAM - Gradient Class Activation Map
In order to bypass the modification and retrain of the network, Selvaraju et al. [5] proposed
a modified version of Class Activation Maps.

Through generalization of CAM they arrived at the conclusion that the necessary
values to compute a way to generate visual explanations are already present on the
architecture without the need for restructure or retraining.

𝐿𝑐
Grad-CAM = 𝑅𝑒𝐿𝑈

(∑
𝑘
𝛼𝑐
𝑘𝐴

𝑘

)
(5.2)
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Where

𝛼𝑐
𝑘 =

global average pooling
⏞⏞⏞⏞⏞⏞⏞
1
𝑍

∑
𝑖

∑
𝑗

𝜕𝑦𝑐

𝜕𝐴𝑘
𝑖𝑗

⏟⏟⏟
gradients via back-prop

(5.3)

The way these values are retrieved is by first computing the gradients of the score
class 𝑐 (𝑦𝑐) with respect to the feature map activations (𝐴𝑘) of a convolutional layer ( 𝜕𝑦𝑐

𝜕𝐴𝑘
𝑖𝑗

).
During backpropagation, these gradients are average pooled over the width and height to
obtain the importance weights (𝛼𝑐

𝑘) as shown on Equation 5.3.
The weights in 𝛼𝑐

𝑘 represent a partial linearization of the network downstream from
the feature maps 𝐴𝑘 for a specific class 𝑐. The feature maps (𝐴𝑘 obtained in the forward
step) are then multiplied by the weights (𝛼𝑐

𝑘 obtained with the help of the backward step)
resulting in the most important features to determine said class. This result is then passed
through a ReLU layer to only get the positive values, meaning the ones that positively
influence the classification.

Figure 5.3 shows this process in more detail. There are additional concepts not relevant
for this project (Guided Grad-CAM), which are also proposed in the same publication.

Figure 5.3: GradCAM architecture [5].

5.2.3 GradCAM - Implementation
PyTorch has a way to allow the user to add functionality to an architecture during the
forward / backward propagation on a user-defined layer, even after the model has already
been created. This way to access the model is called hook. During the forward propaga-
tion, the feature map (𝐴𝑘) can be extracted and the corresponding gradients with respect
to the predicted class ( 𝜕𝑦𝑐

𝜕𝐴𝑘
𝑖𝑗

) can be obtained during the backward propagation.
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5.2. CNN

Listing 6 Registering hooks to extract feature maps and gradients

class GradCAM():
def __init__(self, model, target_layer, **kwargs):

...
target_layer.register_forward_hook(

self.save_feature_map
)

target_layer.register_backward_hook(
self.save_grad

)

def save_feature_map(self, module, input, output):
self.feature_map = output.detach()

def save_grad(self, module, grad_in, grad_out):
self.grad = grad_out[0].detach()

def __call__(self, x):
output = self.model(x)
index = output.argmax(dim=1)
self.model.zero_grad()
(F.one_hot(index, 2) * output).sum().backward()

cam = F.relu(
(self.feature_map[0] * (self.grad.mean(dim=(2,3))
[0, :])[:, None, None]).sum(dim=0))

cam = cv2.resize((cam/cam.max()).cpu().numpy(),
(x.shape[-2], x.shape[-1]))

return cam, index

In order to demonstrate how the snipped performs in the different CNN architectures,
the image cast_def_0_1618.jpeg from the test subset () was used.

(a) Defective iron casting. (b) Annotated mask.
Figure 5.4: Defective iron casting and its corresponding annotated mask.

In order to determine which layer to perform the GradCAM to, it was applied to every
possible layer and plotted. This was then visually inspected to determine which one
matches the defect locations the best. This process was done for every CNN architecture.
All of the GradCAMs have also been normalized between 0 and 1. However, an individual
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threshold has to be selected per architecture to only select the most relevant features,
trying to minimize the error in the IoU computation.

Luna
For the Luna architecture, the block4.maxpool layer was chosen with a threshold of 0.4.
Figures 5.5(a) and 5.5(b) show the result for GradCAM using the example image with a
defect. It can be clearly seen that the network has learned to identify the location of the
defects.

(a) GradCAM for Luna. (b) Thresholded GradCAM
Figure 5.5: Resulting GradCAM for a defective sample using Luna, before and after
applying a threshold of 0.4.

The resulting mask is then used alongside the annotated mask to get the intersection
and union.

AlexNet
The same process was done for the other architectures. First, GradCAM was applied to
every possible layer in the model to visually inspect which one shows the desired feature.
After selecting the desired layer to apply GradCAM, a threshold is selected. For Alexnet,
the features.11 layer was selected with a threshold of 0.5. Figures 5.6(a) and 5.6(b) show
similar results to the previous architecture.

(a) GradCAM for AlexNet. (b) Thresholded GradCAM
Figure 5.6: Resulting GradCAM for defective sample using AlexNet, before and after
applying a threshold of 0.4.
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5.2. CNN

Using the same layer and same parameters, an image without defects can also be
analyzed to inspect what the model is focusing on. Figure 5.7 shows the resulting
GradCAM for the image cast_ok_0_235.jpeg. Here the resulting GradCAM appears to be
focusing on some defect that the image might have. However, it is important to mention
that the values have been normalized between 0 and 1. Without this normalization, for
AlexNet, the maximum values for images with defect range between 0.20 and 0.30. The
maximum values for images without defects are ten times smaller, ranging from 0.015 to
0.25. This GradCAM with the thresholds mentioned, show that the architecture is really
focusing on the defect to select the appropriate classification.

(a) cast_ok_0_235.jpeg (b) GradCAM for cast_ok_0_235.jpeg
Figure 5.7: Iron casting without defect and its resulting GradCAM for AlexNet.

It must also be mentioned that these models have been fine tuned without freezing
the parameter. Thus the layers have the ability to learn new features that might be crucial
to classify the data. Freezing the parameters and only training the last layer is also a very
useful way to fine tune models, especially when the new dataset is similar to the original
training dataset. However, this dataset, as well as many datasets that are needed for zero
defect manufacturing, will not resemble the data on ImageNet or other datasets where
pretrained weights for these models are available.

Figure 5.8 shows the same process being applied to the same architecture, but with
the frozen pretrained weights on ImageNet for the defective image cast_def_0_1618.jpeg.
Here, it can be clearly seen that not freezing the pretrained weights does yield an advantage
when trying to interpret the model. Also, using the same hyperparameters, training epochs
and overall training workflow, but freezing the previous layers to the last, resulted in
training metrics around 70% (Accuracy, Precision, Recall and F1), which is clearly
inferior to the results presented in table 4.2.

The classification layer might be done using something more complex after the frozen
parameters, using multiple layers, also using regularization and more epochs. However,
this simple setup of not freezing the pretrained weights and fine tuning has generated
great results. Also, as the contrast between Figures 5.6 and 5.8 shows, the unfrozen
fine tuned model is more interpretable, highlighting the features that might be crucial to
classify the image as defective.
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(a) GradCAM AlexNet with frozen weights (b) Thresholded GradCAM
Figure 5.8: GradCAM of defective iron casting using AlexNet with frozen weights and
the thresholded result.

ResNet

For ResNet the layer used was layer4.0.downsample.0 with a threshold of 0.4. As Figures
5.9 shows, this model also managed to focus on some of the defects on the image.

(a) GradCAM for ResNet (b) Thresholded GradCAM
Figure 5.9: Resulting GradCAM for defective sample using ResNet18, before and after
applying a threshold of 0.4.

EfficientNet

For the EfficientNet architecture, features.6.0.block.0 with a threshold of 0.4 was used.
This is the first architecture to detect all of the three defects originally annotated on the
image.
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(a) GradCAM for EfficientNetV2 (b) Thresholded GradCAM
Figure 5.10: Resulting GradCAM for defective sample using EfficientNetV2, before and
after applying a threshold of 0.4.

ConvNeXt

For the ConvNeXt architecture, the features.5.7.block.6 layer was used with a threshold
of 0.4.

(a) GradCAM for ConvNeXt (b) Thresholded GradCAM
Figure 5.11: Resulting GradCAM for defective sample using ConvNext, before and after
applying a threshold of 0.4.

5.3 Attention Maps on Transformers
Raghu et al. [67] compare Vision Transformers to Convolutional Neural Networks in
order to determine if they "see" similarly. Through the use of representational similarity
techniques, they come to significant differences between the models, while also concluding
that Vision Transformers do share some CNN properties. Among these similarities lies
the importance of local information aggregation at lower layers.

Caron et al. [68] extended on the Vision Transformer by proposing a model trained
through self supervised learning, which they denote as self-distillation with no labels
(DINO). In this paper they analyze the performance of the model by selecting the self-
attention of the [CLS] Token with respect to the patches on the heads of the last encoder
block from a Vision Transformer.

The result can be seen in Figure 5.12. Here, the architecture learned to extract the
relevant features from the image without the use of labels. This exact same technique of
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accessing the attention map can be used with any architecture that has an attention layer,
such as ViT and Swin-Transformer.

Figure 5.12: Self-attention of the [CLS] Token on the heads of the last layer of a Vision
Transformer trained with no supervision[68]

The way their training was done was by using a teacher and a student network as shown
in Figure 5.13. Here, both networks are presented with different augmented variations of
the same image and the loss is computed according to the difference in the prediction in
both networks. Only the students parameters are updated through back propagation. The
new student parameters are then used to update the parameters of the teacher using an
exponential moving average to make it more robust.

Figure 5.13: Self distillation with no labels[68]

They then proceeded to compare the results with other models trained with supervised
data and found a significant improvement.

This process, can also be used to plot how any model using self-attention behaves.
This can be used to select any block of said architectures, and even select single heads if
needed in order to determine where the architecture is focusing given an input image.

5.3.1 Extracting the Attention Maps
In this section, the different attention maps from the three Transformer architectures used
were accessed and plotted.
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ViT
In order to get the attention maps from architectures such as ViT and Swin Transformer,
pytorch provides a feature extractor functionality, which allows to get intermediate results
from the network during the forward pass. Since the predefined architecture for ViT in
pytorch does not return the attention maps, the intermediate result before the attention
mapping can be extracted to get the self-attention with the corresponding attention maps.

Since the architecture counts with twelve blocks, the feature extraction followed by the
self-attention was done with everyone to see if any of them shows patterns of recognizing
the defects on the images. As Figure 5.14 shows, the seventh encoder block (Encoder
Block 6, due to zero indexing) is the one which focuses on the errors the most.

Figure 5.14: ViT: Self-Attention in every Encoder Block for image with defects.

In order to further inspect these results, each individual Head from this specific
Encoder Block was plotted. As Figure 5.15 shows, there are many heads that might be
focusing on the errors, such as heads 2, 3, 7 and 9. Some of these were used to compute
the IoU to see the performances, but the mean of all the heads yielded the best results,
which corresponds to the image of the Encoder Block 6 in Figure 5.14.

Figure 5.15: ViT: Self-Attention Heads for Encoder Block 6 for image with defects.
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Swin Transformer
For the Swin Transformer, there were more steps to take than for the Vision Transformer.
Here the same procedure as for the ViT was done. First get the values prior to the attention
layer in each block. Then the result is passed through the attention function, but the
attention is also returned.

The attention used was the one from Stage 3, block 2. For this, the layer fea-
tures.5.2.norm1 was computed via the feature extractor and then passed through the
attention mechanism. The resulting shape will depend on the stage used. In every stage
the windows have a size of 7𝑥7, however, in earlier stages these windows encompass less
pixels and in later stages the field of view grows. What this means is that in later stages
there are less patches and in earlier, more. Thus, if there are multiple patches, they have
to be concatenated to get the attention of the full image.

DINO
For the DINO model, since the original paper [68] focused on extracting the attention
to analyze these maps, the architecture comes with a built-in function to extract the
self-attention for any given block or even a specific head of the blocks such as it was
manually done in the previous models. This means that with a simple line of code the
attention map is available to analyze.

Here, the self-attention corresponding to the last block was used, using the mean of
every head inside of this block. The threshold used was 0.4.

(a) GradCAM for DINO (b) Thresholded GradCAM
Figure 5.16: Resulting GradCAM for defective sample using DINO, before and after
applying a threshold of 0.4.

5.4 Performances
For the CNN models, the GradCAM was extracted for every image with defects in the
Test subset (). These maps where then passed through a threshold and compared with
the manually annotated masks. With this information, the intersection and union where
computed to get the IoU metric.

For the Transformer models, the same process was done, using the attention maps
instead of the GradCAM.

As a way to compare these models to some ground truth, the same process was done
using the frozen and partially frozen fine tuned models. Figure 5.17 shows the comparison
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for all models, depicting IoU for the fully frozen backbone in light orange, the partially
frozen in light blue and the unfrozen in green2. This figure clearly shows improvement
for every architecture, meaning the models learned to focus more on the defects on the
images.

0 2 4 6 8 10 12 14

DINO
Swin
ViT

ConvNeXt
EfficientNet

ResNet
AlexNet

Luna

Average Intersection over Union in %

Frozen pretrained weights
Partially frozen pretrained weights
Fine tuned weights

Figure 5.17: Intersection over Union frozen vs. unfrozen weights

As it can be seen, every model indirectly learned to focus on the defects, even though
this was not a metric used during training. Using the baseline of frozen pretrained weights
as comparison, we can see that every model improved greatly. The values were taken on
the same layer for each model for the different training strategies.

The only model that showed better performance when freezing a third of the layers
was DINO. All other models benefited from leaving the parameters unfrozen.

To measure the precision of the locations, the Intersection over Prediction was also
done. Here, the intersection is compared to what the model is predicting to be the most
important features to classify the image. Thus, it can be interpreted as a metric comparing
the intersection to the prediction where the defects are, since the defects should be the
defining features of the classification. It must be mentioned that this metric was created
by the author of this thesis.

Once again, the frozen pretrained weights are taken as a baseline to see how the fine
tuning of the parameters affects the location of the defects. Figure 5.19 shows how the
different models behave.

2As mentioned before, the Luna architecture does not count with pretrained weights, since the archi-
tecture was modified from the original source from 3D CT-scans analysis to 2D image analysis.
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0 10 20 30 40 50

DINO
Swin
ViT

ConvNeXt
EfficientNet

ResNet
AlexNet

Luna

Average Intersection over Prediction in %

Frozen pretrained weights
Partially frozen pretrained weights
Fine tuned weights

Figure 5.18: Intersection over Prediction frozen vs. unfrozen weights

What Figure 5.19 shows is the percentage of the predicted region of interest that
intercepts with the ground truth. The improvement from the last figure to this one means
that, although not all of the defects on the image are detected, a big part of the region
of interest is located where part of the defects are. This can be specially appreciated
for EfficientNet and DINO, where 40% of the region of interest lies inside the annotated
defects.

This metric shows the clear improvement of the models output lying inside of the
ground truth. This metric is analogous to computing the precision of the model, where
the intersection between ground truth and prediction is the true positive, and the sections
predicted as being relevant for the classification that do not belong to the annotation of a
defect corresponds to the false positive.

Lastly, the Intersection over Ground Truth was computed. This is also a new metric
that helps understand what happened during the fine tuning of the different models with
the different training strategies. While IoP is the analogous to precision, IoGT is the
analogous to recall. Here, false negative is the area of the manually annotated defects
that does not show up on the activation maps.
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Figure 5.19: Intersection over Ground Truth frozen vs. unfrozen weights

Using both metrics (IoP and IoGT), it can be appreciated how certain models like
DINO and EfficientNet learned to detect the defects and were satisfied with encountering
some part of them. The predictions made by these models were very precise in comparison
to the other models. On the other hand, they covered less area from the ground truth.

It must be mentioned that these results have to be taken with a pinch of salt, since
the ground truth annotations are not perfect and are very subjective to what was deemed
relevant to mark as a defect at the time of annotation. However, even though the results
may vary when revising the ground truth annotations, every model has shown a clear
improvement when detecting where the defects are located.

Almost every model followed the same pattern, showing the worst results with the
fully frozen models and improving gradually towards the fully unfrozen ones.
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6 Conclusion

The increasing automation of the manufacturing industry has led to a higher acquisition of
data. This data can be in the form of various sensors measuring different variables during
the process. Part of these variables can be observed using cameras on the production line.
These images can be then used to detect defects that might be present on the products,
leading not only the rejection of imperfect products, but also to the possible correction of
the course of action in order to avoid more defects.

However, in order to successfully achieve the classification of images during produc-
tion, a dataset containing all of the classes is needed. For the purpose of defect detection,
it will fall into the category of binary classification, with images with and without defect.
The bigger and the more detail this dataset has (i.e. labeling, annotation, location of
the defects), the more expensive it will be. In production environments there is a high
emphasis on costs, thus having a curated dataset with perfectly annotated defects will
most likely not be the priority.

This thesis looked at existing alternatives to train neural networks with a small dataset
which is weakly annotated. Meaning only the labels are present to determine if the images
belong to the defective or non-defective class. For this purpose, one architecture was
trained from scratch, while many others where fine tuned from pretrained models. The
models with pretrained weights available were trained using three different strategies,
freezing everything except the classifier, freezing the first third of the layers and not
freezing any parameter.

In this work we proposed the use of transfer learning instead of designing an architec-
ture for every new ZDM task. It was also proposed to fine tune the entire model, even if
the data to analyze is dissimilar to the data used for pretraining the weights.

Looking only at the metrics during training, validation and testing it can be seen that
the model trained from scratch performed well and could compare to the other models.
This model achieved results over 90% for every metric during training, validation and
testing, whereas the fine tuned models had results above 97%. However, this requires more
work during designing the architecture and more computational power for training, as it
needs to train for longer time in order to achieve comparable results to the ones achieved
by fine tuning. A bigger architecture and more training time would be needed to close
the gap even further, along with more regularization and testing different approaches.

Among the different strategies for fine tuning, there was no significant difference
between the partially frozen pretrained weights and the unfrozen pretrained weights.
Computing the average of the different metrics along the models, resulted in a difference
below 0.2% between partially frozen and unfrozen. Both of these strategies yielded
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significantly better results than using the frozen pretrained weights.
Computing the average metrics between every model gives an overview of how the

models benefit from allowing the model to adjust its parameters to the specific dataset.
Even when sharing a 96.41% cosine similarity between the parameters of the unfrozen
and fully frozen models, the unfrozen showed significant improvement. For accuracy
during training it went up from 78.45% to 97.78%, for validation from 82.39% to 99.12%
and testing from 90.40% to 99.80%. Precision, recall and F1 score showed similar results.

When analyzing the activation maps of the different architectures, it could be de-
termined that the defects do play a significant role for the correct classification of the
images. It was also shown that leaving all of the parameters unfrozen leads to a better
interpretability of the decisions made by the models. This is a key feature when auditing
or justifying the decisions of a model. Although the partially frozen and unfrozen models
have a cosine similarity of 98.95% among their parameters, the unfrozen managed to get
better results for IoU, IoP and IoGT than the partially frozen. These differences varied
greatly among the models, ranging from a 10% IoU increase for AlexNet up to a 60%
IoU increase for EfficientNet.

It was also noted during visual inspection that the activation maps do not work
properly on every image, especially when the image has many defects. For future work it
is recommended to explore different algorithms to show the key features for the decisions1.
However, this does not impact the results shown here, as every model and training strategy
was measured with the same standard and the improvement is demonstrated regardless of
the finesse of the activation maps.

1One possible algorithm to explore would be GradCAM++, which can deal better with multiple objects
in an image.
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Metric Comparison: Frozen vs Partially
Frozen vs Unfrozen

All of the hyperparameters were kept consistent throughout all of the training strategies
and models. For all of them, six epochs were used, with the same learning rate, weight
decay, optimizer and loss function. The only thing that changes between the different
training strategies are the amount of parameters frozen.

The fully frozen models are shown here with two snowflakes ( ) to the right side of
the name of the model. The partially frozen models have only one snowflake ( ). The
fully unfrozen model, which corresponds to the proposed method here, does not have any
snowflakes.

Training

Training - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

AlexNet 70.02 71.54 70.02 70.25 0.5223000
AlexNet 97.16 97.10 97.16 97.10 0.0018365
AlexNet 97.87 97.81 97.87 97.84 0.3308000

Table 1: Training metrics for AlexNet using fully frozen , partially frozen and
unfrozen pretrained weights.

Training - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ResNet 73.68 75.69 73.68 74.03 0.4180000
ResNet 98.63 98.61 98.63 98.62 0.0009694
ResNet 98.76 98.63 98.76 98.69 0.0004860

Table 2: Training metrics for ResNet using fully frozen , partially frozen and
unfrozen pretrained weights.
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Training - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

EfficientNet 72.52 75.51 72.52 72.85 0.4986000
EfficientNet 97.99 97.95 97.99 97.97 0.0023332
EfficientNet 98.23 98.21 98.23 98.22 0.0012940

Table 3: Training metrics for EfficientNet using fully frozen , partially frozen and
unfrozen pretrained weights.

Training - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ConvNeXt 73.55 80.54 73.55 73.81 0.4085000
ConvNeXt 98.80 98.76 98.80 98.78 0.0004571
ConvNeXt 98.98 98.94 98.98 98.96 0.0001970

Table 4: Training metrics for ConvNeXt using fully frozen , partially frozen and
unfrozen pretrained weights.

Training - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ViT 83.62 86.10 83.62 84.24 0.2476000
ViT 99.21 99.13 99.21 99.17 0.0000855
ViT 98.97 98.90 98.97 98.93 0.0002120

Table 5: Training metrics for ViT using fully frozen , partially frozen and unfrozen
pretrained weights.

Training - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

Swin 76.71 78.70 76.71 77.13 0.4249000
Swin 98.63 98.57 98.63 98.60 0.0074219
Swin 98.60 98.57 98.60 98.58 0.0001920

Table 6: Training metrics for Swin Transformer using fully frozen , partially frozen
and unfrozen pretrained weights.

Training - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

DINO 99.06 99.02 99.06 99.04 0.0003808
DINO 99.11 99.06 99.11 99.09 0.0000017
DINO 99.07 99.01 99.07 99.04 0.0051910

Table 7: Training metrics for DINO using fully frozen , partially frozen and unfrozen
pretrained weights.

84



Validating

Validating - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

AlexNet 77.98 80.41 77.98 78.62 0.4569000
AlexNet 98.40 98.27 98.40 98.33 0.0103500
AlexNet 98.17 97.62 98.17 97.86 0.0083800

Table 8: Validating metrics for AlexNet using fully frozen , partially frozen and
unfrozen pretrained weights.

Validating - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ResNet 75.31 79.44 75.31 76.03 0.4583000
ResNet 99.00 99.10 99.00 99.05 0.0114200
ResNet 99.13 98.98 99.13 99.05 0.0097900

Table 9: Validating metrics for ResNet using fully frozen , partially frozen and
unfrozen pretrained weights.

Validating - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

EfficientNet 79.42 80.10 79.42 79.69 0.4957000
EfficientNet 99.33 99.29 99.33 99.31 0.0090118
EfficientNet 99.51 99.32 99.51 99.41 0.0085900

Table 10: Validating metrics for EfficientNet using fully frozen , partially frozen
and unfrozen pretrained weights.

Validating - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ConvNeXt 76.35 84.38 76.35 77.27 0.4195000
ConvNeXt 99.21 98.96 99.21 99.08 0.0070286
ConvNeXt 99.19 99.32 99.19 99.25 0.0045500

Table 11: Validating metrics for ConvNeXt using fully frozen , partially frozen and
unfrozen pretrained weights.
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Validating - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ViT 85.38 87.30 85.38 86.03 0.3327000
ViT 99.19 99.07 99.19 99.13 0.0072708
ViT 99.39 99.18 99.39 99.28 0.0030700

Table 12: Validating metrics for ViT using fully frozen , partially frozen and
unfrozen pretrained weights.

Validating - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

Swin 83.64 85.79 83.64 84.32 0.3850000
Swin 99.38 99.19 99.38 99.28 0.0088647
Swin 99.21 99.05 99.21 99.13 0.0109500

Table 13: Validating metrics for Swin Transformer using fully frozen , partially frozen
and unfrozen pretrained weights.

Validating - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

DINO 98.63 98.50 98.63 98.56 0.0071965
DINO 98.02 98.51 98.02 98.25 0.0055777
DINO 99.21 99.89 99.21 99.08 0.0066000

Table 14: Validating metrics for DINO using fully frozen , partially frozen and
unfrozen pretrained weights.

Testing

Testing - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

AlexNet 89.17 88.70 89.17 88.22 0.4423965
AlexNet 99.80 99.59 99.81 99.67 0.0112395
AlexNet 99.80 99.58 99.80 99.67 0.0073700

Table 15: Testing metrics for AlexNet using fully frozen , partially frozen and
unfrozen pretrained weights.
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Testing - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ResNet 91.00 91.64 91.00 90.47 0.4223104
ResNet 99.70 99.40 99.70 99.52 0.0119450
ResNet 99.80 99.59 99.80 99.67 0.0104700

Table 16: Testing metrics for ResNet using fully frozen , partially frozen and
unfrozen pretrained weights.

Testing - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

EfficientNet 79.82 78.21 79.82 73.74 0.5610808
EfficientNet 99.81 99.56 99.81 99.67 0.0098640
EfficientNet 99.80 99.59 99.80 99.67 0.0105800

Table 17: Testing metrics for EfficientNet using fully frozen , partially frozen and
unfrozen pretrained weights.

Testing - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ConvNeXt 88.08 85.50 88.08 83.73 0.4445168
ConvNeXt 99.81 99.56 99.81 99.67 0.0076704
ConvNeXt 99.89 99.81 99.89 99.84 0.0063800

Table 18: Testing metrics for ConvNeXt using fully frozen , partially frozen and
unfrozen pretrained weights.

Testing - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

ViT 92.57 89.80 92.57 90.11 0.3293909
ViT 99.81 99.56 99.81 99.67 0.0094821
ViT 99.80 99.59 99.80 99.67 0.0082000

Table 19: Testing metrics for ViT using fully frozen , partially frozen and unfrozen
pretrained weights.

Testing - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

Swin 92.36 90.27 92.36 90.20 0.3950927
Swin 99.81 99.56 99.81 99.67 0.0126511
Swin 99.80 99.59 99.80 99.67 0.0125000

Table 20: Testing metrics for Swin Transformer using fully frozen , partially frozen
and unfrozen pretrained weights.
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Testing - 
Accuracy (%) Precision (%) Recall (%) F1 Score (%) Loss (%)

DINO 99.81 99.59 99.81 99.67 0.0078960
DINO 99.81 99.56 99.81 99.67 0.0100199
DINO 99.70 99.40 99.70 99.52 0.0135200

Table 21: Testing metrics for DINO using fully frozen , partially frozen and unfrozen
pretrained weights.

88


	Kurzfassung
	Abstract
	Contents
	Introduction
	Challenge
	Contribution
	Results
	Thesis Outline

	Related Work
	Layers used
	Convolutional Neural Network
	Transformers

	Dataset: Images of Pump Impellers
	Preprocessing
	Data Augmentation

	Training and Fine Tuning the Models for Image Classification
	Creating/Loading the models
	Loss
	Optimizer
	Training Steps
	Metrics

	Evaluation: Interpreting the predictions of defective images
	Annotation of defects
	CNN
	Attention Maps on Transformers
	Performances

	Conclusion
	List of Figures
	List of Tables
	List of Algorithms
	Bibliography
	Metric Comparison: Frozen vs Partially Frozen vs Unfrozen
	Training
	Validating
	Testing


