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Abstract

Wind energy as a renewable energy source has become increasingly important over the last

two decades and plays a vital role in the transition to more sustainable energy. As wind

turbine rotor blades are constantly exposed to weather phenomena, the surface near the

leading edge erodes over time. Leading-edge erosion leads to a significant reduction in aero-

dynamic performance and, thus, losses in annual energy production. Various approaches to

model erosion characteristics in computational fluid dynamics have been developed in the

past few years.

This work encompasses two-dimensional numerical flow simulations around NACA 64-618

and NACA 633-418 airfoils with different degrees of erosion severity using OpenFOAM and

the validation of these results against experimental data. Heavily eroded airfoils are repre-

sented by a geometry-based model. A mathematical surface roughness-based model, imple-

mented in OpenFOAM as part of this thesis, is used to represent slightly eroded airfoils. The

steady-state flow simulation results agree well with experimental data and demonstrate the

capability of both methodologies for predicting potential performance losses due to leading-

edge erosion. The results of the transient simulations indicate that heavily eroded airfoils

experience greater pressure fluctuation amplitudes on the surface, leading to increased loads

and accelerated fatigue.

In addition, a single rotor blade of the WindPACT 1.5MW reference turbine is selected for

both steady-state and transient three-dimensional flow simulations. The rough surface is

placed within 10% of the leading edge in the outermost 40% of the blade, resulting in an 11%

torque reduction compared to the undamaged blade. Sufficient results are also obtained

from the transient simulations, where 1.2 ms of flow could be simulated with the available

computational resources. This setup forms the basis for future investigations regarding the
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Abstract

aeroelastic properties of the rotor blade. The work concludes with suggestions on how to

combine the transient flow simulation and structural analysis using open-source software.
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Kurzfassung

Als erneuerbare Energiequelle hat Energie aus Windkraft in den letzten zwei Jahrzehnten

zunehmend an Bedeutung gewonnen. Im Rahmen der Energiewende kommt der Wind-

energie zudem eine Schlüsselrolle zu. Die Rotorblätter einer Windkraftanlage sind den

Umweltbedingungen permanent ausgesetzt, dadurch kommt es auf Dauer zu Erosionser-

scheinungen an der Vorderkante. Diese Schäden an der Vorderkante beeinträchtigen das

aerodynamische Verhalten und können in der Folge zu erheblichen Leistungsverlusten führen.

In der Vergangenheit sind verschiedene Ansätze entwickelt worden, um Erosionserschein-

ungen bei numerischen Strömungssimulationen zu berücksichtigen.

Diese Arbeit beinhaltet zweidimensionale Strömungssimulationen an NACA 64-618 und

NACA 633-418 Profilen mit unterschiedlichen Schadensausprägungen und die Validierung

der Ergebnisse mit Messdaten. Die Berechnungen erfolgen mit der freien Software Open-

FOAM. Rauigkeits- und Geometriebasierte Methoden werden zur Erosionsmodellierung

eingesetzt. Das Rauigkeitsmodell, welches leichte Vorderkantenerosion als Rauigkeit math-

ematisch abbildet, wird im Zuge dieser Arbeit in OpenFOAM implementiert. Stationäre

Simulationen liefern stimmige Ergebnisse für beide Modelle und zeigen ihre Eignung zur

Vorhersage der Performanceverluste durch Erosion. Transiente Berechnungen legen er-

höhte Druckschwankungen an der Oberfläche, und damit gesteigerte Materialermüdung

stark erodierter Profile nahe.

Zusätzlich wird ein Rotorblatt der Referenzturbine WindPACT 1.5MW für dreidimen-

sionale Simulationen - stationäre und transiente - ausgewählt. Die äußersten 40% des

Rotorblatts werden mit einer Rauigkeit von 101 µm als leicht erodiert angenommen, mit

dieser Konfiguration ergibt sich eine Reduktion des Drehmoments um 11%. Zufriedenstel-

lende Ergebnisse liefern auch die instationären Simulationen; mit den verfügbaren Rech-
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Kurzfassung

nerressourcen konnten 1.2 ms der Strömung simuliert werden. Damit wird eine Basis für

zukünftige Untersuchungen hinsichtlich der aeroelastischen Eigenschaften des Rotorblatts

geschaffen. Mit einer Anleitung zur Verbindung der transienten Strömungssimulation und

der Strukturanalyse mit Open-Source-Software wird die Arbeit abgeschlossen.
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Nomenclature

Latin symbols

A surface area m2

Ar amplification roughness −
C Courant number −
c chord length m

cD drag coefficient −
cF skin friction coefficient −
cL lift coefficient −
cM torque coefficient −
cP power coefficient −
cp pressure coefficient −
d1 first cell height m

e relative error −
Ex, Ey Young’s modulus GPa

f frequency Hz

FD drag force N

FL lift force N

Gxy shear modulus GPa

h representative grid size m

I turbulence intensity −
k turbulent kinetic energy m2/s2
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Nomenclature

kr roughness height m

ks equivalent sandgrain roughness height m

k+
s dimensionless roughness parameter −

L reference length m

M torque Nm

Ma Mach number −
N total number −
P power kgm2/s3

p pressure N/m2

P1 signal amplitude −
R convergence ratio −
Re Reynolds number −
Reν vorticity/strain-rate Reynolds number −
Reθt transition onset momentum thickness Reynolds number −
Reθ momentum thickness Reynolds number −
Reks equivalent sand grain roughness Reynolds number −
Rek roughness Reynolds number −
R̂eθt local transition onset momentum thickness Reynolds number −
r rotor radius m

rij refinement factor −
S strain-rate magnitude 1/s

sij instantaneous strain-rate tensor 1/s

t time s

uτ shear velocity m/s

u⃗ velocity in vector notation m/s

u+ dimensionless velocity −
ui velocity in tensor notation m/s
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Nomenclature

ur relative velocity m/s

u∞ freestream velocity m/s

V volume m3

x, y, z spatial coordinates −
y+ dimensionless wall distance −
Greek symbols

α angle of attack ◦

δij Kronecker delta −
ϵij absolute error −
γ intermittency −
λ pressure gradient parameter −
Λk general density function −
µ dynamic viscosity kg/ms

µt dynamic eddy viscosity kg/ms

ν kinematic viscosity m2/s

νt kinematic eddy viscosity m2/s

νxy Poisson’s ratio −
ω specific turbulent dissipation rate 1/s

Φ some quantity of interest −
ρ density kg/m3

τw wall shear stress N/m2

θ boundary layer momentum thickness m

ϑ pitch angle ◦

Ω⃗ rotational vector −
Subscripts

1, 2, 3 grid indices

∞ quantity in the free stream
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Nomenclature

a approximate

ext extrapolated

n normalized

Superscripts
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temporal average

Abbreviations
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CAD Computer Aided Design

CFD Computational Fluid Dynamics
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FFT Fast Fourier Transform

FSI Fluid Structure Interaction

GCI Grid Convergence Index

HAWT Horizontal Axis Wind Turbine

LEE Leading Edge Erosion

NACA National Advisory Committee for Aeronautics

NREL National Renewable Energy Laboratory

NuMAD Numerical Manufacturing and Design

OpenFOAM Open Source Field Operation and Manipulation

SRF Single Rotating Frame

SST Shear Stress Transport

(U)RANS (Unsteady) Reynolds Averaged Navier Stokes

WindPACT Wind Partnership for Advanced Component Technology
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Chapter 1

Introduction

Wind power plays an important role in increasing the sustainable energy supply. As of

2020, 743 GW of wind power capacity are installed, and a 4% annual growth of the indus-

try is expected [1]. To further increase competitiveness, larger and more efficient turbines

are being developed, and a reduction of operational (e.g. maintenance) costs is desired [2].

Surface degradation of the rotor blades is a challenge that affects both the development of

new turbines and the maintenance of existing ones.

Figure 1.1: A severely eroded leading edge [3].
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Introduction

Rotor blades of wind turbines are constantly exposed to weather phenomena that depend

on the turbine’s location. The impact of rain, hail, insects, or other particles leads to ero-

sion, which mostly appears on the leading edge in the outermost regions of the blade [4].

An example of severe, leading-edge erosion (LEE) is shown in Fig. 1.1. It is not hard to

imagine that this kind of damage is unfavorable. It has been shown that LEE leads to a re-

duced aerodynamic performance, which consequently affects the annual energy production

(AEP). Numerical studies point towards AEP losses of up to 10% for severe cases [5, 6, 7, 8].

Erosion-induced vibrations can “create undesirable loads that neither the turbine nor the

blades were designed to carry” [3]. Understanding the loading cycles is crucial for damage

prediction and remaining turbine lifetime assessment [9].

Mitigation strategies include the application of leading-edge protection, reducing the tip

speed during extreme precipitation events [10], and repair. As the radius and, therefore,

the tip speed of new turbines increases, leading-edge protection will become even more

important in the future. Operators of existing wind parks have to assess the economic

efficiency of repairing eroded rotor blades. However, understanding and predicting leading

edge erosion and its effects are necessary to develop solutions further.

The objective of this thesis is to answer the research question if the damages on wind turbine

blades can be modeled by numerical simulation. Furthermore, the assumption that LEE

leads to increased rotor blade vibrations shall be investigated and answered. Most existing

approaches to model LEE are based on either geometrical representation, i.e., modeling the

erosion feature into the geometry, or mathematical representation. Geometrical represen-

tation is used to model the complete delamination of the outer layer over the leading edge.

A suitable roughness model is introduced to represent the early stages of LEE mathemati-

cally. Such models are typically not included in commercial computational fluid dynamics

(CFD) programs. Hence, the free, open-source CFD software OpenFOAM is chosen for the

fluid-dynamic computations.

Chapter 2 contains a short introduction to wind turbines and blade aerodynamics. LEE

is explained in more detail, and numerical modeling strategies are reviewed. Furthermore,

flow transition and the importance of the roughness definition are discussed briefly. The

turbulence closure, and the transition model based on it, are described in Chap. 3. Under-

standing them is necessary to properly follow the Amplification Roughness model, which is
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Introduction

outlined at the end of this chapter. The novel implementation of the Amplification Rough-

ness model in OpenFOAM is outlined in Chap. 4.

Chapter 5 covers the validation of the numerical methods in general and the validation of

the erosion models. Two well-investigated airfoil profiles are chosen for the validation pro-

cess. The implementation of the Amplification Roughness model is tested thoroughly with

flat plate test cases as well as airfoil profiles. Both erosion models are compared to clean

simulations for various Reynolds numbers. Finally, the results of transient simulations are

presented to identify differences in vibration behavior.

Chapter 6 deals with the setup of the simulation on a full-size rotor blade and the subse-

quent presentation of both steady-state and transient results. A possible way of simulating

a fluid-structure interaction (FSI) problem using open-source software is also outlined here

before some concluding remarks and suggestions for future work are given in Chap. 7.
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Chapter 2

Theory

The basic working principles of wind turbines and blade aerodynamics are described at the

beginning of this chapter. A definition of important parameters follows, which are used to

characterize wind turbines and airfoils. After discussing the issue of LEE and its origins in

more detail, literature concerning erosion modeling strategies in CFD is reviewed. Further-

more, this chapter deals with the laminar to turbulent boundary layer transition and the

characterization of surface roughness.
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Theory Blade Aerodynamics

2.1 Blade Aerodynamics

The most common type of wind turbine design in use today is the horizontal axis wind

turbine (HAWT). Configurations with two or three blades exist. The object of this study

is a more common three-bladed HAWT. A typical rotor blade hull is represented by several

airfoil profiles that are swept along the span. Airfoils are described by their chord length c

that connects the leading- and trailing edge, the thickness, and camber (Fig. 2.1).

chord line
camber line

upper surface

lower surface

leading edge

trailing edge

max. thickness

max. camber

Figure 2.1: Airfoil nomenclature, adapted from [11].

The angle between the chord and the rotational plane is called pitch angle ϑ. In pitch-

controlled systems, it can be varied for power control by adjusting the angle of attack α.

While ϑ is a quantity determined by design, the angle of attack α is an aerodynamic quan-

tity determined by the rotational speed and the free-stream velocity.

An airfoil that is exposed to a flow generates an aerodynamic force as depicted in Fig. 2.2.

The force components, parallel and perpendicular to the relative velocity ur, are termed

drag FD and lift FL force, respectively.
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w
in
d
sp
ee
d
u
∞

lift

drag

ua ≈ 2
3
u∞

ur

rω
rotation

ϑ

α

resultant air force

tangential force

axial force (thrust)

direction of

Figure 2.2: Flow conditions and aerodynamic forces on a blade element, adapted from [9].

Using the aerodynamic forces, one can define dimensionless coefficients:

cD =
FD

1
2
ρu2

rA
, (2.1)

cL =
FL

1
2
ρu2

rA
, (2.2)

where ur is the relative velocity. A is a reference surface that is the product of c and the

thickness in the spanwise direction1. The aerodynamic forces depend on the angle of attack

α. The Reynolds number Re is used to characterize the flow and is computed as:

Re =
urc

ν
. (2.3)

1Generally, the spanwise direction is perpendicular to the chordwise direction, along the length of the

blade from root to tip.
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Depending on the rotor size, Reynolds numbers at the blade tip are typically in a range

from 1 to 8 · 106 [9].

In aerodynamics, a no-slip condition is assumed on the airfoil surface that requires the flow

velocity on the wall to be zero. A thin boundary layer with a high-velocity gradient is

formed. Boundary layers can be laminar, turbulent or in transition (see Sec. 2.2). The fluid

viscosity causes skin friction drag, which is highest in turbulent boundary layers. Again, a

dimensionless coefficient, the skin friction coefficient cF is defined:

cF =
τw

1
2
ρu2∞

, (2.4)

where τw is the skin shear stress on the surface. Using the skin friction coefficient, one can

determine the location where the boundary layer transitions.

The aerodynamic performance can be evaluated by looking at the pressure distribution over

an airfoil. It is typically expressed in terms of the pressure coefficient cp:

cp =
p− p∞
1
2
ρu2∞A

. (2.5)

Moving on to coefficients concerning the entire rotor, useful factors are the torque coefficient

cM and the power coefficient cP , where R and A are the rotor radius and swept area by the

rotor, respectively:

cM =
M

1
2
ρu2∞AR

, (2.6)

cP =
P

1
2
ρu3∞A

. (2.7)
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2.2 Flow Transition

Flow transition in fluid dynamics is the process of a laminar flow becoming turbulent and

was first demonstrated by Reynolds in 1883. Mostly, the laminar-turbulent transition is

related to boundary layers in wall bounded uniform flow, though it applies to any fluid flow.

Three primary modes of transition have been identified in boundary layers and are often

referred to as natural, bypass, and separated flow transition [12].

It is generally accepted that natural transition occurs in flows with low free-stream tur-

bulence intensities (I < 1%) beyond a critical Reynolds number [12]. As the boundary

layer thickness increases, small disturbances can grow in magnitude through the destabi-

lizing effect of viscosity [13]. The initial disturbances are known as Tollmien-Schlichting

waves. They grow very slowly, but when the waves have grown until the mean flow profile

is altered, secondary instabilities cause the appearance of turbulent spots [14]. These spots

grow further until the laminar boundary layer breaks down into a turbulent one.

Figure 2.3: Stages of the natural transition process, adapted from [15].

Bypass transition occurs for flows with higher free-stream turbulence levels (>1%). Often

I = 1% is taken as the boundary between natural and bypass transition [12]. Here, the

first three stages of the natural transition process are bypassed, and turbulent spots are

8
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produced directly within the boundary layer [14]. Figure 2.3 shows the process of the flow

transition process.

Instead of the turbulence intensity, surface roughness can lead to disturbances in the bound-

ary layer as well and therefore induce bypass transition. Typically, bypass transition is con-

sidered to start when the skin friction starts to deviate from the laminar value. In airfoil

theory, this is synonymous with the skin friction coefficient cF reaching a minimum.

Various transition prediction models have been described in the literature. Besides mod-

els based on linear stability, e.g., the eN method, several correlation-based models were

developed. Most of them are based on the momentum thickness Reynolds number:

Reθ =
uθ

ν
, (2.8)

with the characteristic length being the momentum thickness of the boundary layer θ. Of-

ten, these models define a critical value, Reθt, at which the boundary layer is determined

to transition.

However, the computation of θ is a non-local operation, which makes it difficult to im-

plement in unstructured, parallel CFD codes for three-dimensional RANS simulations. A

model that is compatible with such codes is the Langtry-Menter γ− R̂eθt model, which uses

local properties and empirical correlations to estimate Reθ. A more detailed description of

this model is given in Sec. 3.2.
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2.3 Leading-Edge Erosion

Erosion on wind turbine blades is a gradual process that is caused by the repeated impact

of airborne particles, rain, hail, or insects. Of course, the extent of erosion is dependent

on the location due to regional differences in weather, insect occurrence, or air quality.

Furthermore, on offshore turbines, the acid and salt content in the water can influence the

erosion process by chemical interaction with the coating materials [16].

The erosion process of the rotor blade starts with a surface roughness increase at the leading

edge. Small pits form, and, over time, they increase in density until gouges are formed [17].

Pits and gouges on the leading edge of a blade are shown in Fig. 2.4a. With increasing

roughness, the aerodynamic performance suffers, i.e., the drag increases while the lift de-

creases. Blades may show signs of erosion after only three years of operation [3]. When not

maintained properly, the gouges grow in size and density and can cause delamination of the

underlying composite laminates [18]. At this stage (see Fig. 2.4b), the geometry alterations

are so severe that mathematical roughness models cannot capture the fluid-dynamic effects

anymore.

(a) (b)

Figure 2.4: Stages of leading-edge erosion on real rotor blades with (a) pits and gouges,

and (b) leading edge delamination [17].

The high-speed impact causes the surface damage over time. Blade tip velocities of up to

10
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75 m/s are reported for medium sized turbines, larger turbines can reach speeds of up to

120 m/s [2]. Areas with higher impact velocities are more susceptible to erosion. Therefore,

erosion typically starts to appear on the outermost parts of the blade.

The area most affected is near the leading edge, with a decrease in damage density in the

chordwise direction. It has been reported that the damage is not symmetric, i.e., the lower

surface of the blade is affected to a greater extent, “because the local average angle of attack

is positive” [17]. Based on observations from photographic data, Sareen et al. [17] state a

ratio of 1:1.3 to account for the greater extent on the lower surface.

Extensive wind tunnel measurements of a DU 96-W-180 airfoil with various stages of LEE

were conducted by Sareen et al. [17]. They show a lift decrease of 17% compared to the

clean case for the most severe LEE configurations and predict AEP losses of up to 25%. It

should be noted that erosion was assumed on the full blade, which does not concur with

practical experience.

More recently, Kruse et al. investigated a NACA 633-418 airfoil affected by delamination

and varying leading-edge roughness. They found that the drag continuously increased with

the roughness height [19].

Moving on to numerical investigations, Schramm et al. [7] performed two-dimensional (2D)

RANS simulations of high Reynolds number flows around a damaged NACA 64-618 airfoil.

The delamination of the leading edge was directly modeled into the airfoil geometry. They

predict a 7% AEP loss for a 5MW turbine. Wang et al. [20] used an airfoil geometry with

pitting erosion for 2D RANS simulations. They modeled each pit as a semi-circular cavity

and investigated the performance loss depending on the depth, density, extent and location

of the erosion pits. A parametric CAD approach was used by Castorrini et al. [6] to gen-

erate the erosion pits. They account for the laminar-to-turbulent boundary layer with the

Langtry-Menter γ − R̂eθt model. A maximum AEP loss of 2.5% is predicted for the NREL

5MW turbine. For the same turbine, Han et al. [5] predict AEP losses ranging from 2% to

3.7% depending on the extent of LEE.

Various approaches to represent surface roughness with numerical models have been pro-

posed in the literature. Schramm et al. [7] assume a fully-turbulent flow and use the k− ω

SST model with rough wall functions. The k−ω SST model is used in CFD simulations of

Kruse et al. [21] as well. They account for wall roughness with an extension to the turbu-
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lence model by Knopp et al. [22], which uses the equivalent sand grain roughness ks as an

input parameter. The authors conclude that more work has to be done on the calibration

of the model and including the boundary layer transition could improve the results.

Langel et al. [14] propose a roughness extension to the Langtry-Menter γ − R̂eθt model to

also include the effects of leading-edge roughness on the boundary layer transition. They

investigated a NACA 633-418 airfoil with leading-edge roughness from x/c = −0.13 : 0.02.

The computed drag polars and transition locations are in good agreement with experimen-

tal data. However, it has to be stressed that the determination of the input parameter ks

is not universal and requires thorough consideration.

While most of the research seems to be mainly concerned with the effects of LEE on the

annual power output, some questions arise regarding unsteady phenomena. One could as-

sume that the dynamic behavior of a blade is negatively affected by LEE, meaning that

the temporal course of the surface pressure distribution differs between the clean and the

eroded profile in terms of frequency and amplitude. Consequences of such erosion-induced

vibrations could include off-design loads and more frequent loading cycles affecting fatigue

damage [3]. Furthermore, increased turbulence in the flow and higher pressure amplitudes

can cause eroded blades to be noisier during operation. A study by Latoufis et al. [23], who

investigated a small-scale, wooden wind turbine in a wind tunnel, reports that the acoustic

noise emissions of the eroded rotor were increased by 10% on average. To investigate such

aspects, URANS simulations are also performed in the course of this work. From a struc-

tural analysis point of view, the loss of material due to LEE leads to a blade-mass reduction

and thus to changes in the blades’ frequency response [24].
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2.4 Roughness Characterization

Surface roughness can cause considerable alterations to the flow field. Included are distur-

bances of the velocity profile and the loss of flow momentum in the boundary layer. Rough

surfaces can also encourage the early transition of a laminar boundary layer to a turbulent

profile [25] and increase the turbulent fluctuations in the fully developed turbulent bound-

ary layer [14].

Usually, surface roughness is described using the roughness Reynolds number:

Rek =
ukkr
ν

, (2.9)

where kr is the roughness height and uk the flow velocity at kr.

On an airfoil, the above mentioned early transition and alterations to the fully turbulent

boundary layer can subsequently change the airfoil’s polar and stall characteristics [14].

Surface roughness can be categorized into isolated 2D roughness, isolated 3D roughness,

and distributed roughness. The isolated roughness elements have been studied extensively

in the past, and experiments produced consistent results; however, generalizing the effects

of distributed roughness has proven difficult [25].

For the purpose of this study, it is sufficient only to consider distributed roughness since

the leading-edge erosion can be characterized as such.

Early investigations related to distributed surface roughness were done in the 1930s by

Schlichting [26], and Nikuradse [27]. These experiments were focused on the friction factor

in pipe flows, whereas the influence of roughness on transition was not studied until the

1950s, e.g., by Feindt [28]. Feindt varied the roughness height on flat plates and identified

the transition location as a function of Rek. A critical value for Rek, below which surfaces

could be considered “hydraulically smooth”, was reported as Rek < 120. Experiments on

an airfoil with leading-edge erosion were performed by Kerho [29].

Roughness features are often characterized by the equivalent sand grain roughness ks, a

term coined by Schlichting [26]. The intent of this concept is that a “roughness feature

has the ‘equivalent’ effect on skin friction losses as a uniform layer of actual sand grains of

13
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diameter ks” [30]. That implies that ks is not a physically defined quantity, and its deter-

mination is not exactly straightforward. A wide variety of correlations, e.g., summarized

by Bons [30], have been proposed to relate measurable surface parameters to ks.

In this thesis, the actual roughness height kr is related to ks through a density function

f (Λk), which links to distribution density or other shape-defining parameters of the rough-

ness elements:

ks
kr

= f (Λk) . (2.10)

The relationship Eq. 2.10 is adopted from [14] to comply with the roughness model de-

scribed in Sec. 3.3. Further information regarding the determination of f (Λk) is given by

[14] as well.

The equivalent sand grain roughness can be used to define a dimensionless roughness pa-

rameter k+
s :

k+
s = uτ

ks
ν
, (2.11)

where uτ is the shear velocity:

uτ =

�
τw
ρ

. (2.12)

A second dimensionless roughness parameter is the equivalent sand grain roughness Reynolds

number, defined as:

Reks =
u∞ks
ν

. (2.13)
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Chapter 3

Governing Equations

The governing equations of the fluid flow are the continuity equation and the momentum

equations (Navier-Stokes equations). The continuity equation can be written as:

∂ρ

∂t
+ ρ

∂ui

∂xi

= 0 . (3.1)

For incompressible fluids (ρ = const.), Eq. 3.1 simplifies to:

∂ui

∂xi

= 0 . (3.2)

Assuming a fluid with constant density and viscosity, the Navier-Stokes equations in con-

servation form read as follows:

∂ui

∂t
+

∂

∂xj

(ujui)− ∂

∂xj

(2νsij) = −1

ρ

p

∂xi

, (3.3)

where sij is the strain-rate tensor:

sij =
1

2

�
∂ui

∂xj

+
∂uj

∂xi

�
. (3.4)
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Starting from Eq. 3.3, the Reynolds Averaged Navier-Stokes (RANS) equations can be

derived using the Reynolds decomposition. Thereby, a flow variable is separated into a

mean and a fluctuating component:

ui (x, y, z, t) = ui (x, y, z, t) + u′
i (x, y, z, t) . (3.5)

After inserting the decomposition into Eq. 3.3 and some algebra, the RANS equation can

be written as:1

∂ui

∂t
+ uj

∂ui

∂xj

= −1

ρ

∂p

∂xi

+ ν
∂2ui

∂x2
j

− ∂
�
u′
iu

′
j

�
∂xj

. (3.6)

The most common approach to close the RANS equations is Boussinesq’s approximation of

the Reynolds stress tensor u′
iu

′
j:

u′
iu

′
j = −νt

�
∂ui

∂xj

+
∂uj

∂xi

− 2

3

∂uk

∂xk

δij

�
+

2

3
ρkδij , (3.7)

where δij is the Kronecker delta and νt is the kinematic eddy viscosity. A suitable turbulence

closure model would then be used to represent νt. Among the many proposed RANS turbu-

lence models that rely on the Boussinesq approximation, the Shear Stress Transport (SST)

turbulence model is used in the present work and described in more detail in the following

section. It also forms the basis of the Langtry-Menter γ − R̂eθt transition model, which

is discussed as well. Furthermore, this chapter deals with the theory of the Amplification

Roughness model. Its implementation is presented thereafter in Chap. 4.

1For better readability, the overline denoting the mean velocity is omitted in subsequent sections.
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3.1 Shear Stress Transport Turbulence Model

The SST turbulence model is a two-equation linear eddy viscosity model commonly used

in CFD. Developed by Menter [31] and Menter et. al [32], it forms a hybrid model that

combines the k − ϵ and k − ω models. The SST model is given by the following transport

equations:

∂ (ρk)

∂t
+

∂ (ρujk)

∂xj

= P̃k − β∗ρkω +
∂

∂xj

�
(µ+ σkµt)

∂k

∂xj

	
, (3.8)

∂ (ρω)

∂t
+

∂ (ρujω)

∂xj

=
α

νt
P̃k − βρω2 +

∂

∂xj

�
(µ+ σωµt)

∂k

∂xj

	
+ 2 (1− F1)

ρσw2

ω

∂k

∂xj

∂ω

∂xj

. (3.9)

A blending function F1 is used in Eq. 3.9 to switch between the two underlying models2.

The k−ω model is used in the inner region of the boundary layer, while the k− ϵ model is

active in the free stream. This formulation avoids the high sensitivity of the k − ω model

to turbulent properties in the free stream. F1 is also used to blend the individual model’s

constants.

A second blending function F2 - depending primarily on the wall distance - limits the eddy

viscosity:

µt =
ρa1k

max (a1ω, SF2)
, (3.10)

and enhances the model’s ability to predict flow detachment [33]. The factor a1 is one of

many model constants and is typically given by a1 = 0.31 [34].

2F1 = 0 in the free flow, F1 = 1 in the boundary layer.
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3.1.1 Note on BC for External Aerodynamic Flows

The turbulent kinetic energy k at the inlet, or in the free stream of external aerodynamic

problems, is typically set to a value that represents a turbulence intensity according to

Eq. 3.11:

kfarfield =
3

2
(u∞I)2 . (3.11)

However, assigning a boundary value for ω is not always as straightforward and is somewhat

open to interpretation3.

The following boundary conditions (BC) are recommended in the original reference [31]:

u∞
L

< ωfarfield < 10
u∞
L

, (3.12)

10−5 u
2
∞

ReL
< kfarfield < 0.1

u2
∞

ReL
, (3.13)

ωwall = 10
6ν

β1 (d1)
2 , (3.14)

kwall = 0 . (3.15)

with d1 being “the distance to the next point away from the wall” and L being “the approx-

imate length of the computational domain” [31]. In this context, it is useful to define the

dimensionless wall distance y+:

y+ =
uτd1
ν

. (3.16)

3Often, a value for ω is chosen that gives a certain viscosity ratio or a certain decay rate of k [35].
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In external aerodynamic flows, “the turbulence variables decay (sometimes dramatically)

from their set values in the farfield” [34]. Spalart and Rumsey [36] suggested a modified

formulation of the SST model to compensate for this non-physical decay. This form of the

SST model merely adds sustaining terms to the original equations (Eq. 3.9 and 3.8) and

introduces more precise farfield boundary conditions:

ωfarfield = 5
u∞
L

, (3.17)

kfarfield = 10−6u2
∞ . (3.18)

Now, L refers to a “defining length scale” of a certain problem [34], e.g., the chord length

of an airfoil.

In OpenFOAM, this formulation of the SST model can be selected by the keyword decay-

Control in the turbulenceProperties dictionary. Ambient values for k and ω have to be

provided as well. Listing 3.1 shows an example of how the decay control is activated in

OpenFOAM.

1 kOmegaSSTCoeffs

2 {
3 // Opt iona l decay con t r o l

4 decayControl yes ;

5 k In f \< fa r− f i e l d k value \>;

6 omegaInf \< fa r− f i e l d omega value \>;

7 }

Listing 3.1: turbulenceProperties entry to activate the decay controlled variant of the SST

model.
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3.2 Langtry-Menter γ − R̂eθt Transition Model

The widely used Langtry-Menter γ−R̂eθt model is a transition model developed by Langtry

and Menter [13]. It is also known as γ − R̂eθt SST model since it is based on the SST tur-

bulence model and uses two additional transport equations for the intermittency γ and the

local transition onset momentum thickness Reynolds number R̂eθt. Only minor modifica-

tions of the blending function F1, the source- and dissipation terms of the original SST

model are necessary.

This model correlates Reθ to the vorticity or strain-rate Reynolds number Reν by:

Reθ =
max (Reν)

2.193
. (3.19)

Reν is locally formulated using the strain-rate magnitude S =
�
2sijsji and is defined as:

Reν =
ρy2

µ

�����∂u∂y
����� = ρy2

µ
S , (3.20)

where y is taken to be the wall-normal. A trigger function Fonset = f (Reν , Reθc) is used to

produce the intermittency γ variable once the ratio Reν
2.193

reaches a threshold value, defined

as Reθc. The production of intermittency initiates the transition process by switching on

the underlying turbulence model. The intermittency γ indicates if the local boundary layer

flow4 is laminar (γ = 0) or turbulent (γ = 1) and is governed by the following transport

equation:

∂ (ργ)

∂t
+

∂ (ρujγ)

∂xj

= Pγ − Eγ +
∂

∂xj

��
µ+

µt

σf

�
∂γ

∂xj

	
. (3.21)

The threshold value, Reθc = f


R̂eθt


, describes “the position where turbulent fluctuations

begin in the boundary layer” [14]. Equation 3.22 governs the distribution of the empirical

correlation Reθt in the flow field through the use of an additional variable R̂eθt.

4γ = 1 in the free stream.
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∂


ρR̂eθt


∂t

+
∂


ρujR̂eθt


∂xj

= Pθt +
∂

∂xj

�
σθt (µ+ µt)

∂R̂eθt
∂xj

�
. (3.22)

Reθt is included in the source term

Pθt = cθt
ρ

t



Reθt − R̂eθt


(1− Fθt) , (3.23)

and defined as:

Reθt =


�
1173.51− 589.428I + 0.2196

I2

�
F (λθ) , I ≤ 1.3

331.50 (I − 0.5658)−0.671 F (λθ) , I > 1.3
(3.24)

The function Reθt depends on the free-stream turbulence intensity I and a pressure gradient

parameter λθ:

F (λθ) =

 1 + (12.986λθ + 123.66λ2
θ + 405.689λ3

θ) e
(− I

1.5)
1.5

, λθ ≤ 0

1 + 0.275
�
1− e−35λθ

�
e−

I
0.5 , λθ > 0

(3.25)

with:

λθ =
du

ds

θ2

ν
, (3.26)

where du/ds is the acceleration in the streamwise direction. Due to the appearance of θ in

Eq. 3.26, Reθt has to be computed iteratively. Further information concerning this model

can be found in [14], [37], or in the original paper [13].

The equation of the turbulent kinetic energy in the original SST model has to be modified

so that the source term P̃k scales with γeff and the dissipation term D̃k is limited:

P̃k = γeff P̃k|SST , (3.27)
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D̃k = min (max (γeff , 0.1) , 1.0) D̃k|SST . (3.28)

Also, the blending function F1 has to be changed so that F1 = 0 does not appear in the

laminar boundary layer.

The boundary conditions for γ and R̂eθt suggested in [37] are:

∂γ

∂n |wall
= 0 , (3.29)

γfarfield = 1 , (3.30)

∂R̂eθt
∂n |wall

= 0 , (3.31)

R̂eθt,farfield =

 (1173.51− 589.428I + 0.2196I−2) , I ≤ 1.3

331.50 (I − 0.5658)−0.671 , I > 1.3
(3.32)
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3.3 Amplification Roughness Model

The version of the roughness model described in this section is an extension to the Langtry-

Menter γ − R̂eθt model and was formulated by Langel et al. in 2017 [14]. This model

introduces a scalar field quantity, the amplification roughness Ar, that is defined on rough

walls. An additional transport equation distributes this quantity throughout the flowfield.

The idea behind this is that information about the roughness is not just available at the

rough boundary patch itself but can be passed downstream as well. Finally, Ar modifies

the onset criteria of the Langtry-Menter γ − R̂eθt model through a change in the source

term.

The concept of using an additional transport equation to account for surface roughness was

originally proposed by Dassler et al. [38].

The transport equation for Ar is given by:

∂ (ρAr)

∂t
+

∂ (ρujAr)

∂xj

=
∂

∂xj

�
σAr (µ+ µt)

∂Ar

∂xj

	
, (3.33)

with the constant σAr = 30.0.

Ar is defined through a boundary condition at the rough wall by the sigmoid function

Ar|wall = f
�
k+
s

�
=

CAr1

1 + e−(CAr2k
+
s +CAr3)

, (3.34)

with the constants CAr1 = 2000, CAr2 = 1 and CAr3 = −13.5. The function is plotted

in Fig. 3.1 and was calibrated to match the flow behavior over flat plates; an in-depth

description of that process is given in the original reference [14].5

Information about the roughness feature is passed to the model only through the boundary

condition for Ar, i.e., only one input parameter ks. It is correlated to the physical roughness

height kr through a density function f (Λk) (see Eq. 2.10). Ideally, the input is assumed to

5The constant CAr3 is given with 13.5 in the original reference [14]. That would shift the function

into the negative, non-physical range of k+s . Therefore, in this work, CAr3 is set to −13.5, which is also

consistent with a graph provided in the original reference.
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be ks = kr or f (Λk) = 1. However, since Eq. 3.34 was calibrated to a flat plate, airfoil cases

require a change of f (Λk). Furthermore, f (Λk) changes with density distribution. For the

airfoil validation cases in the original paper, the input ks was varied until experimental

results matched.

Figure 3.1: Rough wall boundary condition for Ar.

The R̂eθt source term is modified as follows:

Pθt,mod = cθt
ρ

t

�

Reθt − R̂eθt


(1− Fθt)− bFAr

�
, (3.35)

with a blending function b:

b = 0.5sin

�
π

155
R̂eθt − 97π

155

�
+ 0.5 . (3.36)

The function FAr is determined according to Eq. 3.37, in which F (λθ) is taken directly

from the Langtry-Menter γ − R̂eθt model (see Eq. 3.25).

FAr =

 4.0A0.42
r Fθt + 4.0Ar



1

F (λθ)


(1− Fθt) , F (λθ) ≤ 1.0

4.0A0.42
r Fθt + 4.0Ar



1

F (λθ)

0.6

(1− Fθt) , F (λθ) > 1.0
(3.37)
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3.3.1 Modification to the SST-BC

With the newly introduced variable Ar, the influence of surface roughness on the transition

point can be included, but the effects on the turbulent boundary layer and the reduction

of the turbulent dissipation rate cannot be captured with this variable alone [14].

Surface roughness causes a downward shift of the logarithmic law of the wall [39], which

can be expressed by a function ∆B:

u+ =
1

κ
ln

�
y+

�
+B −∆B . (3.38)

Here, the constants have been determined to be κ = 0.41 and B = 5.0 [40], ∆B is typically

a function of a roughness parameter.

These effects are taken into account by modifying the boundary condition for the spe-

cific dissipation rate ω. Instead of the boundary condition for hydraulically smooth walls

(Eq. 3.14), Langel et al. [14] suggest the following:

ωwall|rough =
u2
τSr

ν
, (3.39)

with Sr being a function that depends on the dimensionless parameter k+
s :

Sr =





50
k+s

2

, k+
s ≤ 25

100
k+s

, k+
s > 25

(3.40)

In short, as roughness k+
s increases, the modified BC essentially lowers ω and therefore

increases local skin friction.
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Chapter 4

The Amplification Roughness Model in

OpenFOAM

In this thesis, the Amplification Roughness model [14] - along with the modified boundary

condition - was implemented into OpenFOAM-v1912. No literature regarding previous at-

tempts to implement this model in OpenFOAM was found. Key aspects of this procedure

are presented in this section.

Without getting into too much detail, some basics about the file structure of C++, the

base programming language of OpenFOAM, have to be explained. In object-oriented pro-

gramming languages, such as C++, classes are used to create objects and provide member

variables and functions. These classes are typically built in pairs, the class definition file

takes a .C extension, and the class declaration file (or header file) a .H extension.

OpenFOAM uses wmake to compile applications and libraries, which requires a certain

directory structure (see Fig. 4.1). The Make subdirectory contains two files, options and

files. The file files contains name and location of the respective library or executable. The

paths to source files, which the compiler needs, are specified in options. This file further

contains a list of libraries that are linked to the current application.

The turbulence model framework is organized somewhat differently than shown in Fig. 4.1.

It makes use of templates that allows all solvers - compressible, incompressible, single- and

multiphase - to use the framework for turbulence models. However, a custom turbulence
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model is created with .C and .H files, just as any other application. Further details on this

topic can be found in [41] or [42].

newApplication

newApplication.C

newApplication.H

Make

files

options

Figure 4.1: Typical file structure for applications compiled with wmake, adapted from [43].

A new turbulence model termed kOmegaSSTLM AR, based on the already established

Langtry-Menter γ − R̂eθt model1, was created. In the header file kOmegaSSTLM AR.H,

some additional quantities had to be declared, i.e., the constant σAr, the new field Ar and

its access function. Furthermore, a protected member function FAr was declared as shown

in List. 4.1.

1 // − Return FAr f o r modi f i ed source−term

2 tmp<vo l S c a l a rF i e l d : : In t e rna l> FAr

3 (

4 const vo l S c a l a rF i e l d : : I n t e r n a l& Fthetat ,

5 const vo l S c a l a rF i e l d : : I n t e r n a l& ReThetat0 ,

6 const vo l S c a l a rF i e l d : : I n t e r n a l& Us

7 ) const ;

Listing 4.1: Declaration of FAr in the file kOmegaSSTLM AR.H

1called kOmegaSSTLM in OpenFOAM syntax.
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The definition of FAr in the main file kOmegaSSTLM AR.C is done according to Eq. 3.37.

Note that F (λθ) is constructed through Reθt with the use of an auxiliary variable in line

17 of List. 4.2. This approach avoids the need to iterate again and keeps the programming

effort low. See Eq. 3.24 for reference. A part of the code is given below:

1 f o rA l l (FAr , c e l l i )

2 {
3 const s c a l a r Tu

4 (

5 max(100∗ s q r t ( ( 2 . 0 / 3 . 0 ) ∗ k [ c e l l i ] ) / Us [ c e l l i ] , s c a l a r ( 0 . 0 2 7 ) )

6 )

7 s c a l a r aux ;

8 s c a l a r Flambda ;

9 i f (Tu <= 1 . 3 )

10 {
11 aux = (1173 .51 − 589.428∗Tu + 0.2196/ sqr (Tu ) ) ;

12 }
13 e l s e

14 {
15 aux = 331.50∗pow( (Tu − 0 . 5658 ) , −0.671) ;

16 }
17 Flambda = ReThetat0 [ c e l l i ] / aux ;

18 i f (Flambda <= 1)

19 {
20 FAr [ c e l l i ] = 4∗pow(Ar [ c e l l i ] , 0 . 4 2 ) ∗ Fthetat [ c e l l i ]

21 + 4∗Ar [ c e l l i ]∗pow(Flambda ,−1)∗(1−Fthetat [ c e l l i ] ) ;

22 }
23 e l s e

24 {
25 FAr [ c e l l i ] = 4∗pow(Ar [ c e l l i ] , 0 . 4 2 ) ∗ Fthetat [ c e l l i ]

26 + 4∗Ar [ c e l l i ]∗pow(Flambda ,−0.6)∗(1− Fthetat [ c e l l i ] ) ;

27 }
28 }
29 return tFAr ;

Listing 4.2: Definition of FAr in the file kOmegaSSTLM AR.C
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As for the amplification roughness Ar, an IOobject is constructed and its transport equation

added in the member function correctReThetatGammaInt :

1 // − Ampl i f i ca t i on Roughness equat ion

2 tmp<fvSca larMatr ix> ArEqn

3 (

4 fvm : : ddt ( alpha , rho , Ar )

5 + fvm : : div ( alphaRhoPhi , Ar )

6 − fvm : : l a p l a c i a n ( alpha ∗ rho∗DArEff ( ) , Ar )

7 ==

8 fvOptions ( alpha , rho , Ar )

9 ) ;

Listing 4.3: The transport equation for Ar in the file kOmegaSSTLM AR.C

Lastly, FAr is used to modify the source term in the R̂eθt transport equation.

1 // − Trans i t ion onse t momentum−t h i c kn e s s Reynolds number equat ion

2 tmp<fvSca larMatr ix> ReThetatEqn

3 (

4 fvm : : ddt ( alpha , rho , ReThetat )

5 + fvm : : div ( alphaRhoPhi , ReThetat )

6 − fvm : : l a p l a c i a n ( alpha ∗ rho∗DReThetatEff ( ) , ReThetat )

7 ==

8 Pthetat ∗ReThetat0 − fvm : : Sp ( Pthetat , ReThetat )

9 − Paux∗b∗FAr // adding the modi f i ed source term FAr∗b e x p l i c i t e l y

10 + fvOptions ( alpha , rho , ReThetat )

11 ) ;

Listing 4.4: The transport equation for R̂eθt in the file kOmegaSSTLM AR.C

The term −PauxbFAr is added to the transport equation (see Line 9 in List. 4.4) in an

explicit manner.2 Due to its negative sign, it is considered a sink term, and it is generally

recommended to handle sink terms implicitly [44]. OpenFOAM provides mechanisms for

the explicit or implicit discretization of source (or sink) terms, such as fvm::Sp(ρϕ) and

2Paux is an auxiliary term only used for programming elegance.
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fvm::SuSp(ρϕ). That requires a term to be expressed as ρϕ, where ρ is a scalar, and ϕ

is a volume field of some type [43]. In this particular case, ϕ would correspond to R̂eθt.

Expressing −PauxbFAr in such a way proved difficult due to the nature of the blending

function b (see Eq. 3.36). However, the implicit discretization of the sink term is considered

an improvement to the convergence and stability behavior of the algorithm and could be

implemented in future works.

The complete implementation of the roughness model also necessitates a new boundary

condition. This new boundary condition is called omegaRoughWallFunction and supplies

boundary conditions for ω and Ar. Three input arguments, as shown in List. 4.5, have

to be specified: the equivalent sand grain roughness ks, the kinematic viscosity ν, and a

boundary condition type.

1 roughWall

2 {
3 type omegaRoughWallFunction ;

4 ks \<wal l ks va lue \>;

5 nu \<nu value \>;

6 BCtype omega ;

7 va lue \<dummy value f o r i n i t i t a l i z a t i o n only \>;

8 }

Listing 4.5: Example of the boundary condition specification.

Options for the BCtype entry are omega or amplificationRoughness to select the appropriate

method, which computes values for ωwall and Ar|wall, respectively. Note that if ks = 0 is

specified, ωwall will take the value specified by the entry value. Therefore, it is recommended

to supply the value for smooth walls at this point.

The BC is created using the utility foamNewBC, which constructs the .C and .H source

files as well as the compilation files. With the command foamNewBC -f -s omegaRough-

WallFunction, a template code for a fixed value (-f ) BC of a scalar field (-s) is generated.

Further options are available and can be viewed with foamNewBC -help.
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Necessary member data are declared in the header file omegaRoughWallFunction.H and

classes used by the main file are included:

1 #inc lude ”f ixedValueFvPatchFie lds .H”

Listing 4.6: Including the fixedValueFvPatchFields class in the file omegaRoughWallFunc-

tion.H

In the main file, the calculations are done in a loop over each face of the patch. Depending

on the BCType entry, the respective value is computed according to Eq. 3.39 or Eq. 3.34.

After these rather straightforward computations, the patch value is set to the newly com-

puted quantity.

1 // − Set the va l u e o f t h i s patch to the newly computed quan t i t y

2 th i s−>operator==(outVal ) ;

3 }

Listing 4.7: Statement in the file omegaRoughWallFunction.C to set the patch value to

outVal.

However, the calculation of the wall shear stress3 is more challenging. τw is computed with

the patch normal vector n and the symmetric Reynolds stress tensor R:

τw = R ·n . (4.1)

While the computation of n is quite simple, R had to be retrieved from the turbulence

model first. Listing 4.8 shows how the object registry is checked for a present turbulence

model and how it is retrieved if one is present. A turbulence model is present when a

solver runs the case. It is typically not loaded when preprocessing is performed. This check

ensures that the BC works for preprocessing operations, e.g., decomposePar as well.

3The wall shear stress τw is required for both quantities ω and Ar through the dimensionless roughness

parameter k+s (see Eq. 2.11 and Eq. 2.12).
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1 i f

2 (

3 db ( ) . found

4 (

5 IOobject : : groupName

6 (

7 turbulenceModel : : propertiesName ,

8 i n t e r n a l F i e l d ( ) . group ( )

9 )

10 )

11 )

12 {
13 const turbulenceModel& turbModel = db ( ) . lookupObject<turbulenceModel>

14 (

15 IOobject : : groupName

16 (

17 turbulenceModel : : propertiesName ,

18 i n t e r n a l F i e l d ( ) . group ( )

19 )

20 ) ;

21 . . .

22 // − Remaining code in t h i s s e c t i on

23 }

Listing 4.8: Checking if a turbulence model is present in the object registry in file

omegaRoughWallFunction.C, following [45].

Then, a check is performed if the turbulence model is of incompressible type. If it is, a

refCast gives access to the deviatoric part of the effective Reynolds stress tensor Reff . In

OpenFOAM, this part is accessed by devReff() as shown in List. 4.9.
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1 i f ( isA<incompress ib leTurbulenceModel >(turbModel ) )

2 {
3 const incompress ib leTurbulenceModel& incompTurbModel =

4 re fCast<const incompress ib leTurbulenceModel>(turbModel ) ;

5

6 // − Dev ia to r i c Reynolds S t r e s s Tensor at boundary patch

7 const tmp<volSymmTensorField> Re1 = incompTurbModel . devRef f ( ) ;

8 const tmp<symmTensorField> Re = Re1 ( ) . boundaryField ( ) [ patch ( ) . index ( ) ] ;

9 . . .

10 // − Remaining code in t h i s s e c t i on

11 }

Listing 4.9: Retrieving defReff from the turbulence model in file omegaRoughWallFunc-

tion.C, following [45].

Due to the way this BC is programmed, it only works for incompressible cases. That could

be extended further to compressible cases in the future.

After compiling both models using wmake, libraries are created with the name and location

specified in the files Make/files. Using them necessitates an entry in each case’s controlDict :

1 l i b s

2 (

3 ”libomegaRoughWallFunction . so ”

4 ”l ibmyIncompress ib leTurbulenceModels . so ”

5 ) ;

Listing 4.10: controlDict entry to add user generated libraries.
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Chapter 5

Validation and 2D Results

The numerical methods for the 2D airfoil simulations are described in this chapter. The

general information about the simulation setup and the airfoils used is presented first.

Two models are used to characterize LEE; the Amplification Roughness model for slightly

eroded airfoils and the so-called delamination model representing severe coating damage

via geometrical discretization. The Amplification Roughness model’s implementation is

validated using flat-plate test cases.

Both RANS and URANS airfoil simulations are conducted with each model using OpenFOAM-

v1912. The results are validated using experimental and numerical reference data. A

comparison of both models and a discussion about their suitability for application in 3D

simulations follows.

5.1 General Remarks

The validation process of the numerical methods, which is presented in the following sec-

tions, was performed on two different airfoils. Both airfoils belong to the NACA six-digit

series with sharp trailing edges. Their contours are shown in Fig. 5.1. Even though they

were designed in the 1940s, they are still being used on today’s wind turbine blades [46].

34



Validation and 2D Results General Remarks

Figure 5.1: NACA 64-618 and NACA 633-418 airfoil coordinates.

The selection of the first airfoil, the cambered NACA 64-618 airfoil with a maximum thick-

ness of 18% of the chord, was motivated by the good accessibility of geometric and aero-

dynamic data. It is also utilized at the blade tip of the NREL reference wind turbine [47]

and is widely used in wind energy research.

However, experimental data for that airfoil with LEE could not be found. Therefore, it

was required to switch to the NACA 633-418 airfoil, which has been subject to various

investigations in terms of LEE [48, 19, 49].

While the coordinates of the NACA 64-618, obtained from the NREL project [50], show a

sufficient amount of data points, the freely available coordinates for the NACA 633-418 [51]

lack data resolution. The contour point distribution had to be improved first to eliminate

discontinuities on the airfoil surface and avoid problems later. That was done using the

open-source airfoil contour analysis and CFD meshing tool PyAero [52], which is also able

to spline and refine airfoil contours. Additional points are added by “producing a spline

representation through the initial airfoil contour” [53], and then distributing a specified

number of points along the spline. The leading and trailing edges are further refined. After

this, the number of contour points had been increased from 97 to 549.

A large number of points arise due to excessive refinement in the leading edge area. That

was done with consideration to the modeling of delamination features in Sec. 5.4.
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Airfoils are commonly meshed with hexahedral cells using structured O-type or C-type grid

topologies. C-type structured meshes generally come with a higher computational cost due

to the clustered accumulation of grid points in the downstream wake. The beneficial wake

resolution is an important factor for predicting the drag forces accurately [14]. So, C-type

grids were chosen for all further analysis. Furthermore, O-type structured grids come with

highly skewed cells for airfoils with sharp trailing edges. Figure 5.2 shows the C-type mesh

around the NACA 64-618 airfoil.

0 0.25 0.5 0.75-0.25

0

0.25

-0.25

x/c [-]

y
/c

[-
]

airfoil

Figure 5.2: C-type mesh around NACA 64-618 airfoil.

Standard chord lengths of both airfoils are given as c = 1 m, and it was assumed that the

aerodynamic centers are located at the 25% chord position.

The airfoil surface is modeled as a no-slip wall without wall functions. The first cell height

was set to d1 = 3 · 10−6 m with a growth rate of 1.1 to ensure y+ < 1 for all angles of attack

and Reynolds numbers.

The computational domain’s size is chosen such that every boundary is 20c away from the

airfoil to allow for proper flow development. The dimensions, along with the boundary

patches, are visualized in Fig. 5.3. Note that OpenFOAM always requires a 3-dimensional

mesh. Therefore, all grids for 2D computations have one cell in the z-direction. By speci-
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fying a special empty condition on the frontAndBack patch, OpenFOAM understands that

no solution is required along the z-axis.

airfoil

outlet

x/c [-]

y
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[-
]

inlet

-20 0 20

-2
0

0
20

top
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frontAndBack

Figure 5.3: Computational domain for the 2D-simulations.

At the inlet, outlet, top, and bottom patches, free-stream BC are specified for the velocity

and pressure fields1. A detailed list of BC for the basic fields is given in Appendix C. In

order to change the angle of attack, the internal vector field of the velocity was changed

accordingly.

Steady-state simulations (RANS) ran until lift and drag coefficients converged (∆ < 10−5).

However, at higher angles of attack, when flow separation occurs, convergence in terms of

the force coefficients could not be achieved. Therefore, the periodically oscillating results

were averaged.

1u: freestreamVelocity, p: freestreamPressure
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The numerical discretization schemes for terms are specified in the system/fvSchemes dic-

tionary. Time derivatives are set to zero by specifying steadyState for RANS simulations. In

transient simulations (URANS), the time derivative is discretized by a second-order implicit

CrankNicolson scheme. The Gauss linear scheme is used for gradient terms. A gradient

limiting version cellLimited Gauss linear 1 is chosen for the velocity and turbulence fields

to improve the numerical stability. The keywords for the advective terms are specified in

the form div(phi,...), where phi refers to the volumetric flux for incompressible flows [54].

The linearUpwind and limitedLinear schemes, which are second-order accurate and based

on Gauss integration, are used for these terms. Note that in the steady-state simulations,

bounded variants of the schemes are applied. Listing 5.1 shows the exemplary syntax for

some fields.

1 gradSchemes

2 {
3 grad (U) c e l l L im i t ed Gauss l i n e a r 1 ;

4 // . . .

5 }
6

7 divSchemes

8 {
9 div ( phi ,U) bounded Gauss l inearUpwind grad (U) ;

10 div ( phi , k ) bounded Gauss l im i t edL in ea r 1 ;

11 // . . .

12 }

Listing 5.1: Extract from the fvSchemes dictionary.

The consistent formulation of the SIMPLE algorithm with under-relaxation factors of 0.95

is used for steady-state computations. The PIMPLE algorithm is employed for transient

simulations. Linear solvers used for the discretized terms are GAMG for the pressure field

and PBiCGStab for the remaining fields. The equation solvers, tolerances, and algorithms

are specified in the system/fvSolution dictionary. More information concerning discretiza-

tion schemes and solution control can be found in the OpenFOAM User Guide [54].

A measure of flow compressibility is the Mach number Ma. Air flows obeying the ideal

38



Validation and 2D Results Validation of a Smooth Airfoil

gas law can be considered incompressible if Ma is less than 0.3. This is true for most of

the investigated cases. However, it was observed that in some cases with high angles of

attack, the local Mach numbers exceeded that value but remain below 0.6. While being

aware of potential inaccuracies due to the increasing influence of compressible effects, they

were deemed negligible for the purpose of this study, and incompressibility was assumed in

all cases.

5.2 Validation of a Smooth Airfoil

A smooth NACA 64-618 airfoil was used to validate the CFD method. Experimental

data from wind tunnel measurements by Timmer [46] were used to validate the simulation

methodology. To match the test conditions, the simulations are carried out at Re = 6 · 10−6,

which corresponds to an inflow wind speed of u∞ = 90.36 m/s. The inflow turbulence in-

tensity is set to 0.1%. The objective of this comparison is to define the simulation settings,

motivate the selection of the turbulence model, and predict drag and lift forces for angles

of attack ranging from −10◦ to 18◦.

Figure 5.4 shows that the Langtry-Menter γ − R̂eθt transition model yields better results

than the SST model. Both models are able to capture the lift characteristics for low angles

of attack. However, the transition model can predict cL accurately even for higher angles

of attack when flow separation occurs. The transition model also exhibits superior drag

prediction for the majority of angles of attack. Only at very low angles of attack the drag

is somewhat underestimated. Although the transition model comes with a higher compu-

tational cost, it yields superior results and is therefore used throughout this study.

It should be noted that to achieve good agreement with the experimental data, the empir-

ical constant a1, which appears in the definition of the eddy viscosity, had to be reduced

from 0.31 to 0.28. This was done according to the guideline in [55]. The results shown in

Fig. 5.4 are obtained on themedium mesh. A mesh independence study is presented later on.
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(a) Lift curves (b) Polar curves

Figure 5.4: Comparison of numerical results against wind tunnel measurements [46] of a

NACA 64-618 airfoil.

The two main principles for assessing the accuracy and credibility of CFD simulations are

verification and validation [56]. The process of validation typically involves comparisons of

the computational simulations with experimental results. The identification and quantifi-

cation of errors and uncertainties in the numerical methodology, on the other hand, is part

of the verification assessment. A method frequently used for uncertainty estimation is the

Grid Convergence Index (GCI) method, which is briefly described in Appendix A. The goal

is to show a reduction of the discretization error for quantities of interest by systematically

refining the grid. In this section, results obtained on three gradually refined meshes are

presented and analyzed. Furthermore, this process allows for optimizing the grid size in

terms of reliability and computation time.

Meshes are created in three different resolutions to get a first estimation regarding the

grid design. The properties of the grids, labeled as coarse, medium, and fine, are listed in

Tab. 5.1. Only the number of nodes on the airfoil surface and the number of nodes in the

radial direction are changed. The overall grid structure and the first cell height are retained.
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Label Airfoil nodes Radial nodes Elements

coarse 384 200 ≈ 155k

medium 448 250 ≈ 233k

fine 640 300 ≈ 367k

Table 5.1: Properties of the grids used in first grid independence study.

Figure 5.5 shows the lift and polar curves obtained on those three grids. While the results

on all three grids are acceptable for moderate angles of attack, it is clear that the coarse grid

is insufficient for angles of attack above 10◦. However, at α = −10◦, the drag prediction is

more accurate on the coarse mesh than on the medium grid.

(a) Lift curves (b) Polar curves

Figure 5.5: Comparison of airfoil characteristics resulting from the first grid independence

study.

The results for the grid convergence according to the GCI method are shown in Tab. 5.2 for

cL and cD at α = 4◦ and α = 10◦. In Fig. 5.6a, convergence is shown for both coefficients

normalized to the extrapolated values. It can be observed that most quantities exhibit an

oscillating convergence behavior. That is also indicated by a negative value of R. It is

unclear where this behavior originates from.
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Angle of attack α 4◦ 10◦

Parameter cL cD cL cD

Convergence ratio R [-] -0.491 0.054 -0.209 -0.207

Relative error e21a [%] 0.531 0.412 0.874 5.610

Extrapolated error e21ext [%] 0.475 0.017 0.200 1.288

Grid convergence index GCI21 [%] 0.591 0.022 0.251 1.589

Table 5.2: Calculation of discretization uncertainties.

(a) (b)

Figure 5.6: a) Convergence behavior of cL and cD at two angles of attack and b) polar curve

of the fine-grid solution, with discretization error bars computed using the GCI.

The GCI represents an error estimate and is plotted as error bars in Fig. 5.6b to show the

uncertainty of the fine-grid solution. The solution on the fine grid agrees very well with

the experimental data, and, for the most part, GCI values are within an acceptable range.

Nevertheless, it was decided to conduct a second mesh independence study aiming at opti-

mizing the grid and understanding the effects of certain mesh parameters better. A new set

of grids with the specifics listed in Tab. 5.3 was used. In addition to the previously defined

medium and fine grids, two modified versions with a reduced number of radial nodes were

created. Note that the results shown in Fig. 5.7 were obtained on the slightly different

NACA 633-418 airfoil at a Reynolds number Re = 5 · 106. For this part of the grid study,
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simulations were limited to angles of attack between α = 6◦ and α = 15◦.

Label Airfoil nodes Radial nodes Elements

medium2 448 200 ≈ 166k

medium 448 250 ≈ 233k

fine2 640 200 ≈ 204k

fine 640 300 ≈ 367k

Table 5.3: Properties of the grids used in second mesh independence study.

(a) Lift curves (b) Polar curves

Figure 5.7: Comparison of airfoil characteristics resulting from the second grid independence

study.

The above figure shows that a sufficiently large number of nodes on the airfoil surface is

crucial for accurately predicting the aerodynamic coefficients. The number of radial nodes,

however, seems to be of lower importance. Both results obtained on the fine and fine2 grids

match the measured characteristic precisely, but since the fine2 grid only uses ≈ 55% of the

fine grid’s cells, it is used for further analysis.2 Again, convergence behavior is investigated

through the GCI method. The medium grid was disregarded for this analysis. Table 5.4

shows the results computed with the GCI method; Fig. 5.8a shows the normalized values

2The computational time on the fine2 grid is about 50% of the fine grid.
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of the aerodynamic coefficients.

Angle of attack α 10◦ 15◦

Parameter cL cD cL cD

Convergence ratio R [-] 0.022 0.349 -0.018 -0.001

Relative error e21a [%] 0.144 4.249 0.440 0.054

Extrapolated error e21ext [%] 2.39e-6 9.66e-2 4.58e-6 2.39e-10

Grid convergence index GCI21 [%] 2.99e-6 0.120 5.73e-6 2.98e-10

Table 5.4: Calculation of discretization uncertainties.

(a) (b)

Figure 5.8: a) Convergence behavior of cL and cD at two angles of attack and b) polar curve

of the fine2 -grid solution, with discretization error bars computed using the GCI.

While low values are desirable for the GCI, the extremely low values in Tab. 5.4 have to be

questioned. They possibly indicate that the simulations are not yet in an asymptotic range

of convergence or that some other problem occurred. Some reasons seem plausible:

• Strongly differing results on the medium2 grid: If one of the absolute errors ϵ32 =

Φ3 − Φ2 or ϵ21 = Φ2 − Φ1 is “very close” to zero, the procedure fails, according to

Celik et al. [57]. In this particular case, while ϵ21 is very small for both coefficients

and angles of attack, ϵ32 is greater by a factor of at least 100.
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• Unsystematic (unstructured) mesh refinement: The refinement procedure should be

done systematically. Here, it has been carried out in a non-ideal way, i.e., the refine-

ment factor is not constant (r21 = 1.34, r32 = 1.11), and only parts of the grid were

refined while others remained unaltered.

• The apparent order p that is calculated during the GCI procedure does not agree well

with the formal order p̂ of the schemes. While the solution is obtained using second-

order schemes (p̂ = 2), p takes values between 12 and 65. Agreement between the

formal and apparent order is a good indication “of the grids being in the asymptotic

range” [57]. However, Celik et al. [57] also state that disagreement “should not

necessarily be taken as a sign of unsatisfactory calculations.”

Leaving that aside, the aerodynamic coefficients obtained on the fine2 mesh are in excellent

agreement with the experimental data. Therefore, the fine2 grid is used to test the numer-

ical erosion models in the remainder of this chapter. Additional validation is provided by

the pressure coefficient cp shown in Fig. 5.9.

For a smooth NACA 633-418 airfoil at Re = 5 · 106, cp is computed for angles of attack

α = −10◦, 0◦, 10◦, and 15◦. Again, the results obtained on the fine2 grid agree generally

well with the experimental data by Kruse [8]. It is noticeable that the pressure at the stag-

nation point was underpredicted in all cases. While the pressure coefficient on the lower

surface of the airfoil fits the experimental data quite well in all cases, some deviations can

be seen on the upper surface. A trend towards overestimating cp from the leading edge

until 60%c is present for α = −10◦, 0◦ and 10◦. At α = 15◦, deviations in the front part

can be seen as well, but most significantly, they are present near the trailing edge. The

experimental data shows an adverse pressure gradient from 40%c until the trailing edge,

indicating flow separation. The simulation shows a similar trend, although it delays the

separation point and overestimates the pressure.
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(a) α = −10◦ (b) α = 0◦

(c) α = 10◦ (d) α = 15◦

Figure 5.9: Comparison of the pressure coefficient cp between simulations and experimental

data for α = −10◦, 0◦, 10◦ and 15◦.
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5.3 Roughness Model

In this section, the Amplification Roughness model is used to represent the early erosion

phase mathematically. The theoretical concept and the model’s implementation in Open-

FOAM are described in detail in Sec. 3.3 and Chap. 4, respectively. The implemented model

will be validated on flat plates and airfoils against experimental or numerical reference data

in this section. Quantities used to validate the implemented model are the lift and drag

coefficients, as well as the location of the boundary layer transition. Airfoils were tested for

flows with Reynolds numbers ranging from 1.6 · 106 to 5 · 106.

5.3.1 Flat Plate Cases

The validation includes the comparison of simulation results for flows over a flat plate with

experimental data. The ERCOFTAC flat plate test cases, which were defined in the 1990s,

are used as reference cases. This database has become a standard test case for validating

numerical transition models. A flat plate with a rounded leading edge was investigated in

a wind tunnel. Experimental data are available for a variety of turbulence intensities and

pressure gradients.

Here, the testing was limited to two cases with zero pressure gradient, i.e., the T3A and

T3A- cases. The boundary conditions of these configurations are given in Tab. 5.5.

Case Velocity u∞ Turbulence intensity I Viscosity ratio νt
ν

[m/s] [%] [-]

T3A 5.4 3.3 12.0

T3A- 19.8 0.874 8.72

Table 5.5: Boundary conditions of the test cases T3A und T3A-; ρ = 1.225 kg/m3 and

ν = 15 · 10−6 m2/s2

Both test configurations were simulated using the provided mesh in the T3A tutorial case,

which was described by [58] and is part of the OpenFOAM distribution [59]. These cases
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were used since they are well-defined, all parameters are known, and a very good conver-

gence behavior can be achieved. It has proved difficult to reproduce other CFD flat plate

cases, often due to a lack of known input parameters.

A two-dimensional plate of length 3 m and height 7.5 · 10−4 m is discretized in a domain

3.04 m x 1 m with 26820 cells. The wall resolution is fine enough to ensure y+ < 1 for both

cases. Figure 5.10 shows the meshed plate.

Figure 5.10: Mesh used in the flat plate simulations and detail near rounded leading edge.

The boundary conditions of the T3A case are identical to those from the OpenFOAM

tutorial. Inlet values for k and Reθt were computed with Eq. 3.11 and 3.32, respectively.

Note that the value for ωinlet was calculated based on the viscosity ratio νt/ν according to:

ωinlet =
k
νt
ν
ν
. (5.1)

The flow over a smooth flat plate, i.e., with ks = 0, was simulated first. Figure 5.11 shows

the results of a laminar and a fully turbulent flow, as well as the results obtained with the

Langtry Menter γ−R̂eθt transitional model with (LM AR) and without (LM) the roughness

extension. The skin friction factor cF is plotted against the Reynolds number Rex:

Rex =
ux

ν
, (5.2)
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where x is the distance from the leading edge of the flat plate. The transition location is

specified by cF reaching a minimum before increasing rapidly. Both transitional models

give quite similar results and are consistent with the experimental data, although the point

of transition is predicted slightly upstream.

Figure 5.11: Visualization of the transition behavior on a smooth, flat plate. Measurements

for the T3A test case are taken from [60].

The results for both test cases with roughness ranging from ks = 0 to 350 µm are plotted

in Fig. 5.12. The roughness was introduced on the whole plate by a boundary condition for

the Amplification Roughness as described in Sec. 3.3. As expected, the model predicts the

movement of the transition location further upstream with increasing roughness. However,

without surface roughness (ks = 0), an upstream shift of the transition location compared

to the experimental data is noticeable for both cases.

Another observable effect in both cases is the amplification of cF with increasing ks in the

turbulent section following the transition. This increase originates from the modification of

the boundary condition for ω at rough walls [14].

The influence of small roughness heights on the transition location is different in the two
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cases; Fig. 5.12a shows only minor differences for ks < 100 µm. For the T3A- case, the

same could be said for ks < 50 µm only.

(a) T3A, I = 3.3 %

(b) T3A-, I = 0.874 %

Figure 5.12: Simulated influence of varying roughness ks [µm] on transition location. Mea-

surements of the (a) T3A and (b) T3A- cases are both taken from [60].
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5.3.2 Airfoil Cases

The flat plate tests described above give some insight into the general behavior of the

Amplification Roughness model. However, the input values of ks were chosen arbitrarily,

and a closer examination of the equivalent sand grain roughness as an input parameter is

necessary. Additional tests on a NACA 633-418 airfoil have been conducted to validate

the model further. The reference cases were taken from Langel et al. [14], who provided

both numerical and experimental results for several roughness configurations and Reynolds

numbers in the validation process of their Amplification Roughness model.

As outlined in Sec. 3.3, the determination of the roughness parameter ks is not straight-

forward and, in this case, depends on the density distribution and the calibration process.

The input for the reference cases was “selected by determining what input produces the

best output” [14]. That is to say that the input parameter is not universal and should be

related to experimental data for each case. The input values ks listed in Tab. 5.6 were

used to test the current implementation of the Amplification Roughness model against the

original numerical and experimental results. A NACA 633-418 airfoil is investigated at

Re = 1.6 · 106 and 3.2 · 106. The Reynolds number was changed by varying the free-stream

velocity. Surface roughness is applied from the leading edge until 2%c on the upper surface

and 13%c on the lower surface.

kr Density f (Λk) ks

[µm] [%] [-] [µm]

100 15 0.47 57

200 3 0.41 101

Table 5.6: Summary of roughness configurations, taken from [14].

Figure 5.13 compares the simulated lift and polar curves for Re = 1.6 · 106 and 3.2 · 106. In

general, the lift coefficient decreases - primarily in the stall area - from its smooth reference,

while the drag coefficient increases. That is well observable in the Re = 3.2 · 106 case, where

increased roughness leads to larger deviations. A leading-edge roughness ks = 101 µm leads

to a significant drag increase in the linear lift region.
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The Re = 1.6 · 106 results show that a Reynolds number dependency is evident, e.g.,

ks = 57 µm has no relevant effect on the airfoil characteristics, but it has at the higher

Re case. To summarize, the effects of roughness (lift decrease, drag increase) are enhanced

with increased roughness height and Reynolds number.

(a) Lift curves, Re = 1.6 · 106 (b) Polar curves, Re = 1.6 · 106

(c) Lift curves, Re = 3.2 · 106 (d) Polar curves, Re = 3.2 · 106

Figure 5.13: Comparison of NACA 633-418 airfoil characteristics with different roughness

configurations and Reynolds numbers, roughness applied from −13%c to 2%c.

Furthermore, the results are compared to numerical and experimental data from the ref-

erence case [14]. (Note that the reference data had to be interpolated.) In the high-lift

region, the simulated coefficients agree well with the experimental data, but a general un-

derprediction of the drag is noticeable for all configurations (Fig. 5.14).
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(a) smooth, Re = 1.6 · 106 (b) smooth, Re = 3.2 · 106

(c) ks = 57 µm, Re = 1.6 · 106 (d) ks = 57 µm, Re = 3.2 · 106

(e) ks = 101 µm, Re = 1.6 · 106 (f) ks = 101 µm, Re = 3.2 · 106

Figure 5.14: Comparison of simulated drag polars with reference numerical and experimen-

tal data from [14] and roughness applied from −13%c to 2%c.

.
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While the drag increases with increasing roughness, it seems that its extent is underesti-

mated. That can be seen in Fig. 5.15a, where the drag of the rough cases at Re = 3.2 · 106

is related to the smooth surface case according to Eq. 5.3. The simulated drag increase in

the low-lift region (cL < 0.5) shows similar behavior as shown in the experimental data.

In the high-lift region, however, the increase of cD is underestimated for both roughness

configurations.

∆cD =
cD|rough − cD|smooth

cD|smooth

· 100 . (5.3)

(a) (b)

Figure 5.15: NACA 633-418 at Re = 3.2 · 106; a) rough drag increase relative to the smooth

case; b) location of boundary layer transition.

The location of boundary layer transition - where the laminar boundary layer transitions

to a turbulent state - was defined as the point where the skin friction factor cF reaches

a minimum before increasing rapidly. Numerical results along with experimental data are

depicted in Fig. 5.15b.

The expected upstream shift of the transition location with increasing roughness is captured

well. An angle of attack, where the transition onset starts to move from the smooth ref-

erence towards the leading edge, can be identified and roughly matches the experimentally

determined location. Note that with increasing roughness, this “critical” angle decreases.

Below αcrit, roughness does not notably influence the location of transition. At α = −8◦,

the transition location is predicted at x/c ≈ 0.52 for both roughness configurations and the

smooth surface case. However, it should be noted that the transition location is predicted
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too early for the smooth surface case in general and for the rough cases at α < αcrit. The

results show the overall flow transition behavior due to roughness and are considered suffi-

cient for this thesis, but it is believed that they can be improved. As outlined in detail by

Langel et al. [14], adding the Kato-Launder production limiter to the SST k−ω turbulence

model leads to superior transition predictions. The limiter was “designed to address the

overproduction of k near a stagnation point and in regions of recirculation” [61]. Without

the limiter, overproduction of k leads to lower levels of R̂eθt in the boundary layer, which

moves the transition onset forward [14].

At the tip of the rotor blade investigated in Chap. 6, Reynolds numbers beyond 3.2 · 106

occur. Therefore, simulations at Re = 5 · 106 were carried out with the results shown in

Fig. 5.16. Again, as seen in previous simulations, the drag coefficient of the smooth airfoil

is predicted to be too low, while the lift coefficient agrees well with the experimental data.

Both values of ks yield the expected output, with a more pronounced drag increase for

ks = 57 µm compared to cases with lower Reynolds numbers. Unfortunately, no suitable

rough airfoil wind tunnel measurements could be found for this setup. Apart from the drag

underestimation, which is insignificant due to the comparative nature of this study, the

model shows the expected behavior and is deemed suitable for further application.

(a) Lift curves, Re = 5 · 106 (b) Polar curves, Re = 5 · 106

Figure 5.16: Simulated characteristics of a NACA 633-418 airfoil with roughness applied

from −13%c to 2%c, experimental data from [19].

.
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5.4 Delamination Model

The delamination of the leading edge coating was modeled into the airfoil surface by chang-

ing the leading edge’s shape to model a severely eroded blade. Two parameters that define

the extent of the delamination - the depth d and the chord-wise extent s - are visualized in

Fig. 5.17. For the purpose of modifying the geometry, a MATLAB script that allows the

generation of parameterized geometries was developed. The script takes the coordinates of

the original airfoil and the parameters d and s as input. All points located between the

leading edge and s are then moved by d in the surface normal direction.

s

d

Figure 5.17: Original and modified contour of the NACA 633-418 airfoil.

The results presented in this section were obtained for an eroded NACA 633-418 airfoil

with s = 3%c and d = 0.3%c. These values were chosen to match the experimental setup

from [19]. It should be noted that the delamination feature at s = 3%c is modeled as a

forward-facing step with sharp 90◦ corners.

Generally, the simulations were carried out using the same boundary conditions and settings

described in Sec. 5.2. Based on the results of the mesh independence study, the fine2 grid

was used. Due to the alteration of the airfoil surface, the mesh had to be changed by adding

a block in the delaminated section, which is shown in Fig. 5.18. A cell-count increase of

6% or ≈ 12k cells is the consequence. Note that with this modeling approach, for every

geometry alteration, the mesh has to be manually adjusted as well. Developing a more

automated process could be of interest in the future.
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Figure 5.18: A detailed view of the fine2 grid in the region of the step.

Simulations for α ranging from −10◦ to 15◦ have been carried out at Re = 5 · 10−6, with

the results depicted in Fig. 5.19. In general, the computational results of the delamination

case show good agreement with experimental data. Especially in the linear lift region, the

agreement is excellent. Unfortunately, no values of the drag coefficient for high angles of

attack were recorded in the wind tunnel experiment [19].

The computed lift coefficient matches the experimental data well; only at very high (and

low) angles of attack cL starts to deviate from the experimental values. A reduction of the

maximum lift by 14 % is observed in the numerical results.

(a) Lift curves, Re = 5 · 106 (b) Polar curves, Re = 5 · 106

Figure 5.19: Comparison of numerical results and experimental data from [19] for a NACA

633-418 airfoil with a delaminated leading edge.

.
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Figure 5.20 shows the pressure distribution and the velocity field in the delaminated area

of the airfoil. It can be observed that the step disrupts the pressure recovery on the upper

surface and causes the formation of a separation bubble downstream. The separation bub-

bles lengthen towards the trailing edge as the angle of attack increases.

Further investigation of the influence of the edge shape might be of interest, considering

that in reality, the shape of the edge will most likely differ from a 90◦ step.

p [Pa]
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-5000

-10000

-13000

(a)
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100

50

0

|U| [m/s]

(b)

Figure 5.20: The a) pressure contour and b) velocity field for a delaminated NACA 633-418

airfoil at Re = 5 · 106 and α = 12◦.

.
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5.5 Model Comparison and Transient Results

In this section, the simulated effects of different degrees of LEE are compared to each other

and the smooth airfoil. The LEE configurations investigated include the following:

1. Delamination of the leading edge up to 3%c as described in Sec. 5.4.

2. Rough leading edge with ks = 57 µm from −13%c to 2%c as described in Sec. 5.3.

3. A combination of 1. and 2.

Figure 5.21 shows the results of the steady-state computations. Both the delamination and

roughness models reveal the expected results on their own, in the sense that the aerody-

namic performance is reduced most in the case of the delaminated leading edge. That is

reflected in a greater drag increase and a further decrease in lift compared to the case with

roughness (ks = 57 µm).

(a) Lift curves, Re = 5 · 106 (b) Polar curves, Re = 5 · 106

Figure 5.21: Comparison of the results of several LEE models on a NACA 633-418 airfoil.

.

The combination of the two models, however, produces unexpected results. Due to the ad-

ditional roughness, one would presume a further reduction of the lift coefficient compared

to the smooth delaminated case. Instead, cL is almost the same for the majority of the
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angles of attack. At α > 10◦, the lift coefficient even exceeds the values of the smooth

delaminated case. The drag coefficient also shows counter-intuitive behavior. In the “drag

bucket”, the values for cD are more or less the same, but at higher angles, it tends to be

underestimated, which is visualized in Fig. 5.22.

Figure 5.22: Comparison of LEE models by means of cD at Re = 5 · 106.

.

The pressure distribution on the surface of the profile is used to examine the results at a

more in-depth level. Fig. 5.23 shows the simulated pressure distribution through cp for

α = 12◦. That angle was chosen since the combination of roughness, and delamination

models show “unexpected” results at large angles of attack especially.

On the lower surface of the airfoil, there are only minor differences between the four config-

urations, i.e., cp is highest for the smooth airfoil profile and generally decreases slightly with

increasing damage. The situation is different on the upper surface, where the differences

are clearly visible - in particular, the pressure spike caused by the step at 3%c.

Looking at the section between the step and the point where an adverse gradient starts

(at x/c ≈ 0.6), one can see that cp of the rough case (ks = 57 µm) increases slightly from

the smooth reference value. In other words, the higher pressure on the upper surface and

the lower pressure on the lower surface reduce the performance of the airfoil with a rough

leading edge.
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However, the roughness model in combination with delamination leads to contrasting re-

sults, i.e., the pressure on the upper surface is slightly lower than in the case of the smooth,

delaminated surface. That leads to the aforementioned increase in the lift coefficient.

Figure 5.23: Comparison of the pressure coefficient cp between different LEE models at

α = 12◦ and Re = 5 · 106.

.

The separation bubbles downstream of the step for the smooth and rough delaminated lead-

ing edges are compared to investigate the origin of the lift coefficient differences. Figure

5.24 shows the results at α = 12◦ and reveals that the rough-surface bubble with a length

of 30.8 mm is shortened by ≈ 11% compared to the smooth case. The length of the bubble

is defined as the distance from the step to the point where the flow reattaches.

This trend of the Amplification Roughness model producing a reduced separation bubble

size continues for high angles of attack. Below α = 8◦, this trend reverses and the separa-

tion bubble tends to be larger for the rough surface.
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Figure 5.24: The separation bubble caused by the step for a delaminated NACA 633-418

airfoil with a) smooth and b) rough surface at Re = 5 · 106 and α = 12◦.

.

Due to the unsteady nature of the flow at higher angles of attack, unsteady RANS simula-

tions were carried out at α = 12◦. At this angle, pressure fluctuations on the airfoil surface

and, therefore, unsteady behavior of the lift- and drag coefficients are expected. The LEE

configurations examined are the same as those listed above, except that the combination

of the roughness and delamination models was discarded as it failed to deliver consistent

results in the steady-state simulations. In general, the simulations were set up as previously

described. Only the time marching algorithm is now a transient one, namely pimpleFoam.

Relevant settings for the time-discretization are summarized in Tab. 6.5:

Subject Property

Algorithm/Solver pimpleFoam

Time discretization scheme Crank-Nicolson 0.5

Time step 1 · 10−6 s

max. Courant number C 0.95

Simulation time 5.5 ms

Table 5.7: Time-related simulation settings.
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The Crank-Nicolson discretization scheme is a second-order, implicit scheme. In the present

case, it uses a blending factor of 0.5, which means that the pure Crank-Nicholson scheme

is blended with the Euler scheme to improve stability.

Figure 5.25 shows the computed lift coefficients for the smooth, rough, and delaminated

airfoil over time. For presentation purposes, the data were smoothed using the Savitzky-

Golay filter.

Figure 5.25: Simulated lift coefficient cL (t) for a smooth, rough and delaminated NACA

633-418 airfoil.

.
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In all three cases, some fluctuations with periodic components occur but at different am-

plitudes. The objective is to determine the amplitudes and frequency components of the

signal. This can be achieved with the use of the Fourier transformation. The discrete

Fourier transform was computed from the original data with MATLAB using the built-in

fast Fourier transform (FFT) algorithm.

The results are plotted in Fig. 5.26 as the single-sided amplitude spectrum of cL (t). Note

that the amplitude |P1| is related to the corresponding mean lift coefficient c̄L and plotted

as relative amplitude A.

The lowest frequency peaks, as well as the frequencies connected to the largest amplitudes,

are highlighted in the diagram and listed in Tab. 5.8. First of all, the amplitudes of the de-

lamination case are significantly larger than for the other two cases. One can conclude that

such a severely damaged profile is subject to increased material fatigue due to the higher

amplitudes. The rough surface case, on the contrary, shows only slight deviations from

the smooth surface case. Most notably, the amplitude of the high-frequency component is

reduced; the frequencies have also decreased compared to the smooth surface case. Thus,

the Amplification Roughness Model with the current setup does not confirm increased vi-

brational intensity for slightly eroded airfoils. The frequencies detected for both damaged

airfoils are in a similar range but below those of the smooth ones. However, additional low-

frequency components cannot be ruled out. Much longer simulation times are necessary for

their determination.

Configuration 1st Frequency nth Frequency

f [Hz] A [%] f [Hz] A [%]

smooth 168 0.046 3473 0.033

rough: ks = 57 µm 127 0.042 2897 0.014

del.: c = 3% 128 0.224 2524 0.269

Table 5.8: The identified amplitudes and frequencies for each case.
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Figure 5.26: A relative amplitude A = |P1| /c̄L and a corresponding frequency f can be

identified for each roughness configuration.

.

65



Chapter 6

3D Simulation

The WindPACT 1.5MW wind turbine model is used for the three-dimensional simulations.

It is a conventional three-bladed HAWT and was designed as a reference wind turbine by

National Renewable Energy Laboratory (NREL) during the WindPACT project [62, 63].

The turbines’ main design parameters are summarized in Tab. 6.1.

The blade geometry is included as a generic example in the rotor blade design tool NuMAD

[64] and is obtained from there. The blade consists of a cylinder at the base and three

airfoil profiles. It has a length of 33.25 m and is mounted on a hub with a radius of 1.75 m.

Parameter Quantity

Rotor radius 35 m

Rated power 1.5 MW

Rated tip speed 75 m/s

Rated wind speed 11.5 m/s

Table 6.1: Main parameters of the WindPACT 1.5MW turbine.

The operating condition of the wind turbine for the simulations is taken from [65]. The

wind speed, pitch angle, and rotor rotational speed are 8 m/s, 2.6◦, and 15 rpm, respectively.
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6.1 Setting up the Simulation

The three-bladed wind turbine has rotational symmetry. Therefore it can be modeled us-

ing a single blade in a 120◦-cylindrical segment with periodic boundaries on the sides. A

velocity inlet with a 120 m radius is placed 90 m upstream of the blade; the pressure outlet

has a radius of 240 m. The dimensions and shape of the computational domain depicted in

Fig. 6.1 are reproduced fromWang et al. [65] - the“conical shape allows for wake expansion”

behind the blade. Note that the artificial hub extends over the whole domain and is mod-

eled as a slip wall. A summary of the properties of the boundary patches is given in Tab. 6.2.

z y

x

inlet

outlet

side right

side left

hub

blade

top

350
m

90
m

Figure 6.1: Computational domain and boundary patches of the 3D CFD simulation.

At the inlet, the turbulence variables k and ω are set to 6.4 · 10−5 m2/s2 and 16.36 1/s,

respectively, resulting in a turbulence intensity of I = 0.08%. The BC for R̂eθt and γ are

set according to Eq. 3.32 and 3.31.
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Patch label Description

blade Solid rotor blade, stationary wall (no-slip)

hub Artificial hub, Euler wall (slip)

outlet Atmospheric pressure outlet (fixedValue)

inlet Velocity inlet (SRFVelocity)

top Farfield (SRFFreestreamVelocity)

side left Rotational periodicity (cyclicAMI)

side right Rotational periodicity (cyclicAMI)

Table 6.2: Overview of boundary patch labels and their physical properties, including the

corresponding BC in OpenFOAM.

A structured multi-block grid is created using Ansys ICEM CFD, following a similar block-

ing strategy described by Suarez et al. [66]. An H-type grid topology is used in the spanwise

and free-stream directions. In the chordwise direction, the C-type grid is created analogous

to the two-dimensional one described in Sec. 5.1. The grid topology is shown in Fig. 6.2.

Note that the unstructured block above the blade tip is meshed with triangular prisms and

hexahedrons as indicated in Fig. 6.3a. Structured hex-elements are used in the rest of the

domain.

The mesh is refined in the leading and trailing edge regions and towards the blade tip (see

Fig. 6.3a). The first cell height is set to d1 = 4 · 10−6 m. That gives y+ < 1 on both sides

of the blade, which is visible in Fig. 6.3b. Note that on the blade tip surface, y+ < 1 is not

satisfied. However, this aspect is neglected as this area is only of minor importance for the

overall result.

68



3D Simulation Setting up the Simulation

Figure 6.2: The grid topology around the WindPACT 1.5MW rotor blade consists of 75

blocks.

(a) (b)

Figure 6.3: a) Surface mesh and b) contour of y+ in the blade tip region.
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To account for rotation, the fluid flow is computed in a rotating frame of reference. The

single rotating frame (SRF) approach eliminates the need to move the mesh and is, con-

sequently, less computationally intensive. In OpenFOAM, the SRF model requires the

SRFProperties file in the constant folder, which specifies the rotation axis, speed, and di-

rection1 (List. 6.1).

1 SRFModel rpm ;

2 o r i g i n (0 0 0 ) ;

3 ax i s (0 1 0 ) ;

4 rpmCoeffs

5 {
6 rpm 15 ;

7 }

Listing 6.1: SRFProperties entry, the rotational speed is specified in rounds per minute.

The velocity field is represented by the relative velocity u⃗R, which can be expressed as:

u⃗R = u⃗I − Ω⃗× r⃗ , (6.1)

where Ω⃗ and r⃗ are the rotational vector and position vector, respectively2. The SRFVelocity

boundary condition associated with the rotating frame is prescribed at the inlet:

1 i n l e t

2 {
3 type SRFVelocity ;

4 r e l a t i v e no ;

5 // no : Urel = in l e tVa l u e

6 // yes : Urel = in l e tVa l u e − omega x r

7 in l e tVa lu e uniform (0 8 0 ) ;

8 va lue uniform (0 8 0 ) ;

9 }

Listing 6.2: Specification of the inlet boundary condition in the Urel file.

1When the rotational axis vector points to you: rpm>0: clockwise rotation, rpm<0: counterclockwise

rotation [67].
2In OpenFOAM, the relative velocity field is called Urel.
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6.1.1 Grid Independence Study

A grid independence study was conducted on three meshes for a smooth, uneroded blade.

The meshes were created so that the number of cells approximately doubled with each re-

finement step. Due to limitations of the available computational resources, a maximum cell

count of 30 million was imposed.

The number of the span- and chordwise nodes were set according to the configuration shown

in Tab. 6.3. Additionally, the number of cells normal to and downstream of the blade (in

chordwise direction) was increased by 10% at each refinement step.

Label Chordwise nodes Spanwise nodes Elements

coarse 200 175 ≈ 6.93M

medium 420 200 ≈ 15.47M

fine 640 250 ≈ 27.57M

Table 6.3: Properties of the grids used in grid independence study.

The steady-state computations have been performed with OpenFOAM’s SRFSimpleFoam

algorithm. The convergence behavior of two parameters Φ - the torque and the thrust

- is assessed using the GCI-Method (see Appendix A). The main calculated uncertainty

parameters are summarized in Tab. 6.4, and the convergence behavior of the two param-

eters normalized to the extrapolated values are shown in Fig. 6.4a. For both parameters,

monotonic convergence can be assumed as indicated by 0 < R < 1.

Parameter Torque Thrust

Convergence ratio R [-] 0.269 0.233

Relative error e21a [%] 13.919 5.427

Extrapolated error e21ext [%] 10.175 3.489

Grid convergence index GCI21 [%] 14.159 4.519

Table 6.4: Calculation of discretization uncertainties.
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(a) (b)

Figure 6.4: a) Normalized results of the grid independence study and b) Comparison of the

fine-grid solution to results from FAST code [68] and reference CFD data [65].

Figure 6.4b shows reasonable agreement of the torque calculated on the fine grid with other

numerical calculations. As a measure of uncertainty, the fine-grid GCI is presented as an

error bar.

The high GCI21 values of 14% and 4.5% for torque and thrust indicate that the compu-

tation is not yet in the asymptotic range. It is believed that grid convergence improves

with targeted grid refinement, especially concerning the number of chordwise nodes. The

coarse and medium grids only have 200 and 420 nodes in the chord direction, while the

two-dimensional airfoil grid studies presented in Sec. 5.2 suggest that 640 nodes are required

to obtain accurate results at higher local angles of attack. However, for the comparative

nature of the simulations presented in this chapter, the medium grid is considered sufficient

and is therefore used for further analysis.
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6.1.2 Setup of the Eroded Blade

The eroded section is assumed to be in the outermost 40% of the blade and stretches from

the leading edge to 10%c in the chordwise direction (Fig. 6.5). Here, erosion is modeled using

only the Amplification Roughness model, using the same input parameter ks = 101 µm as

in the two-dimensional simulations.

R

0.4R

c (r)

Figure 6.5: Smooth and eroded sections of the blade in grey and red, respectively.

A workflow has been developed that, starting from the existing mesh, makes it possible to

easily modify the size of the eroded area (Fig. 6.6). A custom OpenFOAM utility has been

programmed, which, after providing a patch name and the spanwise coordinates, writes a

list of faces within that range. The source file of that utility leadingEdge.C is included in

Appendix B. Then, a Matlab script uses the list to determine the faces which lie in the

specified range from the leading edge (< 10%c). The topoSet and createPatch utilities are

used to split the original patch and create the eroded and smooth patches of the blade.

createPatch utility:

Write new patches “bladeClean” and

“bladeEroded” to boundary file

topoSet utility:

Uses faceSet eroded to split

patch “blade” in two parts

leadingEdge utility:

Extract faceID and coordinates

of the patch “blade”

Matlab script: Generate a

faceSet eroded containing the faceID

of the faces in the eroded section

Figure 6.6: Workflow to split the patch blade into smooth and eroded parts.
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6.2 Results

The results presented in this section were obtained on the medium grid. Steady-state and

transient simulations were performed with the solution algorithms SRFSimpleFoam and

SRFPimpleFoam, respectively. As for the eroded rotor blade, LEE is modeled using the

Amplification Roughness model with an input of ks = 101 µm. The extent of the eroded

section is chosen as defined above.

6.2.1 Steady State Simulations

Figure 6.7 shows the flow field around the eroded blade at r/R = 65% in terms of the

relative velocity u⃗R. The general flow direction along the y-axis is indicated by arrows

representing the absolute velocity u⃗I .
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Figure 6.7: Flow field at r/R = 65% around the eroded blade.

The evaluation of convergence is based firstly on the residuals of the field variables and

secondly on the behavior of parameters of interest such as torque. However, it proved chal-

lenging to demonstrate convergence as both torque and the residuals oscillate (see Fig. 6.8).

Adjustments to the solver settings and tolerances did not result in significant improvements.

74



3D Simulation Results

This behavior leads to the assumption that unsteady flow phenomena are present that can-

not be captured by the steady-state approach.

(a) (b)

Figure 6.8: Results of the steady-state computation: a) Comparison of torque for both

configurations and b) Residuals of the simulation with an eroded blade.

.

Nevertheless, a comparison can be made between smooth and eroded rotor blades, which

is shown in Fig. 6.8a. From a solution for the smooth blade as a starting point, both

simulations were run for 1600 iterations. One can see the decrease in torque due to the

added roughness. Some global parameters of interest are averaged and stated in Tab. 6.5.

With this configuration of LEE, the simulated torque is reduced by 11.4% compared to the

smooth blade.

Parameter Smooth Eroded

Torque My [Nm] 3.20 · 105 2.83 · 105

Thrust Fy [N ] 5.80 · 104 5.51 · 104

Flapwise moment Mx [Nm] −1.26 · 106 −1.19 · 106

Torsional moment Mz [Nm] −2.68 · 103 −3.04 · 103

Table 6.5: Comparison of global parameters of a rotor blade, smooth and eroded.
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The pressure distribution on both sides of the smooth and eroded rotor blade is shown

in Fig. 6.9. In addition, the relative velocity u⃗R is visualized as streamlines. Since it is

difficult to draw conclusions from the figure below, two sections of each blade are examined

in more detail. The selected spanwise locations are at r/R = 65% and r/R = 95% with

chord lengths of 1.77 m and 1.003 m, respectively.
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Figure 6.9: Pressure distribution on the a) smooth and b) eroded blade along with surface

streamlines in terms of u⃗R.

Figure 6.10 shows the pressure coefficient distribution for each blade at both blade sections.

In the case of the eroded blade, the pressure is generally higher in the front part of the

upper surface3. An adverse pressure gradient is present towards the trailing edge; the sim-

ulated cp in this region is slightly lower for the eroded blade. Note that at r/R = 65%, the

adverse pressure gradient spans over two-thirds of the chord due to a high local angle of

attack of 21.5◦. The adverse pressure gradient region of the eroded blade is larger in both

sections. Overall, the lower pressure on the lower surface and the higher pressure on the

upper surface lead to a reduced performance of the eroded blade.

3The blade surface, referred to as the “upper surface”, is the area that experiences negative pressure

(=suction side) on the side facing away from the absolute flow direction.
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(a) r/R = 65%, αlocal ≈ 21.5◦ (b) r/R = 95%, αlocal ≈ 16◦

Figure 6.10: Distribution of the pressure coefficient cp for the smooth and eroded blade at

two sections of the blade.

.

Regarding the laminar-turbulent transition behavior, the smooth and eroded rotor blades

are compared based on the intermittency and skin friction coefficients. Figure 6.11 shows

the distribution of the intermittency factor γ on the suction side of the blades. The laminar

parts of the boundary layer flow are shown in blue (γ = 0), while the red regions represent

the turbulent parts (γ = 1). Overall, the eroded blade shows higher values of γ, indicating a

more turbulent flow. The leading edge of the eroded blade is particularly affected, meaning

that no laminar boundary layer develops there.

γ [-]
1

0.8

0.6

0.4
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0

(a)

(b)
(b)

Figure 6.11: Distribution of the intermittency factor γ on the suction side of the a) smooth

and b) eroded rotor blade.
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The skin friction coefficient cF is depicted in Fig. 6.12 for the suction side of each blade at

the two sections defined above. As defined previously, the damaged part of the eroded blade

stretches until 10%c, which the shaded grey area indicates. In general, cF of the eroded

blade is higher in this area than in the corresponding area of the smooth blade. After the

eroded section, the skin friction factor drops and approaches the values of the smooth blade

again.

The trend of cF at r/R = 65% suggests that at the leading edge of the smooth blade,

a laminar boundary layer is present. However, in the case of an eroded rotor blade, no

laminar boundary layer can form.

(a) r/R = 65% (b) r/R = 95%

Figure 6.12: The skin friction coefficient cF on the upper surface of the blade for the smooth

and eroded blade at two stations of the blade.
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6.2.2 Transient Simulations

Transient simulations with the steady-state solution as the initial condition were performed.

Relevant settings for the time-marching are listed in Tab. 6.6. SRFPimpleFoam is the tran-

sient variant of the SRFSimpleFoam solver; it is a solver for incompressible flow in a single

reference frame based on the PIMPLE algorithm. It is controlled by a corresponding config-

uration section in the fvSolution file (see List. 6.3). This section also contains the residual

control; if the tolerances specified here are met, the outer loop is considered converged, and

the simulation advances to the next time step. The rest of the settings remain unchanged.

Subject Property

Algorithm/Solver SRFPimpleFoam

Time discretization scheme Euler

Time step 1 · 10−6 s

max. Courant number C ≈ 25

Simulation time 1.25 ms

Table 6.6: Time-related simulation settings.

It should be noted that the stability of the simulation could be improved by successively

reducing the time step from 1 · 10−3 s to 1 · 10−6 s in the course of the first few iterations.

This approach avoids the development of high-pressure peaks within the domain, which

significantly increases the speed at which a solution is achieved.

The final time step was chosen by trial and error, and it was found that a Courant number

of about 25 is the limit at which a stable simulation is possible.

Figure 6.13 shows the computed torque My and thrust Fy over time after the final time-

step-reduction to 1 · 10−6 s. The simulations were run for t = 1.25 ms; each computation

took about 150h on 24 compute nodes. That illustrates the immense computational effort

that transient simulations of this magnitude require.
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1 PIMPLE

2 {
3 momentumPredictor yes ;

4 nNonOrthogonalCorrectors 2 ;

5 nOuterCorrectors 4 ;

6 nCorrectors 3 ;

7 c on s i s t e n t yes ;

8 pRefCel l 0 ;

9 pRefValue 0 ;

10 turbOnFinalIterOnly f a l s e ;

11 co r r e c tPh i t rue ;

12 r e s i dua lCon t r o l

13 {
14 p { r e lTo l 0 ; t o l e r an c e 1e−4; }
15 ” .∗ ” { r e lTo l 0 ; t o l e r an c e 1e−6; }
16 }
17 }

Listing 6.3: Settings for the transient time marching algorithm specified in the fvSolution

file.

(a) (b)

Figure 6.13: Transient results in terms of a) torque My and b) thrust Fy for smooth and

eroded blades.
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The results show that My and Fy approach an asymptotic value close to the averaged

steady-state solution. Periodic oscillations are expected to occur since they were also ob-

served in the two-dimensional cases. Here, such oscillations cannot be seen - most likely

due to the short simulation duration. These are presumably lower-frequency oscillations

that cannot be captured in only 1.25 ms of simulation time. Thus, for more detailed in-

vestigations of transient phenomena in the order of seconds, the computing power must be

significantly increased, and a longer project duration must be expected. Measures to speed

up the simulations include the optimization of the solution algorithms and decreasing the

grid size.

Nevertheless, this section shows that a transient simulation with the present setup is possi-

ble and provides satisfactory results. The case setup can therefore serve as a starting point

for future investigations, e.g., to simulate fluid-structure interaction. Such an approach is

outlined in the following section.

Parameter Smooth Eroded

Torque My [Nm] 3.23 · 105 2.76 · 105

Thrust Fy [N ] 5.92 · 104 5.52 · 104

Flapwise moment Mx [Nm] −1.29 · 106 −1.19 · 106

Torsional moment Mz [Nm] −2.83 · 103 −3.18 · 103

Table 6.7: Comparison of global parameters of a rotor blade, smooth and eroded.

Table 6.7 shows the relevant averaged global parameters. All values are within 5% of the

steady-state solution. It can be concluded that, for determining global parameters such

as torque, if transient effects are neglected, steady-state computations provide appropriate

results. Finally, it can also be said that the Amplification Roughness model is applicable

to large-scale simulations as well and is able to predict blade performance losses due to LEE.
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6.3 Coupling the Simulation with FEA - Outline

Although, in reality, aeroelastic effects occur in a rotor blade, they have been neglected in

the model so far. To also take these effects caused by fluid-structure interaction (FSI) into

account, the fluid simulation must be coupled with structural analysis. Finite element anal-

ysis (FEA) is used to determine the structural response of the blade, while the CFD model

already created is used to determine the aerodynamic loads. As with the fluid simulation,

open-source software is used for the FEA too - namely the three-dimensional structural fi-

nite element program CalculiX [69]. The coupling of the fluid side and the structure side is

achieved with the preCICE coupling library. This library allows for a partitioned coupling

of multi-physics simulations [70], and its basic concept is shown schematically in Fig. 6.14.

Information between the two solvers, i.e., forces and displacement, is passed at the interface

between the fluid and the solid domain.

Figure 6.14: FSI approach using OpenFOAM and CalculiX with the preCICE library,

adapted from [71].

Since the complete implementation of an FSI simulation is beyond the scope of this paper,

only a suggested workflow is partially outlined below. That includes the translation of

an already existing FEA model to the appropriate file format and the basic setup of the

preCICE coupling library. However, it is intended that this outline, although being only

a condensed version, will be helpful regarding the implementation of an FSI simulation in

subsequent research.
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6.3.1 Translation of the FEA Model

The rotor blade from the WindPACT 1.5MW turbine is included as a template model in

the NuMAD tool [72]. With this tool, the FEA model properties, including mesh size and

element types, are defined. An overview regarding the structural properties, e.g., the defini-

tion of the materials and composite stacks, is given in Appendix D. Unfortunately, NuMAD

is unable to generate the model directly for use with CalculiX. However, it is possible to

generate a text file shell7.src which can be used to create an Ansys Mechanical APDL model.

Figure 6.15: The APDL input file shell7.src and some macros .mac as written by NuMAD.

Then, the APDL model must be converted to the Abaqus input format .inp, which is also

used by the CalculiX solver. One way to convert the model is to use the Ansys Workbench

and FE Modeler. After importing the input file shell7.src, the model is saved as an APDL

project (see Fig. 6.16a). Then it is added to a Workbench project (see Fig. 6.16b) to which

the FE modeling tool is connected.

(a) (b)

Figure 6.16: The process of converting the model from an APDL project to the .inp format.
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Finally, the FE Modeler creates an output file in the format specified in the“Target System”

drop-down menu by clicking “Generate Data”. Then the conversion process is completed.

Alternatively, one could use the abaqus fromansys translator that is implemented in Abaqus

[73]. However, the use of commercial software (Ansys/Abaqus) is not exactly ideal; after

all, both solvers and the coupling library are open-source software.

6.3.2 Setting up preCICE

The main preCICE configuration file precice-config.xml specifies, among other things, which

solvers are participating and which numerical methods are used for data mapping. In gen-

eral, the configuration file consists of five parts which are shown in List. 6.4. For more

details about the configuration of preCICE, the reader is referred to preCICE’s online doc-

umentation [71].

1 <prec i c e−con f i gu ra t i on>

2 <so l v e r−i n t e r f a c e dimensions=”3 ”>

3 <data . . . / > // data va l u e s the s o l v e r s want to exchange

4 <mesh . . . / > // meshes at coup l ing i n t e r f a c e

5 <pa r t i c i p an t . . . / > // d e f i n i t i o n o f the p a r t i c i p a n t s

6 <m2n . . . / > // communication se tup

7 <coupl ing−scheme . . . / > // d e f i n i t i o n o f the coup l ing schemes

8 </so lve r−i n t e r f a c e>

9 </prec i c e−con f i gu ra t i on>

Listing 6.4: Main structure of the preCICE configuration file precice-config.xml.

preCICE is a coupling library that is called by each solver. To call preCICE, each solver

needs an adapter - in this case, for both OpenFOAM and CalculiX, an adapter has to

be configured. The OpenFOAM adapter is loaded through an entry in system/controlDict

shown in (List. 6.5).
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1 func t i on s

2 {
3 preCICE Adapter

4 {
5 type prec iceAdapterFunct ionObject ;

6 l i b s ( ” l ibprec i c eAdapte rFunct ionObjec t . so ” ) ;

7 }
8 }

Listing 6.5: controlDict entry to load the OpenFOAM adapter.

The dictionary system/preciceDict is the configuration file for the OpenFOAM adapter.

Among other things, the patches that participate in the coupled simulation are specified

here. In the present case, the configuration file would look something like the one shown in

List. 6.6.

1 FoamFile

2 {
3 . . .

4 }
5 p r e c i c eCon f i g ”prec i c e−c on f i g . xml ” ;

6 pa r t i c i p an t Flu id ;

7 modules ( FSI ) ;

8

9 i n t e r f a c e s

10 {
11 I n t e r f a c e 1

12 {
13 mesh Fluid Mesh ;

14 patches ( blade ) ;

15 l o c a t i o n s faceCente r s ;

16 readData

17 ( Displacement ) ;

18 writeData

19 ( Force ) ;

20 } ;

85



3D Simulation Coupling the Simulation with FEA - Outline

21 } ;
22

23 FSI

24 {
25 rho rho [ 1 −3 0 0 0 0 0 ] 1 . 2 2 5 ;

26 }

Listing 6.6: The configuration file preciceDict for the OpenFOAM adapter.

Furthermore, the BCs of the interface patch (blade) must be adjusted to allow for a moving

mesh. That also requires a file constant/dynamicMeshDict. Further details concerning the

OpenFOAM adapter can be found in [74].

The CalculiX adapter needs a configuration file config.yml which is shown in List. 6.7.

1 pa r t i c i p an t s :

2 Ca l cu l i x :

3 i n t e r f a c e s :

4 − nodes−mesh : Sol id Mesh

5 patch : blade

6 read−data : [ Forces ]

7 write−data : [ Displacement ]

8

9 prec i c e−con f i g− f i l e : . . / p r e c i c e−c on f i g . xml

Listing 6.7: The configuration file config.yml for the CalculiX adapter.

While the fluid simulation with OpenFOAM can be started, as usual, CalculiX has to be

launched using an adapted executable, as shown in List. 6.8.

1 ccx preCICE − i ro torBlade −prec i c e−pa r t i c i p an t Ca l cu l i x

Listing 6.8: Running the adapted CalculiX executable with the input file rotorBlade.inp.
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Conclusion

LEE on wind turbine rotor blades, and ways to numerically model it, were reviewed in

this work. Two methodologies, i.e., geometrical and mathematical representation of LEE,

were applied in numerical simulations predicting the flow around the damaged wind tur-

bine airfoils. An existing roughness model proposed by Langel et al. [14] was implemented

into OpenFOAM and validated using experimental and numerical reference data. Two-

dimensional airfoil simulations revealed satisfactory results for both methodologies, con-

firming their capability to model LEE and thus demonstrating that it is possible to model

erosion numerically. In addition, the Amplification Roughness model was applied to a

full-scale rotor blade simulation. The high computational effort, in particular for transient

simulations, gives reason for a discussion on the practicability of this approach.

At the beginning of this thesis, the theoretical background necessary to understand LEE

and the issues raised by it was presented. Modeling a range of LEE intensities for numerical

purposes is done using the Amplification Roughness model and an approach that directly

modifies the geometry of the airfoil. The Amplification Roughness model, an extension of

the Langtry-Menter transition model, has been implemented in OpenFOAM. It generally

performs well, but some specific features that could be improved were identified. The model

may benefit from a more robust implementation, i.e., implicit treatment of the sink terms.

Moreover, extending the model to compressible cases could significantly expand its scope

of application.
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When applied to two-dimensional numerical airfoil simulations, it delivered satisfactory re-

sults in terms of aerodynamic performance prediction. Suggestions to further improve the

results include the application of the Kato-Launder limiter and calibration of the roughness

input parameters to actual experimental data. While the case of an airfoil with a geometric

representation of the delaminated leading edge also provided consistent results that matched

the experimental data, the combination of the two models did not work as expected. It is

suspected that the irregular geometry leads to unfavorable behavior of the Amplification

Roughness model. Thus further investigation into the influence of non-standard airfoil ge-

ometries, e.g., damaged airfoils or airfoils equipped with flaps, on the performance of the

Amplification Roughness model is recommended for future work. Incorporating an auto-

matic approach to mesh generation may be of interest to efficiently investigate the varying

extents of a delaminated leading-edge. To sum up, the roughness and delamination models

efficiently predict an airfoil’s performance penalty, with some potential for improvement

identified.

Unsteady simulations showed that a delaminated airfoil experiences the highest amplitudes

of surface pressure oscillations. However, owing to a lack of time-dependent experimental

data, definitive conclusions are difficult to draw.

In addition to the two-dimensional investigations, a full-scale model of a single wind turbine

rotor blade was developed. The idea was to establish a base model for FSI simulations in

future projects to study the dynamic behavior of a blade with a partially eroded leading

edge. In this work, a mesh was also created, and steady-state simulations were carried out

successfully. The eroded parts were modeled using the Amplification Roughness model.

With the assumed extent of erosion, an 11% torque reduction was recorded compared to

a clean blade. A transient simulation was set up, and 1.2 ms of flow were simulated. The

calculated values for torque and thrust are within 3% of the averaged steady-state results.

For this reason, and due to the lower computational effort, the steady-state setup is prefer-

able if only global parameters are required, and the precise temporal evolution is irrelevant.

However, for capturing potential blade oscillations, where larger time scales in the order of

seconds are expected, the duration of the simulation is too short. To simulate longer time

scales with the current setup, as is necessary for the investigation of the dynamic behavior

through FSI simulations, the computing power has to be increased, and longer simulation
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times are to be expected. The process for coupling the unsteady flow simulation of the

WindPACT 1.5MW rotor blade with structural analysis using open source software was

also outlined.

In general, this work shows that the simulation setup performs well and that the Amplifi-

cation Roughness model can be used to model the effects of LEE on the performance of a

rotor blade. For analyzing rotor blade vibrations, the necessary transient simulations are

extremely resource-demanding.
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Appendix A

Estimation of the Discretization Error

The Grid Convergence Index (GCI) method according to the approach of Celik et al.

[57] was chosen to quantify uncertainty due to discretization. The method is based on

the Richardson extrapolation and provides a uniform way of reporting convergence for

grid refinement studies [75].

First, a representative grid size h has to be defined for each mesh:

h =

�
1

N

N�
n=0

(∆Vi)

�( 1
3)

. (A.1)

For two-dimensional calculations Eq. A.1 reduces to:

h =

�
1

N

N�
n=0

(∆Ai)

�( 1
2)

, (A.2)

where N is the total number of cells. ∆Vi and ∆Ai are the volume and area of the ith

cell, respectively.

After simulations were run on three different grids1 , variables Φ critical to the conclu-

sions of the study have to be reported, e.g., lift and drag coefficients. A grid refinement

factor:

1where grid size h1 refers to the finest grid: h1 < h2 < h3
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Estimation of the Discretization Error

rij =
hcoarse

hfine

> 1.3 , (A.3)

is desirable. The apparent order p of the method is calculated by solving an implicit

expression using fixed-point iteration. The extrapolated values can be calculated from:

Φ21
ext =

rp21 ·Φ1 − Φ2

rp21 − 1
, (A.4)

and in a similar way Φ32
ext. Approximate and extrapolated relative errors e21a and e21ext

are calculated next:

e21a =

�����Φ1 − Φ2

Φ1

����� , (A.5)

e21ext =

�����Φ12
ext − Φ1

Φ12
ext

����� . (A.6)

Finally, the fine-grid convergence index:

GCI21 =
1.25 · e21a
rp21 − 1

, (A.7)

with a safety factor of 1.25 can be reported for each variable of interest Φ. The GCI21

“indicates an error band on how far the solution is from the asymptotic value and how

much the solution would change with further grid-refinement” [76]. As a measure of

uncertainty, the GCI is usually presented as error bars. The convergence ratio:

R =
ϵ21
ϵ32

=
Φ2 − Φ1

Φ3 − Φ2

, (A.8)

compares the three different meshes and determines the convergence behaviour of the

system. Ali et al. [77] and Eça and Hoekstra [78] suggest three possible convergence

conditions:
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• 0 < R < 1: monotonic convergence

• R < 0: oscillatory convergence

• R > 1: divergence
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Appendix B

Leading Edge Utility

1 /* -----------------------------------------------------------------*\

2 ========= |

3 \\ / F ield | OpenFOAM: The Open Source CFD Toolbox

4 \\ / O peration |

5 \\ / A nd | Copyright (C) 2011 -2016 OpenFOAM Foundation

6 \\/ M anipulation |

7 --------------------------------------------------------------------

8 Copyright (C) 2021 2021 Christoph Holzinger , TU Wien

9 --------------------------------------------------------------------

10 Application

11 leadingEdge.C

12 Group

13 grpPreProcessingUtilities

14 Description

15 Computes all the faces of a patch that are within an area.

16 Specifically for airfoil -type geometries , in this case a rotor

blade.

17 z-direction: spanwise

18 Usage

19 leadingEdge nameOfThePatch zmin zmax

20 Compile

21 compile with "wmake"

22 \*-----------------------------------------------------------------*/

23 #include "fvCFD.H"

24 #include "argList.H"
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Leading Edge Utility

25 #include "fvMesh.H"

26 #include "volFields.H"

27 #include "surfaceFields.H"

28 #include "OFstream.H"

29 using namespace Foam;

30 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

31 // Main program:

32

33 int main(int argc , char *argv [])

34 {

35 timeSelector :: addOptions ();

36 #include "addRegionOption.H"

37

38 argList :: validArgs.append("patchName");

39 argList :: validArgs.append("zmin");

40 argList :: validArgs.append("zmax");

41

42 #include "setRootCase.H"

43 #include "createTime.H"

44 instantList timeDirs = timeSelector :: select0(runTime , args);

45 #include "createNamedMesh.H"

46

47 // Input Arguments

48 const word patchName = args [1];

49 const scalar zmin(readScalar(IStringStream(args.args()[2])())

);

50 const scalar zmax(readScalar(IStringStream(args.args()[3])())

);

51

52 Info << "arg [1]:" << args[1]<< endl;

53 Info << "arg[2],zmin:" << args[2]<< endl;

54 Info << "arg[3],zmax:" << args[3]<< endl;

55

56 runTime.setTime (0,0);

57 mesh.readUpdate ();

58

103



Leading Edge Utility

59 const label patchI = mesh.boundaryMesh ().findPatchID(

patchName);

60 if (patchI < 0)

61 {

62 FatalError

63 << "Unable to find patch " <<

patchName << nl

64 << exit(FatalError);

65 }

66

67 // Print patch information

68 Info << "Number of cells of the chosen patch: ";

69 Info << mesh.Cf().boundaryField ()[patchI ].size() << endl;

70 Info << "Patch " << patchI << ": " << mesh.boundary ()[patchI

].name() << " with "

71 << mesh.boundary ()[patchI ].Cf().size() << " faces.

Starts at total face "

72 << mesh.boundary ()[patchI ]. start() << endl;

73

74 // Output File for Coordinates and FaceIndex

75 fileName outputFile("patchCoordinates.txt");

76 OFstream os(outputFile);

77

78 // Iterate over all faces of patchI

79 forAll(mesh.boundary ()[patchI], faceI)

80 {

81 // face = global faceID , faceI = local faceID

82 const label& face = mesh.boundary ()[patchI ].start() + faceI;

83 // Check if z-coordinate is between zmin and zmax:

84 if

85 (

86 (mesh.Cf().boundaryField ()[patchI ][faceI ][2] > zmin) &&

87 (mesh.Cf().boundaryField ()[patchI ][faceI ][2] < zmax)

88 )

89 {

90 Info << "Face: " << faceI << endl;
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91 Info << "currentFace ,Center zCoord " << mesh.Cf().

boundaryField ()[patchI ][faceI ][2] << endl;

92

93 // Writing global faceID and coordinates to file

94 os << face << "\t" << mesh.Cf().boundaryField ()[patchI ][

faceI ][0] << "\t" << mesh.Cf().boundaryField ()[patchI

][faceI ][1] << "\t" << mesh.Cf().boundaryField ()[

patchI ][faceI ][2];

95 os << endl;

96 }

97 }

98 }

99 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

Listing B.1: The source file leadingEdge.C of the custom OpenFOAM utility.
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Appendix C

Boundary Conditions OpenFOAM

This section contains some BC files for the 2D simulations in OpenFOAM. Included

are the files for U and p, as well as the turbulence fields νt, k, ω. Furthermore, an

input file angleOfAttack has been created, which is used to initialize and calculate the

velocity components.

1 /* -----------------------------*- C++ -*---------------------------*\

2 | ========= | |

3 | \\ / F ield | OpenFOAM: The Open Source CFD Toolbox |

4 | \\ / O peration | Version: v1912 |

5 | \\ / A nd | Website: www.openfoam.com |

6 | \\/ M anipulation | |

7 \*-----------------------------------------------------------------*/

8 FoamFile

9 {

10 version 2.0;

11 format ascii;

12 class IOobject;

13 location "0";

14 object angleOfAttack;

15 }

16 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

17 aoa 6; // Enter angle of attack

18 U_mag 75.3; // Magnitude velocity for Re = 5M

19
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20 // Compute velocity components

21 U_x #eval "$U_mag * cos(degToRad($aoa))";

22 U_y #eval "$U_mag * sin(degToRad($aoa))";

23

24 // Lift Direction

25 lift_dir_x #eval "-sin(degToRad($aoa))";

26 lift_dir_y #eval "cos(degToRad($aoa))";

27 lift_dir ($lift_dir_x $lift_dir_y 0);

28

29 // Drag Direction

30 drag_dir_x #eval "cos(degToRad($aoa))";

31 drag_dir_y #eval "sin(degToRad($aoa))";

32 drag_dir ($drag_dir_x $drag_dir_y 0);

Listing C.1: Initialization and calculation of velocity components in the file angleOfAttack.
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1 FoamFile

2 {

3 version 2.0;

4 format ascii;

5 class volVectorField;

6 location "0";

7 object U;

8 }

9 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

10 dimensions [0 1 -1 0 0 0 0];

11 #include "angleOfAttack"

12 internalField uniform ($U_x $U_y 0);

13

14 boundaryField

15 {

16 airfoil

17 {

18 type noSlip;

19 }

20

21 ".*" // Inlet , Outlet , Top , Bottom

22 {

23 type freestreamVelocity;

24 freestreamValue $internalField;

25 value $internalField;

26 }

27

28 frontAndBack

29 {

30 type empty;

31 }

32 }

33 // ************************************************************* //

Listing C.2: Boundary Condition file U.
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1 FoamFile

2 {

3 version 2.0;

4 format ascii;

5 class volScalarField;

6 location "0";

7 object p;

8 }

9 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

10

11 dimensions [0 2 -2 0 0 0 0];

12 internalField uniform 0;

13

14 boundaryField

15 {

16 airfoil

17 {

18 type zeroGradient;

19 }

20

21 ".*" // Inlet , Outlet , Top , Bottom

22 {

23 type freestreamPressure;

24 freestreamValue uniform 0;

25 value uniform 0;

26 }

27

28 frontAndBack

29 {

30 type empty;

31 }

32 }

33 // ************************************************************* //

Listing C.3: Boundary Condition file p.
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1 FoamFile

2 {

3 version 2.0;

4 format ascii;

5 class volScalarField;

6 location "0";

7 object nut;

8 }

9 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

10

11 dimensions [0 2 -1 0 0 0 0];

12 internalField uniform 0;

13

14 boundaryField

15 {

16 airfoil

17 {

18 type nutLowReWallFunction;

19 value uniform 0;

20 }

21

22 ".*" // Inlet , Outlet , Top , Bottom

23 {

24 type calculated;

25 value uniform 0;

26 }

27

28 frontAndBack

29 {

30 type empty;

31 }

32 }

33 // ************************************************************** //

Listing C.4: Boundary Condition file nut.
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1 FoamFile

2 {

3 version 2.0;

4 format ascii;

5 class volScalarField;

6 location "0";

7 object k;

8 }

9 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

10

11 dimensions [0 2 -2 0 0 0 0];

12 internalField uniform 8.505135e-03;

13

14 boundaryField

15 {

16 airfoil

17 {

18 type fixedValue;

19 value uniform 0;

20 }

21

22 ".*" // Inlet , Outlet , Top , Bottom

23 {

24 type inletOutlet;

25 inletValue $internalField;

26 value $internalField;

27 }

28

29 frontAndBack

30 {

31 type empty;

32 }

33 }

34 // ************************************************************* //

Listing C.5: Boundary Condition file k.
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1 FoamFile

2 {

3 version 2.0;

4 format ascii;

5 class volScalarField;

6 location "0";

7 object omega;

8 }

9 // * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

10

11 dimensions [0 0 -1 0 0 0 0];

12 internalField uniform 376.5;

13

14 boundaryField

15 {

16 airfoil

17 {

18 type fixedValue;

19 value uniform 5.354e+09;

20 }

21

22 ".*" // Inlet , Outlet , Top , Bottom

23 {

24 type inletOutlet;

25 inletValue $internalField;

26 value $internalField;

27 }

28

29 frontAndBack

30 {

31 type empty;

32 }

33 }

34 // ************************************************************ //

Listing C.6: Boundary Condition file omega.
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Appendix D

Properties of the Rotor Blade

Material ρ Ex Ey Gxy νxy

[kg/m3] [GPa] [GPA] [GPa] [-]

Gel coat 1230 3.44 3.44 1.38 0.3

Random mat 1670 9.65 9.65 3.86 0.3

CDB340 triaxial fabric 1700 24.2 8.97 4.97 0.39

Balsa 144 2.07 2.07 0.14 0.22

Spar cap mixture 1700 27.1 8.35 4.7 0.37

Table D.1: Properties of the materials used for the WindPACT 1.5MW blade [64].

Layer Material Thickness [mm]

1 Gel coat 0.51

2 Random mat 0.38

3 Triaxial fabric 0.89

4 0% - 15%c Balsa 0.5%c

15% - 50%c Spar cap mixture specified % t/c

50% - 85%c Balsa 1.0%c

5 Spar cap mixture 0.89

Table D.2: Composite definition of the blade shell [64].
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