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Abstract 

i ETEROJUNCTION Bipolar Transistors (HBTs) are ameng the most advanced semi- 
1 % conductor devices. They match well today’s requirements for high-speed operation, low 

power consumption, high-integration, low cost in large quantities, and operation capabilities 

in the frequency range from 0.9 to 100 GHz. At present TI-V HBT MMICs on six-inch wafers 

and SiGe HBT cireuits as part ofthe OMOS technology on eight-inch wafers are in volume 

production. To cope with the explosive development costs of today’s semiconductor industry 

Technology Computer-Aided Design (TCAD)} methodologies are extensively used. Technol- 

ogy, device, and circuit simulation tools save expensive technological efforts while improving 

the device performance. 

  

The thesis discusses the status of research regardıng HBTs, including a review of state-of- 

ihe-art devices, a review of state-of-the-art device simulators, with emphasis on MINIMOS- 

NT, and a discussion on ihe materials and material systems on which HBTs are based on. 

MINIMOS-NT is a generic two-dimensional device /circuit simulator used in the VISTA TCAD 
framework. A large part of ihe work presented in this thesis is on the development and the 

practical application of MINIMOS-NT. A detailed discussion on the physical modeling in 

MINIMOS-NT is presented. Tt contains models for the lattice, thermal, and transport proper- 

ties of various semiconductor materials, as well as models for several important effects taking 

place in HBTs. Critical issues concerning simulation of heterostructures are analyzed, such 

as interface modeling at heterojunctions and insulator surfaces, band structure and bandgap 

narrowing, the modeling of self-heating and high-held effects. 

Simulation results for several different types of GaAs-based and Si-based HBTs demonstrat- 

ing the extended capabilities of MINIMOS-NT are shown, most ofthem in comparison with 

experimental data. Special emphasis is put: on the simulation of high-power AlGaAs/GaAs 

and InGaP/GaAs HBTs. Two-dimensional DU-simulations of different types of one-Anger 

devices in very g00d agreement with measured data in a wide temperature range are demon- 

strated. Self-heating effects are accounted for the output, device characteristics. The work is 

extended with transient simulation ofsmall signal parameters to connect DU- and RF- device 

operation. A comparison ofsimnlated and measured S-parameters and the dependence of fr 

on some device parameters are presented. Device rellability Investigations which confirm the 

usefulness of device simulation for practical applications are also offered. Examples of SıGe 

HBTs and polysilicon emitter BJT conclude the work presented in the thesis.



  

Kurzfassung 

| ETEROUBERGANG-BIPOLAR-TRANSISTOREN (HBTs) gehören zu den modern- 
% sten Halbleiterbauelementen. Sie erfüllen alle Voraussetzungen, um im Frequenzbereich 

zwischen 0.9 und 100 GHz höchste Üperationsgeschwindigkeiten, niedrigen Energieverbrauch 

und hohe Integrationsdichten mit niedrigen Grenzkosten zu erzielen. In großer Stückzahl wer- 

den zur Zeit II-V HBT MMICs auf sechs Zoll Scheiben, und SiGe HBT Schaltungen in CMOS 

Technologie auf acht Zoll Scheiben gefertigt. Um die exlodierenden Entwicklungskosten mod- 

sıner Halbleiterbauelemente in den Griff zu bekommen, wird in großern Ausmali Technology 

Computer-Aided Design (TCAD) eingesetzt. Technologie-, Bauelement- und Schaltungs- 
simulatoren verbessern die Bauelementeigenschaften ohne teuren technischen Aufwand. 

   

In der vorliegenden Dissertation wird der Status der HBT Forschung diskutiert. Ein Über- 

blick über den Stand der Technik wird gebracht und die bei HBT's verwendete Materialien 

und Materialsysteme, unter besonderer Berücksichtigung von MINIMOS-NT, werden disku- 

tiert. MINIMOS-NT ist ein generischer, zweidimensionaler Bauelementsimulator und Teil der 

YISTA TCAD Umgebung. Ein großer Teil der in dieser Arbeit ist der Weiterentwicklung und 

der praktischen Anwendung von MINIMOS-NT gewidmet. Die verwendeten physikalischen 

Modelle werden detäsliert vorgestellt. Dies beinhaltet sowohl Modelle für die Gittereigen- 

schaften, das Ternperaturverhalten und die Transporteigenschaften verschiedener Halbleiter- 

materialien, genauso wie Modelle für wichtige HBT typische Effekte. Kritische, die Simulation 

von Heterostrukuren betreffende Punkte werden analysiert, zum Beispiel die Modellierung 

von Grenzllächen von Heteroübergängen und Isolatoroberflächen, von Bandstrukturen und 

der Abnahme der Bandkantenenergie bei Hochdotierung (bandap narrowing), von Selbst- 

erwarmung und von Effekten die bei hohen Feldstärken auftreten. 

Um die weiteren Fähigkeiten von MINIMOS-NT zu demonstrieren, werden Simulationsergeb- 

nisse für verschiedene Typen von GaAs- und Si-basierender HBTs, meist in Verbindung 

mit Messergebnissen, präsentiert. Hierbei wird spezielles Augenmerk auf die Simulation von 

Hochleistungs AlGaAs/GaAs und InGaP/GaAs HBTs gelegt. Weiters werden zweidimension- 
ale Gleichstromsimulationen verschiedener Einfingerbauelemente, die in einern weiten Tem- 

peraturbereich mit den Messergebnissen übereinstimmen, vorgestellt, wobei bereits Selbst- 

erwärmungseffekte in die Ausgangskennlinie eingehen. Die Arbeit wird noch durch tran- 

siente Simulation von Kleinsignalparametern ergänzt, wodurch das Gleich- und Hochfrequenz- 

verhalten der Bauelemente gemeinsam analysiert werden kann. Ein Vergleich simulierter 

und gemessener S-Parameter und die Abhängigkeit von fr von einigen Bauelementpara- 

imetern wird präsentiert. Der praktische Nutzen von Baulementsimulatiohen wird durch 

Zuverlassigheitsuntersuchungen unterstrichen. SiGe HBTs und Polsilizium Emitter BIT 

Beispiele bilden den Abschluss der in dieser Dissertation vorgestellten Studien. 
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Chapter 1 

Introduction 

HE industrial revolution started with the invention of the steam engine and the loorm. 

Two hundred years later, the invention of the Urst transistor in 1947, marked the be- 

ginning of the so-called second industrial revolution. The device was smaller, faster, more 

powerful, and had a longer hifetime than the tubes. For the invention of the bipolar transis- 

tor three researchers of the Bell Laboratories, namely William Shockley, John Bardeen, and 

Walter Brattain, were awarded a Nobel Price in 1956. 

After the transistor had been invented, it was still necessary to solder the different parts of 

electronic circuits together. Jack Kilby of Texas Instruments was Ihe first person to realize 

that the different components in a circuit could be integrated on a single piece of silicon. 

The successful laboratory demonstration oÜ that first simple microchip in 1958, made history. 

Microslectronies was born, one of ihe fastest developing industrial branches today, with an 

annual burnover of more than 120 billion USD and supporting electronic market of more 

ikan 1000 billion USD. Especially fast is the market growih in the communications area 

(cellular phones, personal communications systems, wireless local communications networks, 

electronic traffic management). This is a driving driving force for the development of ever 

faster ICs including super-[ast trausistors. 

In 1957 Herbert Kroemer of RCA proposed the first heterostructure, device that contains thin 

layers of different semiconductors stacked on top of each other. His theoretical work showed 

that heterostructure devices could offer superior performance compared with conventional 

transistors. In 1963 Herbert Kroemer and Zhores Alferov of the loffe Institute in Russia 

independently proposed ideas to build semiconductor lasers from heterostructure devices. 

Alferov built the first semiconductor laser from gallium arsenide and aluminium arsenide in 

1969. 

This year’s Nobel Prize in Physics has been awarded to Kilby "for his part in the invention 

of the integrated circuits”, and to Kroemer and Alferov ”for developing semiconductor het- 

erostructures used in high-speed- and opto-eleetronics.” 

The Heterojuuction Bipolar Transistors (HBTs) are among the most advanced semiconduetor 

devices. They match well today’s requirements for high-speed operation, low power consump- 

tion, high-integration, low cost in large quantities, and operation capabilities in the frequency
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range from 0.9 to 100 GHz. For example, TII-V semiconductor group devices and circuits were 

always known by their high speed, but also by their expensive production and lower integra- 

tion, compared to the silicon-based ones. Today, with TII-V heterojunetion MMICs in mass 

production on six-inch wafers in quantities 10 million and above, this is no longer a concern 

for the gallium-arsenide based HB'Ts. The silicon bipolar junchion transistors (BJTs) have the 

benefits of the silicon technology, e.g. the high integration and low-cost production, but, are 

restricted to lower frequencies. Important steps forward to faster silicon-based devices were 

the invention of the polysilicon emitter trausistor and the silicon-germanium BBT, which are 

competitive in terıns of speed to the II-V devices. 

To cope with the explosive development costs of today’s semiconductor industry Computer- 

Aided Design (CAD) methodologies are extensively used. Electronic CAD (ECAD) is con- 

cerned with the design of ICs above the device level. Technology CAD (TCAD) is devoted to 
the simulation of ihe fabrication process and operation behavior of a single or a small num- 

ber of devices. Technology, device, and circuit simulabion tools save expensive experimental 

efforts to obtain significant improvements of the device performance. 

MINIMOS-NT is a two-dimensional device/cireuit simulator used in the VISTA TCAD frame- 
work. A large part ofthe work presented in this thesis is on the development and the practical 

application of MINIMOS-NT. 

The status ofresearch regarding HBTs will be presented in Chapter 2. It includes a review of 

stäte-of-the-art devices, a discussion on the materials and material systems on which HBTs 

are based on, and a review of state-of-the-art device simulators, including MINIMOS-NT. 

In Chapter 3 the physical modeling in MINIMOS-NT is presented. It contains models for 

the lattice, thermal, and transport properties of various semiconductor maäterials, a5 well as 

models for several important effects taking place in HBTs. 

Chapter 4 contains the simulation results for several different iypes of GaAs-based and Si- 

based HBTs demonstrating the extended capabilities of MINIMOS-NT. Most of the results 

are verified against experimental data. The chapter also includes investigations which con- 

firm the usefulness of device simulation for prackical applications. 

A summary and outlook conclude this work in Chapter 5.



Chapter 2 

  

Status of 

HE following chapter oflers a review of state-oFthe-art devices, a discussion on materials 

and material systems on which HBT's are based on, and a review ofstate-of-the-art device 

simulators, including the two-dimensional device simulator MINIMOS-NT. 

2.1 State-ol-the-art Heterostructure Devices 

HB'Ts and HEMTs (High Electron Mobility Transistors) are among the most advanced semi- 
conductor devices. They both benefit from the use of heterojunctions formed by different 

inaterials. Among other different material parameters, the most important is the bandgap 

difference. This is in contrast to conventional homojunction devices, where junctions are uti- 

lized by p-type or u-type doping in the same material. The HBTs make use of wide bandgap 

emitter and narrow bandgap base. In au npr-trausistor this favors the eleciron injection 

from the emitter to the base, and restricts hole injection from the base to the emitter. This 

advantage can be maintained even ifthe base is highly doped io get a low base resistance and 

ihe emitter is Ightly doped. Microwave, millimeter-wave, and high-speed digital HBT ICs 

are used for microwave power and low power wireless communications applications between 

0.3 GHz and 100 GHa. 

2.1.1 Whyand Where SiGe HBTs? 

The SiGe HBTs are double heterojunction bipolar transistors (DHBTs) as the SiGe material 
is used as a narrow bandgap material in the p-type base. The emitter and the collector are 

silicon and have larger bandgap. 

Since the first SiGe HBTs reported in the late eighties |1| many groups were involved in 
the development of these devices |2, 3, 4]. Transit frequencies of 116 GHz [5] and 130 GHa 
6], and maximum oscillation frequencies of 160 GHz [7, 8] were reported. 'T'he devices are 
fully compatible with the existing state-oFthe-art 0.18 um CMOS technology |9, 101. Digital 
application-specific integrated cireuits (ASIÜs) are combined with SiGe HBT eirenits in the 
so-called SiGe BICMOS technology and are in volume production [11]. Tbe SiGe HBT is 
considered an essential technology Tor over 10 Gh/s optical communication systems [12, 13]. 
However, a shortcome of Si-based HBTs is their comparatively lower breakdown voltage.
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2.1.2 Why and Where [1I-V HBTs? 

The AlGaAs/GaAs and InGaP/GaAs EBTs benefit from a single heterojunction formed 
between the AlGaAs wide bandgap emitter and the GaAs p-type base. InP/InGaAs and 

InAlAs/InGaAs grown on InP substrate gives double heterojunction devices as both emitter 
and collector regions include wide bandgap materials. 

In terms of speed the II-V HBTs are among the fastest: devices. Transit frequencies fr of 

about 150 GHz and maximum oscillation frequencies fmax of more than 250 GHz |14, 15] 

were reported for HBTs on GaAs. Transfer substrate InAlAs/InGaAs HBTs on GaAs with 

fr >250 GHz 16] and record InP-based HBTs with {max >8300 GHz were demonstrated [17] 

but they are still lacking level of integration (<1000 transistors per chip) compared to the 

GaAs-based HBTs. Table 2.1 summarizes state-of-the-art HBTs from different technologies 

with their impressive cutoff frequencies. 

  

  

Substrate | Emitter/Base fr |GEz} | fmax [GHZ References 

GaAs AlGaAs/GaAs 83 253 Matsushita, 1995 [18] 
GaAs AlGaAs/InGaAs 140 250 NEO, 1998 [14] 

GaAs InGaP/GaAs 156 256 Hitachi, 1998 [15] 
(Gaäs) InAlAs/InGaAs 251 233 UC Santa Barbara, 1998 [16] 
InP InAlAs/InGaAs 162 820 UC Santa Barbara, 1999 17 
InP InP/GaAsSb 216 240 SFU Burnaby, 2000 [19] 
Si Si/SiGe 154 48 Hitachi, 2000[20] 

122 163 Hitachi, 200021]               

Table 2.1: High-frequencey properties of state-of-the-art HBTs 

Heterostructure field-effect transistors HFETs, and especially HEMTs, cover higher frequen- 

cies (see Table 2.2), have higher PAE than II-V HBTs and show comparable breakdown 

voltages. However, their low level of integration (<100 transistors per chip) and >10% larger 
chip size lead to higher cost of production. In addition, the breakdown voltages cannot be so 

easily controlled as in HBTs, due to the influence of surface effects. The TII-V market ten- 

dency in the last two years shows the increasing importance o[ HBTs (see Table 2.3). GaAs 

  

  

          

Substrate Channel Jr [GHz] | Faax [GHz] | I, [nm] References 

InP lattice-matched 350 350 30 NTT, 1998 [22] 
InP pseudomorphic 340 280 SU Hughes, 1992 [23 

InP graded 305 340 100 TRW, 1994 [24] 
GaAs metamorphic 204 188 180 UI Urbana, 1999 [25] 
GaAs metamorphic 188 312 150 | DaimlerChrysler, 2000 [26)       

Table 2.2: High-fregueney properties of state-of-the-art HFETs 

  
MESFET | HEMT | HBT 

1998 75% 8% 17% 

2000 80% 10% 30% 

  

            

Table 2.3: Shares of HBTs, HEMTs, and MESFETs on the II-V market
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MESFETSs and MESFET-based monolithie microwave integrated circuits (MMICs} are still 

key parts of the existing cellular phones, as they offer acceptable performance at a reasonable 

cost [27]. However, drawbacks are the need of double voltage supply and the large chip size. 

Hish PAE is needed to increase the battery lifetimes. HBTs are devices which at higher 

material cost offer high performance. 

The III-V HBTs are considered essential for high-power amplifiers at 3 V power supply, 

as they offer high current amplification and PAE at 0.9/1.8 GHz [28]. A small chip-size 

2W MMIC based on AlGaAs/GaAs HBTs with record performance for wireless applications 

(62% PAE at 1.8 GHz) was demonstrated in 127]. Considering higher frequencies for future 

wireless applications InP-based and even SiGe MMIOs with excellent performance, 48% and 

24% PAE respectively, at 25 GHz were recently reported [28, 30) (see Table 2.4). 

  

  

        

Substrate | Emitter/Base | fr//max [GHz] Advantage References 

GaAs AlGaAs/GaAs - 62% PAE at 2 W Siemens, 1998 27) 
TP InGaAs/InAlAs 70/120 48% PAE at 25 GHz | TRW, 1999 [29] 
InP InP /InGaAs 116/169 40 Gb/s at 72 GHz | NTT, 1999 [5] 
Si Si/SiGe -/60 BCL gate delay 5.5 ps | Hitachi, 2000 21] 

Si Si/SiGe 50/50 24% PAE at 25 GHz | Daimler, 2000 [30]       

Table 2.4: HBT IC applications 

A further advantage of IH-V HBTs is the Iow phase noise figure making them attractive for 

digital applications. Digital ICs with AlGaAs/GaAs and InP/InGaAs HBTs are used for 
fiber-optic transmission of 40 Gb/s and 60 Gh/s, respectively. 

21.3 Future 

Today’s GaAs RF components are an indispensable part of all major new applications in 

wireless communication. They are not intended as a substitute for Sı RF devices, but in- 

stead represent a valusble supplement covering about 15-20% of RF applications. The GaAs 

technology contributes to ınajor system Innovations in mobile telephones, satellite communi- 

cation, short-haul communication as well as traffic security. The vision of a universal wireless 

personal communication system, combining PC, telephone, fax, e-mail, and also TV, will be- 

come reality inthe very near future. Allsuch applications require high-grade RF components 

in Si and GaAs materials. GaAs will dominate in applications which require very low noise 

figure, high Imearity, and most importantly, very good PAE at low supply voltages (3V and 

below). 

RFCMOS technology, whose transistors have 80 GHz fr’s using 0.12-micron geometries, is 

currently seen as a better platform for integration than SiGe, whose fp’s are only 80-70 GHz. 

However, the recent: advances of the SiGe technology are projecting its very promising future. 

InP technology already starts to address not only military, but commercial applications show- 

ing an unprecedented performance [31]. Although the actual operating speeds of fiber-optic
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data links can be satisfied using GaAs technology, InP HBTs are the preferred solution for 

future generations up to 100 Gb/s [32]. 

2.2 State-or-the-art Device Simulation 

With the shrinking of device dimensions and the replacement of hybrid mounted transistors 

by MMIOs, device simulations and circuit simulations with distributed devices need to be 

carried out by state-of-the-art, tools, accounting for physical effects on a microscopic level. 

Beveral questions during device fabrication, such as device optimizabion and process control, 

can today be addressed by device simulation. 

To enable predictive simulation of serniconductor devices proper models describing carrier 

transport are required. The drifi-diffusion (DD) transport model /33] is by now the most 
popular model used for device sinmlation. However, with down-scaling the feature sizes, non- 

iocal effects become more pronounced and must be accounted for by using energy-transport 

(ET) or bydrodynamic (HD) model [34). 

During the last decade Monte-Carlo (MC) methods for solving the time-dependent Boltzmann 

equation have been developed [35, 36] and applied for device simulation 37, 38, 39). However, 

the MU algorithms encounter serious dificulties when applied to the extreme conditions 

occurring in the advanced semiconductor devices. The carrier distribution can vary by several 

orders of magnitude in the space and energy domain of interest. Since the MC simulation 

follows the natural cäarrier histories, the portion of the simulated trajeciories in a given 

region is proportional t6 the carrier density in this region. As a consequence, the major 

part of the simulation time is spent by trajectory computation in densely populated regions, 

while the statisties in the low density regious remain insuflicient. A simple increase of the 

total simulation time cannot solve the problem within reasonable OPUÜ time, if statistics In 

the rarely visited regions needs t0 be increased by orders of magnitude. Thkus, reduction of 

computation time is still au Issue and, therefore, the MUT device simulation is still not feasible 

for industrial application. 

2.241 Device Simulators 

Several commercial tools, e.g. [40, 41], and university-developed simulators, e.g. 42, 43], 
have been successfully employed for device engineering applications. However, most of them 

were focused on silicon-based devices. 

In contrast to the silicon industry, wkere process-, device-, and interconnect- simulation tools 

form a continuous virtual workbench from material analysis to chip design, HI-V simulation 

mainly is focused on device and circuit aspects. Tihe latter is accompanied by few examples 

for MESFET technology simulation tools developed in parallel to SUPREM e.g. [44. For 

heterojunchion devices, Inclusively Site HBTs, due to the extensive number of process steps, 

device simulation is focused on process control and inverse modeling e.g. of geomeiry. 

A common feature is the lack of a rigorous approach to II-V group semiconductor materi- 

als modeling. As an example, modeling of AlGaAs, InGaAs, or even InAlAs and InGaP is
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restricted to slight modifications of the GaAs material properties. Another common draw- 

back is the limited feedback from technological state-of-the-art process development to simu- 

lator development. Critical issues concerning simulation of heterostructures are mostly not 

considered, such as interface modeling at heterojunctions and insulator surfaces, as well as 

hydrodynamic and high field effects modeling - carrier energy relaxation, impact. ionization, 

gate current modeling, self-heating effects, ete. 

The two-dimensional device simulator PISCES 42], developed at ihe Stanford University, 

incorporates modeling capabilities for GaAs and InP based devices. One of its many mod- 

ifications G-PISCES from Gateway Modeling [44] has been extended by a full set of II-V 
models. Examples of MESFETs, HEMTs, and HBTs for several material systems, e.g. In- 

AlAs/InGaAs, AlGaAs/InGaAs, AlGaAs/GaAs, aud InGaP/GaäAs HBTs are demonstrated. 

Disadvantage of this simulator is the lack ET or HD transport model, necessary to model 

high-Held effects, in comparison to the original version of PISCES. 

The device simulator MEDICI from Avant! [45], which is also based on PISCES, offers simu- 
lation capabilities for SiGe/Si HBTs and AlGaAs/InGaAs/GaAs HEMTs. Advantages of this 
simulator are HD simulation capabilities and the rigorous approach to generation/recombina- 

tion processes. In addition, recently an option treating anisotropic properties was announced. 

Next to II-Vs materials modeling this simulator has drawbacks in the interface modeling and 

in the capabilities of mixed-mode device-circuit simulation. However, it has been successfully 

used for the simulation of AlGaAs/GaAs HBTs [46). 

The two- and three-dimensional device simulator DESSIS from ISE |40] has demonstrated 

3 rigorous approach to semiconductor physics modeling. Some ceritical issues, as the above 

stated extensive trap modeling, are solved. Recently, frst steps in direction of interface and 

II-V modeliug have been reported [471. 

Using a simplified one-dimensional current equalion quasi-two-dimensional approaches are 

demonstrated, formerly by the University of Leeds e.g. [48]. This approach has also been 

verified for a number of examples and for gate-lengihs down to 50 rum [49]. It is available as a 

submodule of Agilents Advanced Design System (ADS) delivering an interface to a mierowave 
eircust simulator. The emphasis is put on the extraction of compact large-signal models. Ex- 

amples of S-parameter simulations of AlGaAs/GaAs HEMTs have been presented. This tool 

combines the advantages of a full HD transport model combined with Schrödinger solution, 

but has the drawback of the simplihed one-dimensional current equations. 

A similar quasi-bwo-dimensional tool is Fast Blaze from Silvaco, also based on code from 

Leeds, which together with the two-dimensional ATLAS 50] has claimed the simulation of 
AlGaAs/GaAs and pseudomorphic AlGaAs/InGaAs/GaAs HEMTe. In addition, simulations 
of SiGe HBTs were announced, based on simulator originally developed at the University of 

Ilmenau, PROSA [51]. In the latter no materials interfaces are considered. 

A drawback of most simulators, similarly to TIL-V modeling, is that the modeling of SiGe 

is performed by slight modifications of the properties of Silicon. However, several authors
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made use ofthem e.g. |52, 53, 54]. A considerable advance in the SiGe HBT simulation was 
achieved with SCORPIO [53]. 

2.2.2 MINIMOS-NT 

The two-dimensional device simulator MINIMOS-NT [56] is an aucestor of the well-known 
MOS device simulator MINIMOS 6 [57]. MINIMOS-NT is a generic simulator accounting for 
a variety of materials, including group IV semiconductors, IH-V compound semiconductors 

and their alloys, and non-ideal dielectries. A stable base of material parameters for semi- 

conductors of interest is extracted and used for device modeling issues. MINIMOS-NT is 
applicable to devices wiih high complexity in respect to materials, geometries, etc. allowing 

state-of-the-art simulations of MOS devices |58), HEMTs [59, 60, 61], SiGe HBTs [62], and 
HI-V HBTs !63, 64]. The models are verified against statistically analyzed measured data. 

In MINIMOS-NT the simulation domain is partitioned into independent regions, so-called seg- 

ments. This partitioning is done with respect to the material class, e.g., confacts, insulators, 

and semiconductors. For these segments different sets of parameters, models and algorithms 

can be independentiy defined. When the simulation domain is properly split into segments, 

there are no abrupt changes of the material parameters within Ihe segments. Abrupt varia- 

tions of ihe material parameters should only occur at the interface of two adjoining segments. 

Yarious important physical effects, such as bandgap narrowing, surface recombination, and 

self heating, are taken into account. Heat generated at the heterojunchions cannot completely 

leave the device, especially in the case of III-V semiconductor materials. Therefore, significant 

self-heating occurs in the device and leads to a change of the electrical device characteristics. 

Emphasis was also laid on bandgap narrowing as one of Ihe crucial heavy-doping effects to 

be considered for bipolar devices |65]. A new physically-based analytical bandgap narrowing 

model was developed, applicable to compound semiconductors, which accounts for semicon- 

ductor material, dopant species, and laitice temperature. As the minorliy carrier mobility is 

of considerable importance for bipolar transistors, a new universal low Beld mohility model 

has been implemented in MINIMOS-NT [66]. It is based on Monte-Carlo simulation results 
and distinguishes between majority and minority electron mobilities. 

Energy transport equations are necessary to account for non-local effects, such as velocity 

overshoot [67, 68]. A new model for the eleetron energy relaxation time has been presented 
/69] which is based on Monte-Oarlo simulation results and is applicable to allrelevant semicon- 

ductors with diamond and zinc-blende structure. The energy relaxation Limes are expressed 

38 functions of the carrier and lattice temperatures and, in the case of semiconductor alloys, 

of the material composition. 

Considering the nature oftke simulated devices (including abrupt SiGe/Si, IuGaP/GaAs and 
AlGaAs/InGaP heterointerfaces) and the high eleciron temperatures observed at maximum 

bias sophisticated thermionic-Held emission interface models [70] in conjunction with the 
hydrodynamic transport model are used. At the otker (homogeneous or graded) interfaces 

continuous quasi- Fermi levels are assumed.
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2.3 Semiconductor Materials 

Based on their electrical properties solids can be classified as conductors, insulators, and 

semiconductors. Amorphous solids have little or no regular geometric arrangement of their 

atoms in space, and therefore, cannot be easily studied. Crystalline solids have a perfect 

periodic arrangement of atoms, which allows them to be easily analyzed. Polycrystalline 

solids have atom arrangements between these two extremes. Semiconductor materials are 

nearly perfect crystalline solids with small amount of imperfections, such as impurity atoms, 

lattice vacancies, or dislocations, which are sometimes intentionally introduced to alter their 

electrical characteristics [71]. Fig. 2.1 is a summary of the chemical elements involved in the 

formation of semiconductors. 

  

Group II Group III Group IV Group V Group VI 

  
Al Si P 

Aluminium Silicon Phosphorus 

13 14 15 
  

Ga Ge As 
Gallium Germanium Arsenic 

31 32 33 

In 

Indium 

49     
I IH-V AM 

IHI-VI     

Fig. 2.1: Part ofthe Periodic Table showing the elements involved in the formation of semiconductors: 
The elements considered in MINIMOS-NT are highlighted by red background. 

The semiconductors can be elemental, such as Si, Ge, and other chemical elements from 

group IV. They can be also compound, a combination between elements from group III and 

group V, or respectively, from group II and group VI. Examples for such combinations are the 

binary compounds Gal!!AsY and Zn!!SVY!. There are also several combinations of practical 

importance, which involve two or more elements from the same chemical group. Such alloy 

semiconductors can be binary (e.g. Si'VGe!V), ternary (e.g. AI'MGa™!AsY), quaternary (e.g. 
In"™Gal'TAsVPV), and even pentanary (Ga''In'"PVSbYAsV) materials. 

2.3.1 Semiconductor Materials in MINIMOS-NT 

One of the strong features of MINIMOS-NT as a generic device simulator is its capability 

to consider various semiconductor materials, such as III-V binary and ternary compounds,
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and SiGe. The past modeling experience from 5: MOS structures [72] and Alg2aGag 3As/ 
Ing 2GassAs/GaAs HEMTs is inherited and preserved. 

A large number of published theoretical and experimental reports have been reviewed to 

include the physical parameters for the Si, Ge from chemical group IV, and GaAs, AlAs, 

InAs, InP, or GaP, which are ITI-V chemical group binary compounds. AU these materials 

are named basic maltersois later in this work. The combination between two IIl-V binary 

materials results in a ternary or a quaternary material. SiGe as a combination of Si and 

Ge, together with the ternary III-V materials as a combination of Ihe respective binary 

materials are named alloy materials later in this work. An attempt has been made to allow 

the user choose arbitrary mole fractions for the alloy materials, although the majority of 

ihe simulations performed in this work include -V compounds lattice-matched to GaAs 

substrate. This not only gives the designer a good degree of freedom as to the choice of 

matertal, but also allows a direct comparison between various devices such as AlGaAs/Gaäs, 

InGaP/GaAs, InP/InGaAs, InAlAs/InGaAs, and SiGe/Si HBTs, AlGaAs/InGaAs/GaAs 

and InAlAs/InGaAs HEMTs, or SiGe/Si MOSFETs. However, due to the very limited 
experimental data on some compound materials such as InGaP, InAlAs, InAsP, and GaAsP, 

one has to consider interpolation schemes as the only available option to ınodel the variation 

of some parameters in a continuous range of mole fraction. In these cases, variations of 

interpolation schemes are studied to find the best fit to The sometimes limited reported data 

in the Bierature. 

2.3.2 Modeling Concept 

For all models in MINIMOS-NT the general approach is to employ universal models, Le. the 

sarne Tunchional form to be used for all materials, just with different parameter sets. In models 

for alloy materials the respective models for the two basic materials are employed Arst and 

ihen combined as a function of the material cormposittion x. Additionally, full consistency 

between the olloy materials and the basıc materials is obtained by having all the models 

for alloy materials inheriting their model parameters from the models for basic materials. 

Although it is arbitrary which of the two basic materials will correspond to a mole fraction 

x = 0 and which to a mole fraction x = 1, a choice has to be done, e.g. InGaAs is used 

for In„Gaı_,As and not for In, _„Ga,As. The alloy materials ({A,_,„B,) formed by the basic 

materials (A and B)} are summarized in Table 2.5. 

  
A B Ar_zBr 

SiGe 51 Ge S12Ger 

AlGahs | Gas | Als | Al,Ga1_. As 

InGaAs | Gaäs | InAs | In,Ga:_,As 

InAlAs | AlAs | InAs | In„Ah_„Äs 

InAsP InP | InAs | InAs,Pı-. 

GaAsP | GaAs | GaP | GaAsi_, P, 

InGaP InF I! GaP | Ga.inı_,P 

  

            

Table 2.5: Mole fraction x in alloy materials
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2.3.3 Interpolation Schemes 

Material parameters of Si, Ge, GaAs, InP, GaP, InAs, and InGaAs, as well as to some extent 

SiGe and AlGaAs, have received considerable attention in the past and many experimental 

data and theoretical studies for these parameters can be found in the literature. On the 

other hand, the band structure and transport related parameters of other III-V ternary and 

all quaternary materials has been the topie of few or no experimental/theoretical publications. 

These facts necessitate Ihe use of some Interpolation scheine, essentially based on known val- 

ues of the physical parameters for the related Basic materials and alloy materials. In the 

cases when experimental data scatlers the most consistent or most recent published data has 

been adopted. In the cases when experimental data is inconsistent or missing Monte-Carlo 

(MC) simulation has been considered. Although the Interpolation scheme is still open to 

experimental or MÜ verifications, It provides more useful and rellable material parameters 

for nurnerical device simulation over the entire range of alloy composition. 

For many parameters, such as various lattice parameters, a linear interpolation is sufficient. 

Sorne parameters, like the electronic baudgap exhibit a strong non-linearity with respect to 

the alloy composition which arises from the effects of alloy disorder. In such cases, a quadrasic 

interpolation is used and a so-called bowing parameter is introduced. For other parameters, 

such as carrier mobility, a linear Interpolation ofthe inverse values - Mathiessen rule - is used. 

Finally, there are parameters, such as thermal conductivity, for which none of the interpola- 

tion scheines mentioned so far is suflicient, and a quadratic Interpolation of the inverse values 

together with an inverse bowing factor is proposed. 

The bandgap bowing parameters of InAsP and GaAsP are believed t5 be much smaller than 

those of InGaP and InGaAs [73, 74]. Similarly, for parameters where data are lacking no 

bowing factors are assumed. 

In the following chapter, the choice of Interpolation formula will largely depend on factors 

such as required accuracy, the physical nature ofihe parameter, and available experimental or 

MÜ data. For example, the bandgap energy is the most crttical parameter in device modeling 

and a slight variation in this parameter can significantiy aflect the terminal characteristics of 

the semiconductor device. 

2.3.4 The Effect of Strain 

A general aim when growing a device is to avoid lattice mismatch between the substrate 

and the epitaxial layers. A main concern is that the strain originating from such mismatch 

can relax and lead to misfit dislocations and even to amorphous structures. Therefore, only 

inaterials which lattice constants match the ones of GaAs or InP, typical substrate mate- 

rials, gained attention. Such materials are AlGaAs in the whole composition range and 

GansıIngasP grown on GaAs, and Ing ssGaga7As and Ing Al asAs grown on InP. The qua- 

ternary GalnAsP can also match either GaAs or InP for certain mole fractions. However, 

it x is sufüiciently low or the layer is suflicientiy thin, it can preserve the substrate lattice 

constant, respechively, the strain. The result can be alteration of the bandgap, which can be 

benefictal sometimes, e.g. for SiGe grown on 81.



Chapter 3 

  

Physical 

3.1 Sets of Partial Differential Equations 

N MINIMOS-NT carrier transport can be treated either by the drifi-diffusion (DD) or by 

ihe hydrodynamic (HD) transport models. For both carrier types the transport model 

can be chosen independently, or transport can even be neglected by assuming a constant 

quası- Fermi level for one carrier type. In addition, the lattice temperature can be treated 

either as a constant or as an unknown governed by the lattice heat flow equation. 

3.1.1 The Basic Semiconductor Equations 

The basic equations solved in a device simulator are the Poisson equation and the continuity 

equations for electrons and holes. 

divie - grad ¢} =q-(n —p— ) (3.1} 

. on ua 
div J, = q- (R + =) (3.2) 

o . 
div J, = —q- (B“ + =) (3.3) 

The unknown quantities of this equation system are the electrostatic potential, , and the 

electron and hole concentrations, n and p, respechively. C denotes the net concentration of 

bhe jonized dopants and other charged defects, e is the dielectric permittivity of ihe semicon- 

ductor, and $ is the net recombination rate. 

3.1.2 The Drift-Difusion Transport Model 

The drift-difusion current relations can, amongst others, be derived from ihe Boltzmann 

transport eguation by the method of moments {33] or from basic principles of irreversible 

thermodynamics [75]. The electron and hole current densities are given by 

      

  

Ro kp Neos - T 
Jp =y <gra,d ( S df) +... grad ® -)) ; (3.4) 

g q 73 Nos 

Ev \“ ke Nova p-T, nr 
I =g ine pigradi mb) en grad | - 3.2 p = fip P <gra ( 2 v) az ea (3.3)
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These current relations account for position-dependent band edge energies, Be and Ey, and 

for position-dependent effective masses, which are included in the effective density of states, 

Nas and Nyg. The index  indicates that No, and Ny are evaluated at some {arbitrary) 

reference temperature, T,, which is constant in real space regardless of what the Iocal values 

of the lattice and carrier ternperatures are. 

3.1.3 The Hydrodynamic Transport Model 

In the bydrodynamic transport model, carrier temperatures are allowed to be different from 

the Iaitice temperature. The basic equations (3.1) through (3.3) are augmented by energy 

balance equabions which determine the carrier temperatures. The current relations take the 

form 

    

    

Eo kg No Ta 
I =gin.n- | grad (=-») +. . grad mn. ; (3.6) 

q q n Neg 

Ev kg Nyv 0 X Tp 
Jp=q- iy p- ad u) 2 grad . (3.7 
Ze q a BB" ANve 37) 

The energy balance equations state conservation of the average carrier energies. In terms of 

the carrier temperatures 7, and T, they can be written as 

  
Bo 3 kp O {n Tr } In -~ IL div S, = erad _ In - =. RT, e 3.8 1V 8y, == TR ( T ?,}) 5 5% + Tom , (3.8) 

Y E 1 . 3°kB ö{p-T,) - i . T -T, \ 
div 8, = grad (= u ») dr | ; Tu +R-T, te u . 3.9 

Here, T.„ and denote the energy relaxation times, while $S, and 8, are the energy fluxe 

~ rn 5 kp In. 2 4) = rn grad T}, — 5 q” In (3.10) 

5 ke-T = 8, = up grad Tp+ = - ——2 . I, (3.11) 

The carrier thermal conductivities, x, and x,, are assumed to obey a generalized Wiedemann- 

Franz law. 

= k 2 

Kon = G + cn) . _B_ . Im . En Mn (3.12) 

2 G ‘ 

3 kp“ 
= 5+%) an (3.13) 

Strictly speaking, the model described above in this subsecthion represents an energy transport 

(ET} model. Such a model is obtained when in the course of deriving the moment equations 

ihe average kinetic energy is consequently neglected against the thermal energy, assuming 

that Sm, V; & kp-T,. Since in the literature ihe terms energy transport and hydrodynamıe 

transport are often used synonymously, and since during the development of MINIMOS-NT 

the term hydrodynamsc transport was used, this notation is retained throughout this work.
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3.1.4 The Lattice Heat Flow Equation 

MINIMOS-NT accounts for self-heating effects in semiconductor devices by solving the lattice 

heat Bow equation self-consistently with the DD or HD transport equations, forming together 

a system of four, or respectively six, partial differential equations. 

IT; 
a + H (3.14) 

— grad Tı, (3.15) 

div SL = BL CL 

Sy, = 
4 

In (3.14) TL denotes the lattice temperature, £ is the time variable, and 7 is the heat gener- 
ation term. The coeflicients pr,, cr, and xı, are the mass density, specific heat, and thermal 

conductivity of the respective materials. 

The model for ihe heat generation, 7, depends on the transport inodel used. In the drift- 

diffusion case F equals the Joule heat, 

Ec En 
H = grad <~——— — z,f“) Ju + grad (= - z,f“> J, + R- (Ece-Ev), (3.16) 

4 ] 

whereas in the hydrodynamic case the relaxation terms are used 

=l I T T B (B - By). (3.17) 

3.1.5 The Insulator Equations 

In insulating materials only the Poisson equation (3.1) and the lattice heat Dow equation 

(3.14) are solved. The presence of doping and mobile carriers is neglected ( = p = Cl = 
0}, therefore the carrier continuity equations are not solved. This assumption leads to the 

reduction of (3.1) to the Laplace equation (3.18) and the neglecting of ihe heat generation 
tern of (3.14), which is invoked for semiconductor segments only. 

div{e - grad ¢} = 0 (3.18) 

. OT, 
divie; - grad TL) = BL cu 

öt 

Thus, as a result no currents Dow through insulators and the influence ofthe charges inside 

the insulators is neglected. This assumptions can be neglected, in case of the insulator is 

treated a3 a semiconductor material. This approach was successfully applied to SisN4 and 

shall be illustrated later in this work. Another approach is the consideration of charges at 

the semiconductor /insulator interface, which is discussed in the next subsection. 

(3.19) 

3.1.6 Boundary Conditions 

The basic semiconductor equations are posed in a bounded domain. At the boundaries of 

this domain appropriate boundary conditions need to be specified for the unknowns 1, n, p,
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Artificial Boundaries 

In order to separate the simulated device from neighboring devices, artificial boundaries must 

be specified which are not boundaries in a physical sense. The Neumann boundary condition 

guarantees that the simulation domain is sel-contained and there are no Huxes across the 

boundary. 

n-E=0 =n-J,,=0 n8,,=0 n8 =0 (3.20) 

nn -Ex=Q, 0 8 =0 (3.21) 

Here, n denotes an outward oriented vector normal to the boundary. (3.20) and (3.21) give the 

boundary conditions ab the artificial boundaries for serniconductor and insulator segments, 

respechively. 

Semicondurtor-Metal Boundarles 

Ohmic Contact 

At Ohmic contacts simple Dirichlet boundary conditions apply. The contact potential ,, the 

carrıer contact concentrations n, and p,, and in the HD simulation case, the contact carrier 

teroperatures 7, and T, are fixed. The metal quasi- Fermi level (which is specified by the 

contact voltage pn} is equal to the semiconductor quasi-Permi level. The contact potential 

at ihe serniconductor boundary reads 

g e ] 

kg - T 1 
= ed ° mh, 2 4. 1 " :-2: - n(zo% (-c+ VRFTE )). (3.23)   

Here, U is the nei concentration ofdopants and other charged defects at Ihe contact boundary. 

The auxiliary variables C, and Cs are defined by 

U) = No -exp [ ------------------- ) , Ca = Ny exp [ ---------- L ) (3.24) 

The carrier concentrations in the semiconductor are pinned to the equilibrium carrier con- 

centrations at the contact. They are expressed as 

-Ec+g: “) 
N, = Na e A m m er ru 3,25 

8 G EXP [ vd (3.25) 

- By g - = 
9, = Ny o @Xp | oo e 2.96 ps = Ny ap (SE (3.26) 

T, =T, 5=-T (3.27)
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In the case of a thermal contact the lattice temperature 77, is caleulated using a specified 

contact temperature To and thermal resistance Ar. The thermal heat flow density SL, at the 

contact boundary reads: 

In case no thermal resistance is specified an isothermal boundary condition is assumed and 

the lattice temperature Tr, is set equal to the contact temperature To. 

T,=To (3.29) 

In the case of DD simulation with self-heating an additional thermal energy is accounted Tor. 

This thermal energy is produced when the carriers have to surmount the potential difference 

between the conduction or valence band and the metal quasi- Permi level. The energy equation 

reads: 

Er E 
In { = + en) dm: = + ei) = diva SL (3.30) 

  

The expression diva (S,) denotes the surface divergence of the thermal heat flux at the 

considered boundary. In the case of HD simulation with sell-heating the thermal heat flow 

across ihe boundary is accounted for self-consistently. 

Schotiky Contact 

At the Schottky contact mixed boundary conditions apply. The contact potential 2,5, the 

carrıer contact concentrations n, and p,, and in the HD simulation case, the contact carrier 

temperatures 7, and T, are fixed. The semiconductor contact potential is the difference of 

the metal quasi-Fermi level (which is specified by the contact voltage pm} and the metal 

workfunction difference potential pw. 

Qs = Pm — Pw, where pw = ——%‘i (3.31) 

The difference between the conduction band energy Eco and the metal workfunction energy 

gives the workfunction difference energy E, which is the so-called barrier height of the Schot- 

tky contact. The applied boundary conditions are 

nn gm (N - Ne) an =qQ- 0: (BP De) (3.32) 

Here v, and v„ are the thermionic recombination velocities. "The carrier concentrations are 

expressed as 

-Eo-E, 
g ) (3.33) TI:S = Neo “ SXD ( anananannnnnnnnnnn nn 

The Schotiky contact boundary conditions for the carrier ternperatures 7, and T, and the 

lattice ternperature Tr, are similar to Ihe ones which apply for the Ohmie contact, Le. (3.27) 

and (3.28), or respectively (3.29).
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Material | Ey [eV] | vo. m/s] | v, [m/s] 

oa-Si/Au | -0.55 0.0 0.0 

p-5i/Au 0.55 0.0 0.0 
others 0.0 0.0 0.0             

17 

Table 3.1: Parameter values for Schottky contact model 

Polysilicon Contact 

In MINIMOS-NT the polysilicon contact model after [77] is implemented. The dielectric flux 
D through the oxide reads 

  Eox / 
nn D=-— * Vox (3.34) 

dox 

where V,. is ihe voltage drop over the thin oxide layer which is introduced between polysilicon 

and Silicon, Eox and de, denote respectively ihe permittivity and thickress of this layer. The 

electron and hole current densities across the contact interface read 

n-d,=q-p- 5 (3.35) 

where 00x 15 Ihe oxide conductivity, p is the hole concentration in the semiconductor, and $, 

is the hole surface recombination velocity. V., depends on the quası-Fermi level in the metal 

(which is specifed by the contact voliage gm}, the potential in the semieonductor @,, and 

the built-in potential Di. 

x = Py (dm ?!Fbi. 
(3.36) 

The polysilicon contact boundary conditions for the carrier temperatures 7, and T, and the 

lattice temperature 77, are similar to the ones which apply for the Ohmic contact, Le. (3.27) 
and (3.28), or respectively (3.28). 

Insulator-Metal Boundaries 

In the case of insulator-metal boundaries a model similar to the Schottky contact model is 

used to calculate the insulator contact potential. The semiconductor contact potential is the 

difference of the metal quasi-Permi level (which is specified by the contact voltage yo.) and 

the metal workfunction difference potential Ps. 

  
25 = In Dans; where Ö uns == — 

(3.37) 

Again, Ey is the workfunction difference energy. The lattice temperature is set equal to the 

contact temperature (3.29). 

Semiconducetor-Insulator Interface 

In the absence of surface charges at the semiconductor-insulator interface the normal com- 

ponent of the dielectric displacement is continuous, and so is the potential. 

DE il Eins’ Eins = 0, Ps 77 ‘Pins (3.38) 2
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In the presence of surface charges along the interface the dielectrie displacement obeys the 

law of Gauf 

1 gy - By — 1 Eins‘ Eins = s (3.39) 

At the semiconductor-insulator interface the carrier current densities (or driving forces) and 

the carrier heat Huxes normal to the interface vanish. 

n-d,, =0, ie n-F,,=0 (3.40) 

n- S,p= (3.41) 

The lattice temperature at the interface is continnous. 

Insulator-Insulator Interface 

Similarly to the semiconductor-insnlator interface (3.38) or (3.39) apply depending on the 

presence of surface charges. The lattice temperature must be continnous. 

Semicondurtor-Bemiconductor Interface 

The caleulation of the electrostatic potential at Interfaces between two semiconductor seg- 

ments is similar to the one at semiconductor-Insulator Interfaces. 

13- Est " Est — I - Es?‘ “ Es = Us: (3.483) 

Here o, is the interface charge density which can be zero or non-zero. The subscripts are 

used to distinguish between the two semiconductor segments on both sides of the interface. 

To calculate the carrier concentrations and the carrier temperatures at the interface of two 

semiconductor segments three different models are considered These are a model with con- 

tinuous quasi-Permi level across the interface (CQFL), a thermionic emission model (TE), 
and a ihermionic feld emission model (TFE). The derivation of these models is given in 

[78]. Each model can be specified separately for electrons and holes for each semiconduetor- 
semiconductor interface. 

In the following J denotes the current density, 5 the energy Hlux density, and AR, the 

difference in the conduction or valence band edges, respecthively. The carrier concentration is 

denoted by v. The subseripts denote the semiconductor segment and the carrier iype. 

Continuous Quasi-PFermi Level Model 

Ma‘? AB, b m“(m?) "exp Si) (3.44) 

In = Da (3.45) 
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Thermionic Field Emission Model 

Jv === z}ryl (3.46) 

My AR, - —)) 
Ja = 4 |ma 9 - ur Pe RP | — 3.47 2 = 4 ( nm Uyl U XD ( Sn (3.47) 

1, . 
5,2 = Sr - q " (AB - &EU) * JR (3.48) 

AR, - 68 
5,2 me (is Ta Wa va — Ar2 kp -TDı wi ti EXD ( -------------- - ze) (3.49) 

Min kp Ti 

with the thermionic emission velocity (3.50) and the barrier height lowering (3.51). 
genen 
2. ke Ti un 

Yyi = \/ nn (3.50) 
Ton 

-1 q- E12 ' dtum E,_LQ >0 3 824) 
4, o= 3.51 5, 0 B, <0 (3.51) 

The barrier height lowering depends on the electric held orthogenal to the interface E |, and 

By using the COFL model a Dirichlet interface condition is applied. The carrier concentra- 

tions are directly determined in a way that the quasi- Permi level across the interface remains 

continuous. The model is suitable for use at komojunctions. However, it i5 erroneous to 

assume continuous quasi-Permi levels at abrupt hetersjunchilons. Also the bandgap align- 

ment of the adjustent semiconduciors is ignored when such continuous condition is enforced. 

Therefore, models using a Neumann interface condition, like the TFE model or the TE model, 

which determine the current fux across the interface, must be used. Modeling the eleciron 

and hole current as well as Ihe energy Hux across heterointerfaces is a complex task. Several 

models for different types of Interfaces have been proposed [73, 80, 81, 82]. The TE model 

is commonly used to model the current across heterojunctions of compound semiconductors. 

The TFE model extends the TE model by accounting for tunneling effects through the het- 

erojunction barrier by introducing a field dependent barrier height lowering. In [83] a method 

for unifled treatment of interface models was presented. It allows a change of the interface 

condition from Neumann to Dirichlet type in the limit case of very strong barrier reduction 

due to tunneling. 

Semiconductor-Semiconductor Thermal Interface 

The lattice temperature is assumed to be continuous across semiconductor-semiconducetor 

interfaces. In the case of DD simulation with self-heating an additional ihermal energy is 

accounted for at heterojunction interfaces. This thermal energy is produced when the carriers 

have to surmount the energy difference in the conduction and valence bands, ABc and ARy, 

respechtvely. The energy equation reads: 

In 
  

g . . 
-ARc0 + z :AFyv = diva (Sr) (3.52) 

The expression diva (Sr) denotes the surface divergence of the ihermal heat Aux at the 
considered boundary. In the case of HD simulation with sell-heating the thermal heat How 

across the boundary is accounted for self-consistently.
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3.2 Lattice and Thermal Properties 

The semiconductor equations discussed in the previous section contain several important 

physical parameters. Accurate models for these parameters are crucial for successful device 

simulation. Lattice properties, such as the lattice constant, relative permittivity &,, and 

mass density p are already well determined for important semiconductors. Others, such as 

thermal conductivity and heat capacıty, have been studied at room temperature. Due to 

the importance of ihese parameters for device simulation they are discussed in the follow- 

ing section. "These are parameters of the Poisson equation (3.1) and the laitice heat How 

equation (3.14), which are solved not only in the semiconductor, but also in the insulating 

materials. Therefore, models for important insulating materials, such as SıOs and SiaN4, are 

also presented. 

3.2.1 Permittivity 

The dielectrie constant or relative permittivity &, is one of the basic properties of semicon- 

ductor and insulating materials. The data reported in Bterature shows minor discrepancies 

about the values of this parameter (see Table 3.2). The temperature dependence, if any at 

all, can be neglected. Recently, insulating materials with high dielectric constants (high-% 

materials) attract much interest as possible replacement of the gate oxide (SiOs,) in MOS- 
FETSs in order to avoid tunneling gate leakage currents. Table 3.2 includes in addition some 

of these materials. 

  

  

        

Material | Default e, | Reported Range References 

Si 11.9 11.7 - 11.9 '84, 85, 86] 
Ge 16.0 16.0 - 16.2 185, 86] 
GaAs 13.1 12.9 - 13.18 187, 88, 73, 89] 
AlAs 10.1 10.06 - 10.1 (90, 91, 89, 92, 93] 
InAs 14.6 14.55 - 15.15 88, 73, 93, 94] 
InP 12.4 12.35 - 12.61 195, 96, 93, 94] 
GaP 11. 11.1 (73, 90, 81] 
5102 3.9 3.75 - 3.9 137, 86] 
BigNy 7.4 6.0 - 8.0 98, 86 
Basr TiOs 200.0 60.0 - 300.0 199, 100, 101] 
Tas; 30.0 20.0 - 75.0 199, 100) 
TiOz 20.0 4.0 - 100.0 199, 100 
AbOs 9.8 8.5 - 13.0 1100, 10%) 
  

Table 3.2: Parameter values for the relative permittivity 

The permittivities of alloy materials Aı_2B. are interpolated from the values of the basic 

materials as a quadrabic function of x /73). 

QG. is referred to as a nonlinear or bowing parameter. Setting Ü, = D ylelds a linear interpo- 

-1)- ee 42-8 +2-(1-8)-C; 

-~ 

iation. The parameters used in this model are summarized in Table 3.3. 
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Material | C, | Reported Range References 
  

SiGe 0.0 

AlGaAs | 0.0 

InGaAs | -1.0 13.1-14.1 (102, 93] x=0.53 

InAlAs | -1.0 12.46 1102] x=0.52 

InAsP 0.0 

GaAsP 0.0 

InGaP 0.0 11.75 103] x=0.51           
  

Table 3.3: Parameter values for the permittivity bowing factor 

3.2.2 Mass Density 

The values of the mass densities of the basic materials are well-known, and are used to model 

the values for alloy materials. A linear change between the values of basic materials is used. 

B =(1-2) p*+2z-p° (3.54) 

The parameter values used are summarized in Table 3.4. 

  

  

Material | p [g/cm?®] | Reported Range | References 

Si 3.33 5938 - 2.930 100,85, 88) 
Ge 5.327 | 3.3234- 5.3267 '90, 85] 
GaAs 5.32 5307 - 5.36 | 187, 84, 104) 
AlAs 3.76 3.76 194, 104) 
InAs 3.667 5.067 188, 34, 73) 

InP 4.81 4.79-4.81 (96, 84, 73) 
Gap 4.138 4.13-4.14 84, 73] 
104 2.203 2.2 - 2.207 '85, 86) 

SigNa 3.1 3.1 '85, 86)           
  

Table 3.4: Parameter values for mass density 

3.2.3 Thermal Conductivity 

The temperature dependence of kr, ofthe basic materials and insulators is modeled by a 

simple power law 

n,\° | KulTL) = Rau - U) (3.55) 

where Kagg is the value for the thermal conductivity at 300 K. This approximation is in good 

agreement with experimental data [105, 106, 107, 108], as presented in Fig. 3.1 and Fig. 3.2 

where comparisons in ihe temperature range from 300 K to BDO K. The parameter values 

used are summarized in Table 3.5. 

In ihe case of alloy malertiels Aı_,Br, Kr, varies between Ihe values of the basic materials 

(A and B). A harmonic mean is used to model «agg. An additional bowing factor Ü, Is 

introduced in order to account for the drastic reduction ofthe thermal conductiviiy with the
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Material | rag [W/E m]! « | Reported xzgo [W/E m] References 
51 148 -1.65 150 185, 86) 

% 50 1.25 60 85, 86] 
GaAs 46 1.25 45.5-46 108, 92, 85, 86] 
Alds 80 -1.37 80 108) 
InAs 27.3 1 27.3-48 108, 92] 
InP 68 1.4 68 108, 92] 
Jap 77 1.4 77 108, 92] 
10, 1.38 0.33 1.4 85, 86] 

SiaN4 18.5 0.33 15-27 98]       

Table 3.5: Parameter values for thermal conductivity 

increase of material composition z. The exponent o is linearly interpolated because of lack 

of experimental data at temperatures other than 300 K. 

  

  

en (3.56) 
( EB, (1 —x) -:1;) 

0 Ho o 

o = (1-z) ot db (3.57) 

The parameter values used are summarized in Table 3.6. 

  

  
Material | Oy [W/K m] 
SiGe 2.8 

AlGaAs 3.3 

InGaAs 1.4 

InAlAs 3.3 

InAsP 3.3 

GaAsP 1.4 

InGaP 1.4         

Table 3.6: Parameter values for thermal conductivity bowing factor 

In Fig. 3.3 and Fig. 3.4 comparisons between data from T106, 107, 108, 109, 110, 111] and the 

results obtained with our model are shown for the thermal conduetivity in alloy materials at 

300 K. 

3.2.4 Specific heat 

The speciäic heat capacity ¢;, is modeled by 

  

al) sata e G (3.58) 

(Mor) +2 300 K ©3090 

Cao0 is the value for the specific heat ab 300 K [92]. The model is used for the basic materials 

and for insulators. In Fig. 3.5, Fig. 3.6, and Fig. 3.7 we present comparisons between experi- 

mental data and the results obtained with our model for the specific heat. Note the excellent 
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Fig. 3.1: Temperature dependence of the thermal conductivity: Comparison between experimental 

data and the model for Si, Ge, and GaP 

agreement it gives in a wide temperature range (50 K - 800 K). The parameter values used 

are summarized in Table 3.7. 
  

  

          

Material | 300 [J/K kg] | cı [J/K kg] 8 Reported e300 [J/K kg] | References 

Si 711 255 1.85 700 [85] 

Ge 360 130 1.3 310 [85] 

GaAs 322 50 1.6 350 [85, 92] 

AlAs 441 50 12 490 [92] 
InAs 394 50 1.95 394 [92] 

InP 410 50 2.05 410 [92] 

GaP 519 50 2.6 519 [92] 

SiOa 709 696 1.5 1000 [85] 

SizNy 709 820 1.5 800 [98]       

Table 3.7: Parameter values for the specific heat 

The specific heat capacity coeflicients for alloy materials are expressed by a linear interpola- 

tion between the values of the basic materials (A and B). 

P =(1-1) ¢+ q 

The specific heat capacity is then expr 

B 
L 

  

sed by (3.58). 

(3.59)
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3.3  Band-Structure 

In this section the models for Ihe effective masses of electrons and holes, bandgap energy and 

effective density of states in St, Ge, SiGe, and III-V materials are presented. 

3.3.1 Bandgap Energy 

The bandgap (or forbidden energy zone) is one of the most important semiconductor pa- 

rameters. Various models define the temperature dependence of the bandgap energy in 

semiconductors (e.g. 1112). For an alloy Aı_.Bz, the temperäture-dependent bandgaps of 

the constituents (A and B) are calculated first. The bandgap and Ihe energy offset are then 

calculated depending on the material composition. This is Important io assure consistency 

between the values for alloy materials at x = 0 and @ = 1 and the values for the respective 

basıc materials. For materials where the bandgap changes between direct and indirect the 

multiple valley conduction bands are considered. 

Termperature dependence of the bandgap 

In MINIMOS-NT the model of Varshni [112] is used for basic materials. The temperature 
dependence is calculated by {3.60), where F 5 is the bandgap at OK. 

a-T£ 

by = Eos —— 
8 & ;6+TL 

> 
(3.60) 

The parameter values are summarized in Table 3.8. Note, for these materials always the 

lowest conduction band valley minimum is taken into account. In addition, the resulting 

bandgaps at 300.K, R,,o, are included in Table 3.9. 

  

  

              
  

  
  

  

Material | Minimum | Zu. eV] | a leV/K} | § [K] | Reported Egq [eV] References 

Si X 1.1695 4.73-107% | 636 1.17 90, 86) 
36 L 0.7437 | 47741074 | 235 0.74 86] 
GaAs 3 1521 | 558104 | 220 1.51-1.55 113, 114, 115) 
AlAs X 2.239 6.0-107% 408 2.22-2.239 [94, 90, 108] 

InAs 3 0.420 | 2510°% | 75 0.414-0.43 92, 113] 
InP G 1.421 | 3.63.10 | 192 1.42-1.432 1108, 86, 114] 
GaP X 2.338 5.771-10°° | 372 2.338-2.346 1108, 86, 90] 

Table 3.8: Parameter values for modeling the bandgap energies 

Material | Minimum | E00 [eV] | Reported E,,a00 ieV! References 

5; X 1.124 1.121.122 85, 86, 90) 
Ge L 0.663 0.66-0.67 i90, 85, 86) 
GaAs G 1.424 1.42-1.43 116, 95, 104, 85] 
Alds X 2.163 9.14-2.168 04, 116, 104, 90) 
InAs G 0.360 0.354-0.37 193, 82, 115, 117) 
InP G 1.350 1.34-1.351 [90, 115, 92) 
GaP x 2.261 2.28-2,272 85, 92, 90)           
  

Table 3.9: Bandgap energies at room temperature compared to reported data 
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For Si two additional models can be chosen which are based on polynomial fits of second 

and tkird order. The first one after Gaensslen [118, 119] was also used in MINIMOS 6. The 
second model is based on data from Green [120]. 

Tr Ty 2 ( T ) a E. = E,+E - By | - E - 3.61 
g Br (m z)+ 2 (300 ) T8 g (3.61) 

The parameter values for these models are summarized in Table 3.10. In Fig. 3.3 the results 

      

  
Model E ieV) & ievV! 59 ieV! Fig ievV! E2,300 [eV] 

Gaensslen | 1.1785 | -0.02708 | -0.02745 0.0 1.124 

Green 1.17 0.00572 | -0.06948 | 0.018 1.124 

  

                
Table 3.10: Parameter values for modeling the bandgap energies 

obtained with the three different models for Si are compared to data from [120]. In Fig. 3.9 
and Fig. 3.10 the temperature dependence of the direct gap in GaAs and InP, respectively, 

are compared to other models. 

Semiconductor Alloys 

In the case of alloy materials the temperature-dependent bandgaps of the constituents, Br 

and Er, are calculated by (3.60). However, for materials where the bandgap changes between 

direct and indirect the multiple valley conduction bands are considered. Por that purpose, 

additional model parameters are needed for the higher energy valleys in the respective IO-V 

binary materials (Table 3.11). In addition, the resulting bandgaps at 300 K, Zr, 300, are 

included in Table 3.12. 

  

  

Material | Minimum | Fyo [eV] | o [eV/K] | 4 [K] | Reported Fy o [eV] References 

GinAs X 1987 A610: 3 8791 116, 104 
AlAs G 2.891 | 8.78107% | 332 2.907-3.02 59, 95, 94, 104] 
InAs X 2278 | 5.78107% | 83 
In? X 2.32 7.66-107% | 327 2.32-2.38 (109, 84, 121} 

GaP G 2.88 | 8.0.10 | 300 2.869-2.895 01, 84, 122]                 
  

Table 3.11: Parameter values for modeling the bandgap energies 

  

  

              

Material | Minimum | E,,300 jeV} | Reported E00 [eV] References 

GaAs X 1.299 1.9-1.91 116, 104] 

AlAs G 2.766 2.671-2.766 193, 59] 

InAs X 2.142 1.37-2.14 1116, 108, 123) 

inP X 2.21 2.21-2.30 (116, 123, 121] 

GaP G 2.76 2.73-2.85 [84] 

Table 3.12: Bandgap energies at room temperature compared to reported data 

The bandgap and the energy oflset of an alloy Aı_„B, are caleulated by 

EX = Ei U-2)+Eiy 2+0,x (1-8) 2 (3.62)
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Er = Eé’;lw-(l—x)—%EgI‘-x—FCng(l—wyw (3.63) 

BE = min (BIN BAR) (3.64) 
Y The bowing parameters U, x and Ü,r are summarized in Table 3.13. Additional bowing 

parameters Q, are given as a reference for the case when a one-valley bandgap Kt is used. 

  

  

EN = Ei: (1-2)+BE}.2+0,- (1-2) (3.65) 

Material | Ce,r [eV] | Oy,x leV} | O% [eV] Reported References 

SiGe -0.4 -0.4 124] 
AlGaAs 0.0 -0.143 0.7 07, -0.143% 193, 128] 
InGaAs -0.475 | -0.4, -0.475, -0.555 | [108, 90, 71] 
InAlAs -0.3 -0.713 1.2 -0.689" -0.24 1108, 90] 
InAsP -0.32 -0.101, -0.32 108, 90] 
GaAsP -09.21 -0.21 0.5 -0.176" 0.237 1108, 126] 
InGaP -0.87 -0.17 0.6 1 -0.7867,-0.6°,-0.18% | [108, 90, 109)                 

Table 3.13: Parameter values for the bandgap of alloy materials 

For example, such a one-välley bandgap fit is used in the case oft'he technologiceally important 

strained Si _„Ge, grown on Si (see Fig. 3.11). In certain cases for x > 0.6 the bandgap can 

become smaller than the one of pure Ge [127] depending on the strain. In the unstrained 
case, however, an X-to-L gap transition is observed at about x = 0.35. 

The material composition dependence of the I, 1, and X-band gaps in Al,Gaı_„As at 300 K 

is shown in Fig. 3.12. A direct-to-indirect gap transition is observed at about z = 0.48. 

The one-valley bandgap At which is included for comparison gives a good agreement only 

for 2 < 0.28. In Fig. 3.13 the temperature dependence of the bandgap in Al,Ga; ;As with 

Al content as a parameter is shown. In Fig. 3.14 the material composition dependence of 

the F, L, and X-band gaps in In„Ga;_,As at 300 K is shown. As can be seen this material 

has a direct bandgap for the entire composition range. Therefore, only the energy ofthe T 

valley is taken into account. However, in the case of strain the bandgap can significantly 

differ 128]. For example, a good St to the strained bandgap values of In,Gaı_„As grown on 
(raAs can be achieved by changing the ED, of InAs from 0.42 eV to 0.58 eV. In Fig. 3.15 the 

temperature dependence of the bandgap in In,Gaı_,As with In content as a parameter is 

for the complete material composition range so only the T valley energy is calculated. The 

bowing parameter value suggested in [108] is used. GaAsı_,P, has a direct-to-indirect gap 

transition at about x = 0.5. As can be seen in Fig. 3.17 a one valley model can be successfully 

used for this material. In Fig. 3.18 the material composition dependence ofthe T, L, and 

X-bandgaps n Ga„lnı_,„P at 300 K is shown. The direct-to-indirech gap transition is at 

about x = 0.7. Only at the technologically important value of z = 0.51, when Ga,In _„P 

lattice matches the one of GaAs the one-valley model gives a good fit for the bandgap. The 

temperature dependence of the bandgap in Ga,In;_,P with Ga content as a parameter is 

shown in Fig. 3.19.
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3.3.2 Bandgap Offsets 

The problem to align the bandgaps of two or more different materials is old and not com- 

pletely solved [129, 130, 131] due to the dependence on the growth conditions. The many 

suggested approaches mainly differ in whether to use the electron afinity to align the con- 

duction bands, whether to align the midgaps, or whether to align the valence band edges. In 

MINIMOS-NT the last approach is used. 

An energy oflset, Zur, is used to align the band edge energies of different materials. FE, is 

an arbitrary value and by changing it consistently for all materials at the sarne time the same 

results are obtained. As a default in MINIMOS-NT Tor the group TV materials the reference 

material is Si. The origin of the energy axis is assumed to be in the middle of ihe 51 bandgap 

ak 300 K. This cor vesponds to a fixed value for Siof if/(,ff = - [ /2 = -0.562 eV. For the III-V 

ar = == Eq / 2 == -N,712 eV. The default oflsets for other materials, s summarized in Table 3.14, 

are chosen to give good agreement with reported data From 108, 111, 129, 130, 131). 

  

  

Material | Eioe ieV] || Material | Zoe [eV! 
Si -0.562 InAs -0.286 

Ge -0.157 InP -0.724 

GaAs -0.712 Gar -1.062 

AlAs -1.008               

Table 3.14: Parameter values for modeling the bandgap energies 

The energies of ihe conduction and valence band edges are calculated by 

Ev = Hof (3.66) 

Eco = Ey - + Es (3.67) 

For alloy materiols, the following expressions Tor the conduction and valence band energies 

are often used. 

.- Abo mAB AN 
Eco == ./ )fi,. + ER + — ) . _Jg """ .:"l (3.68) ¢ AB, ( g g ) 

Ey = Eo- EN (3.69) 

The change ofthe bandgap with the material composition is defined by the ratio ABc/AR,, 

starting from one ofthe materials. For example, for Al,Ga,_„As/GaAs interface it is known 

that this ratio equals 60%. This means that, with increasing x, 60% of the increase of the 

bandgap (AP, = ABc+ AEy)} is contributed to the conduction band (AEc) and 40% to the 
valence band (APy). The model, being so formulated, is not symmetric and general enough. 
However, assuming Aßo/AE, is constant for the whole composition range one obtains: 

Ace _ B C ) AB _mB 
Pc = Ei e BE + E, (E Es ) (3.70) 

'Thus, from (3.68) and (3.70) the ratio ABo/AE, can be expressed as: 

  

Eise - Pak 
ABc/AR, = 14 —--Q-A-------(-}):,S-- 3.70 EA E}
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Replacing it in (3.68) or (3.70) the offset of alloy material is obtained: 

A AB B B AB A 

BR L Ben" (Es Es ) Kot (& B ) (3.72 
off - BE} _ EB : ) 
  

The valence and the conduction band energies are calculated by (3.66) and (3.67), respec- 
tively. Using the default model parameters in MINIMOS-NT ratios Abc/AB, of 0.12 for 

SiGe, 0.6 for AlGaAs, 0.5 for InAlAs, 0.6 for InGaAs, InAsP, GaAsP, and 0.3 for InGaP are 

obtained, which are in fairly good agreement with experimental data /110, 89, 111, 108, 132]. 

The complete bandgap alignment of all semiconductor materials presented in MINIMOS-NT 

is shown in Fig. 3.20. 

Special attention is paid to the band oflsets at the heterointerfaces and thermionic emission 

or thermionic-field emission model must be used in the case of abrupt heterojunctions {see 

Section 3.1.6). 

3.3.3 Bandgap Narrowing 

Bandgap narrowing (BGN) is one of the crucial heavy-doping effects to be considered for 

bipolar devices. In MINIMOS-NT the use of BGN model is optional. The model of Slotboom 

1133] is widely used in case of silicon. 

AB, = Eye - (( G ) + je { Cr ) + ;) (3.73) 
Üref } 2 ref 

    

The shifts of the conduetion and valence band edges are calculated by 

  
Abe Abo = |. AR, 3.74 

© (=) 2 3.74) 

AEy = AB, Akc (3.75) 

ABo/AE, gives the part of the total BGN AE, which is contributed to the conduction band. 

The default parameter values are summarized in the following table. . o] 

  

Material | Erer eV} | Cor [cm™>] | AEc/AE, 
Si 0.009 te17 0.5 
  

            

Table 3.15: Parameter values for modeling the bandgap narrowing 

Using the physically-based approach from [93], a new analytical BGN model was developed. 

It is applicable to compound semieonductors [134] and considers the semiconductor material 

and the dopant species for arbitrary Anite temperatures. In this sechon a comparison with 

experimental data and other existing models is presented and study of BGN n IH-V group 

semiconductors is performed.
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Fig. 3.20: Bandgaps of all semiconductor materials modeled in MINIMOS-NT: Reference energies for 
IV group and III-V group materials are the mid gaps of Si and GaAs, respectively, placed at 0 eV.
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Dopant-Dependent Bandgap Narrowing 

Despite of many papers dedicated on BGN in semiconductors, the optimal balance between 

accuracy of the results and simplicity of model implementation seems had not been achieved. 

Commercial device simulators, such as ATLAS [50] , DESSIS [40], and MEDICH [41], use the 
logarithmic fit models for BGN in Si from [133, 135, 136, 137] which are simple to implement, 

but deliver non-physical values below and above definite doping levels. Furthermore, the 

functional forın of models for Si is used for models for other materials fe.g. TI-V compounds 

1138]} or the BGN effect is left completely ignored. Comparisons of these models are shown in 
Fig. 3.21. The physical limit our model offers (0 meV for undoped materials), the physically 

sound explanation o[ some existing effects it gives, the ability to treat various semiconductor 

materials and dopants, aud the simplichty of the model, make it very applicable for device 

simulation purposes. 

Physical background of the new model 

The basic assumption in our model is that BGN ıs a result of five types of many-body 

interactions (electron-electron, electron-impurity, hole-hole, hole-impurity, and electron-hole). 

The electron-impurtty contribution is assumed to be dominant at high doping concentrations. 

Though BGN is very difGcult to model rigorously due to multiple carrier Interactions one can 

approximate the energy shift to Arst order by the classical sell-energy of the electron in the 

Held of an ionized impurity [93]. Thus one obtains 

AB, = g im Weir) Ver) (3.76) 
i , Ver) = —— | Vih) exp ü- kr) dk, k=K (3.77) 

(2m) 

Here Y, (r) and V{r) denote the screened and unscreened Coulomb potentials of the impurity, 
respectively. (3.76) represents the change in the electrostatic energy of ihe impurity before 

and after the electron gas redistribution. TTihe potential of a point-Iike impurity is assumed, 

the Fourier transform of the scattering potential is expressed by (3.78), where Z and N are 

the atomic number and the number of eleetrons of a given material, 5 denotes the inverse 

Thomas-Fermi length, and F,(x) is the Fermi integral of order ; [139]. This approach leads 
io a simple BGN model [93] given by (3.80). 

  

2 T g Z-N . 

vo = ler) 0.78) 
8 — n - g Fe) (3.79) 

2, A 

AB, = (3.80) 
4 "mr E9 . Er 

Removing the polnt-charge approximalion yields a refined model. The charge density of the 

impurity can be accounted for by an atomic form factor F. Following the work [140] the 

wnpurity potential takes the form 

2 ’ \ ¢ (2 Fo) ( AN , - s 3.81 
V (k) £g &r ( k2 4 82 (3.81) 
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Fk) = s (3.82) 

Solving (3.77) using (3.81) and (3.32), aud then replacing V(r) in (3.76), leads to the final 
expression for Ihe energy shift 

g - B BNy - Ngo AH, = -- - fg. u 
5 4-7m-gq-gp (5+041 B+ asc 
  + N) (3.83) 

The subseripts SC and / refer to a semiconductor and Impurity, respectively. 7 and N are 

ihe atomic number and the number of elecirons of a given material. a can be interpreted as 

size parameters of ihe electron charge density and og is the Bohr radius. They are expressed 

  

  

as 

1-2. (2) zz ar‘ Tr ) 

o = . N (3.84) 
R §_4<_{/_> je 

3 AN 

T(4/3) 73-7\¥3 a . o = Y (LR on 23 
3 

Even though the influence of the dopant type is reduced to minimum this way, our model 

still delivers appropriate results at 300 K in agreement with experiment |141} {see Fig. 3.22). 

The temperature dependence of the BGN in Si is shown in Fig. 3.23. Neglecting of the 

stronger BGN at low temperatures, especially for doping levels of about 10°” cm”, may 

result in an error of about 50%. Thereby, even larger errors might be introduced into the 

simulation results, with respect to the electrical device characteristics. In the case of II-V 

serniconductors our model delivers a comparatively weaker BGN temperature dependence 

(see Fig. 3.24). Similar observations were reported in the case of p-GaAs in [142], [143]. 
Thus, according to our knowledge, our BGN model is the first, theoretically derived model 

predieting different shifts for various dopant species and taking temperature into account. 

Extending the new model t0 semiconductor alloys 

The model extends its validity also for alloy semiconductors by material composition depen- 

dent relative effective masses for elecetrons and holes, on ihe one hand, and permittivity, on 

the other hand. In Fig. 3.25 ihe results for boron and gallium doped 5; _„Ge, for different Ge 

contents are presented. This is even better Hlustrated in Fig. 3.26 where Ihe BGN versus ma- 

terial composition in Sh_,„Ge, is compared to another model proposed by Jain and Roulston 

1144] suggesting increased BGN. The decrease of the BGN with increase of the Ge frachion 

was already experimentally observed in [1145], 1146]. Our iheoretical approach explains this 
effect by the decreased valence band density ofstates and increase of the relative permittivity 

in ihe SiGe alloy. 

In the case of p-type Gaäs good agreement with experimental data [142], 1143] is obtained. 
The few available experimental data for n-type GaAs suggest sometimes lower 1147 (open 

SO 

triangles in Fig. 3.27) values for BGN and more often higher [148] (filled triangles) than
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our model delivers. This confirms the importance of modeling BGN in IH-V semiconduc- 

tors, instead of leaving this effect unconsidered, which is the case with inost: device simulators. 

Experiments showed higher BGN in n-InP than in n-GaAs [149]. Higher conduction band 
density of states and lower relative permittivity explain the expected higher values for BGN 

in AlAs and GaP (Fig. 3.28) than in InP, GaAs, and InAs. The parameter values are taken 
from [108]. The model is physics-based aud contains no free parameters except ihe ratio 
ABo/AE, used in (3.74). 

3.3.4 Effeciive Carrier Mass 

In this work, parabolice conduction and valence bands are assumed, and the effects of band 

non-parabolichy are assumed to be negligible. Therefore, effective masses for each of the 

three conduction band ninima (T, X, and L) can be defined and used to calculate the density 

of states (DOS). The DOS in the valence band can be characterized by the effective masses 
of three sub-bands, all in the center of the Brillouin zone: two degeneraäte sub-bands of light 

and heavy holes, and the split-off sub-band. The contribution of the split-off band, which is 

depressed in energy and is much less populated, is neglected in this work. 

The effective DOS masses scaled by the free electron mass give relative carrier imasses. In 

materials with direet bandgap the value oÜ the relative nass for electrons from the T' valley is 

considered. In the case of materials with indirect bandgaps namely Si, Ge, AlAs, and GaP the 

transverse and the longitude eleciron masses (m, and m.) from Ihe X valley {respectively 

L valley for Ge) are taken into account by (3.36). For all materials the hole masses are 
caleulated by (3.87) accounting for the heavy and the light hole masses (m,; and men) |86]. 

ME for Gas, InAs, and InP 
1/2 

4 2 A ! ™ 3 1. ] -1 > f u Mon = My = (mie Mn for Si, AlAs, and Gal (3.86) 
Wi 

m, = (mi, ini) for Ge 

id > 2/3 

3/2 3/2 < gy = (my; + mg ) (3.87) 

The model parameters mr, Mat, Mal TPph, Bad mn, are surmarized in Table 3.16. In 

addition, the calculated values for mx and mg, are included, after comparison to calculated 

values reported in literabure. 

  

  

  

Matertal | mr Ty, X Tyt Mai! Tg | Mon | Mg References 

1 0.328 1 0.19 | 0,93 ! 0.55 10.49 | 0.16 190, 86, 85 

Ge 0.2221 042 1 0.082 | 1.64 | 0.28 1 0291| 0.04 [90, 86, 85, 94] 

GaAs 0.067 0.471 1 0.228 1.987 0.49 | 0.49 | 0.08 | 1117, 86, 115, 150) 

AlAs 0.15 0.38 | 0.19 1.5 1 0.81 | 0.76 | 0.16 108, T1] 

InAs 0.023 0.54 10.271 | 2.619 | 0.41 | 0.41 | 0.025 (86, 85, 88, 94] 

InP 0.077 0.462 10.273 | 1.321: 084 | 0.6 | 0.12 1108, 71, 92, 94) 

GaP 0.15 0.5 0.25 1199306 1070| 014 85, 94, 73, 91]                       

Teble 3.18: Parameter values for modeling the effective carrier masses
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The temperature dependence of the relative carrier masses is well studied in the case of Si (see 

1120] and references therein). However, for II-V materials such data are scattering or missing 
and the effect is often neglected. A linear temperature dependence (3.88) is sufficient to model 

the relative eleciron masses for all materials 1151]. A quadratic temperature dependence 

mödel (3.89) is introduced for the relative hole masses, as the simplest expression suficient 

to it well the data for Si. Table 3.17 summarizes the values of the model parameters. The 

values of mo, shown in brackeis are not taken into account for basic malerials. They are 

used in the calculation oftke relative electron masses in alley malersols. 

  

  

  

Material | Minimum Rdn Min Mgy | My | Moyp 

Si X 0.321 0.009 0.55 0.6 | -D1 

‘se L (X) 0.2158 (0.42) 8.0063 10.2915 : 0.1 

GaAs I (¥ 0.067 (0.471) | -0.0036 | 0.49 

AlAs X (1 0.38(0.15) | -0.0036 0.8 

InAs I (¥ 0. 0237(0 64} | -0.0027 | 0.41 

inP T(X) 77 (0.462) | -0.004 0.64 

1aP X (T .5(0.15} 0.6                 

Table 3.17: Parameter values for modeling the effective carrier masses 

7 
Mn = Mon b Ty 3 (3.88) 

T N? 
My = Miet Min: en. + Map es (3.89) 

For alloy materials a temperature dependence is introduced Airst. Then a quadratic interpo- 

lation of the masses is used as & function of the material composition of an alloy A: Bar. 

mö® = mA (12} m & Oy (L —2) -z {3.90) 

Om, are bowing parameters summarized in Table 3.18. 

  

  
Material | Umn Cmp | Reported Range References 

Sılze -0.183 | -0.096 

AlGaAs 0.0 0.0 1110, 93] 
InGaAs | -0.012 | -0.03 0.038-0.044 1152, 93, 183] x=0.33 

InAlAs 0.0 0.0 0.070-0.083 102, 93, 111, 183] x=0.32 

InAsP (4.0 0.0 

GaAsP 0.0 0.0 

InGaP (4.0 0.0 0.092-0.118 (103, 154, 155, 156] x=0.5               

Table 3.18: Bowing parameter values for modeling the effective carrier masses 

Kor materials where the bandgap changes between direct and iIndirect the relative electron 

mass of the lowest band is considered. Such examples are AlGaAs (Fig. 3.29), InAlAs 

(Fig. 3.30), InGaP (Fig. 3.31), and GaAsP. For other materials, such as InGaAs (Fig. 3.32) 
and InAsP only the T’ valley masses are considered. For SiGe a strained bandgap without 

X-t0-L transition is assumed and only the X-valley masses are used in the interpolation.
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3.3.5  Effective Density of States 

The effective density of states (DOS) in the conducetion and the valence bands are expressed 

by the following theoretical expressions [86]: 

I. 7 ma: kn: DT \ 2 
Ne = 2. Mc . (W) (3.92) 

PH Mn’ ka Tr 3/2 
Ny un 7 . (.-_-__-_zr__-__-_{fi;_z_;z_ ______ J.E_;j ......... 1.'.“ ) 

(3.92) 

Mo represents the number of equivalent enerey minima in the conduetion band. O 5 

  

  
Material | Me || Material | Mo 

Si 6 InAs 1 

Ge 4 InP 1 

GaAs 1 GaP 3 

              

Table 3.19: Parameter values for energy minima in the DOS model 

For Si an alternative model based on data after Green |120] is implemented, which is based 
on a second order polynomial fit. 

  

  

  

. TL Tr ) ’ 
Noyv = N Ni, | Na ia 3.93 

ar Zu (5 x) T2 (300 K 3.93) 

Material | Nonlem”®] | N, „fem”"} | Na„lem"”] | Na,lem”” | N, „lem”®] | Na ,lem"®) 

Si -.14e19 1.36e19 1.44e19 -0.17e19 0.936198 2.3419                   

Table 3.20: Parameter values for modeling the eflective carrier maässes 

In the model for alloy materials eNective carrier masses of Ihe constituents are used in the 

expressions (3.91) and (3.92). 

In the case of a transition beiween a direct and an indirect bandgap in II-V termary com- 

pounds the valley degeneracy factor Mo is modeled by an expression equivalent to the one 

proposed in [157. 

Mo = M Merten), Ku 2 Fox (3.94) Mo = Mg -exp + My - €XP 3 
. kg Tr “ ke 7% 

The superscripts d and 1 denote direct and indirect, respectively. 

In the case of SiGe the splitting ofthe valley degeneracy due to strain is modeled according] YARE ¥ 5 
as ın [158]. 

, o Be o $Ec . 
Mo = ,A/fcgv -SXD Er . .’L’) -t ,A/fgfe . (} ----- CXD = . ,’I:)) (3.95) 

Here, § B denotes the energy difference between the valleys shifted down and up in energy, 

respectively. It is set equal to 0.6 eV as given in [158].
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3.4 Carrier Mobility 

Klectron and hole mobilities, ı, and &,, are among Ihe most important carrier transport 

parameters. They are basic inputs for expressing the current in the semiconducter. 

Uarrier mobilities are intHuenced by several physical mechanisms, such as scattering by in- 

terachion with thermal lattice vibrations, charged or neutral impurities, lattice defects, and 

surfaces. For alloy materials also alloy scattering mechanisım has to be accounted for. 

For Si the established mobility model of! MINIMOS 6 i43] is used. For a more detailed 
discussion see [159, 160). The approach is extended for all other semiconductor materlals. 

The mobility models have to support both the DD and the HD transport models. While 

the low-field mobility is independent of the transport model used, the high-held mobility is 

modeled in a different way. Thus, the various effects affecting the mobility are grouped into 

iow-Reld effects, including the impact of lattice scattering, ionized impurities scatbtering, and 

surface scattering, and high-held effects, respectively. 

3.4.1 Lattice Mobility 

At finite temperature the lattice atoms oscillate about their equilibrium sites. The carriers 

are scaltered and this results in a temperature dependent mohbility u". The superscript L 

stands for lattice scattering. The temperature dependence of the lattice mobility is modeled 

by a power law for all semiconductors. 

Lo L o . 2 96 
Hy, = Hyzon - ) v=1,p (3.96) 

The parameter values used in this model for electrons and holes, respectively, are summarized 

in Table 3.21. 

  

  

  

Material | v | ¥ anq fom?/Vs] | Yon Range References 

& 5 1430 3 1500 86,80, 
p 460 -2.18 450-500 [86, 90, 85 

Ge Hi 3800 -1.66 3900 [86, 90, 85, 161) 

D 1800 233 1900 86, 90, 85, 161] 
Gas £1 8500 ~2.2 8500-9400 | [86, 117, 85, 162] 

p 800 -0.9 400-492 186, 117, 85, 162) 

As In 410 2.1 | 400-1200 | [162, 117, 85) 
b 130 22 | 130-420 93, 117, 85) 

InAs £ 32500 -1.7 | 22600-34000 | [117, 86, 92, 162] 

D 510 2.3 | 200-530 | [117, 86, 92, 162 
InP £ 23300 -1.9 4200-5400 (117, 86, 91] 

D 200 12) 130-180 117, 86, 85) 
GaP n 210 -1.94 110-300 186, 92, 91, 85) 

b 160 20 | 75-150 86, 117]             
  

Table 3.21: Parameter values for the lattice mobility
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3.4.2 lonized Impurity Scattering 

In semiconductor devices mobility reduction due to ionized impurity scattering is a dominant 

effect. The influence oflattice and impurity scattering must be combined to obtain an effective 

mobility a". In MINIMOS-NT the following models are available. 

Mobility Model of MINIMOS 6 
To account for mobility reduction due t0 ionized impurity scattering, the formula of Oaughey 

and Thomas [163] is used in conjunetion with temperature dependent coefficients. Cı denotes 
the concentration of ionized impurities. The model is well applicable for Si. 

‚u _ „min 
\ Fi ER um (3.97) 

/1 

i (Cgef> 

ini T N\ : Li, (Gr) T > 200 K 
„aha _ . - (3.98) 

un! v 3 L Far et e s (3) (iR)  T<0K 
. TN® gre _ gr ) (__________) 3.99 v va 300 K 

0 
T rd,v 

P2 A 

Gy 70,300 ° U) (3.100) 

Simpler expressions are applied to other bmsic materials. By setting yı, = ya, and ya» =, 

(3.98) and (3.100), respectively, reduce to 

R us Tr Yır 

MT = aan . (3.101) 

Ay = Oy, 300 (3.102) 

The model parameter values are summarized in Table 3.22. The results delivered by the 

inodel for the hole mobility as a function of Ihe doping concentration for various III-V group 

binary semiconductors compared to measured data are shown in Fig. 3.33. 

Model for Majority and Minority Blectirons 

Though numerous theoretical and experimental papers |164, 165, 166] ou electron mobility 

in semiconductors have been published there are still some issues under discussion, particu- 

Jarly in the very high doping regime. The difference between majority and minority electron 

mobility is a well-known phkenomenon caused by effects such as degeneracy and the different 

Screening behavior of electrons and boles in semiconductors. However, the mohility models 

usually employed in device modeling do not reflect ihese facts. 

One ofthe basic assumptions in the models for ionized-impurity scabtering is that the charge 

of an impurity center is treated as a point charge. In the approach from [140] it was shown 

that considering the spatial extent ofthe charge density one can explain various doping eflects 

due to the chemical nature ofthe dopant at high doping concentrations. In 1140] Monte-Carlo
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Material | v | uing [em?/Ve] | vi, | Ya | Oo lem? | Yu | na | Yan 
Si n 80 -0.45 | -0.15 1.12e17 3.2 0.72 | 0.065 

D 45 -3.45 | -0.15 2.23e17 3.2 0.72 10.065 

es 1 350 2.6e17 (.56 0.0 

D 300 1.0e17 1.0 (.0 

(GaAs i 300 -3.9 -0.9 1.0e17 6.2 0.5 0.0 

P 40 1.0817 Ri 1.0 0.0 

AlAs i 10 1.0e17 0.5 0.0 

P 5 2.9e17 0.5 1.0 (0.0 

InAs 1 11700 -0.33 | -0.33 4.4e16 3.6 0.5 0.0 

D 48 9.55¢17 1058| 10 | 00 
InP 0 1520 2.0 2.0 5.4e16 3.7 0.5 0.0 

D 24 1.2 1.2 2.5e17 0.47 1.0 0.0 

GaP n 76 -1.07 1 -1.07 2.835817 1.8 0.5 0.0 

o 37 9.33e17 10 | 0.0                       

Table 3.32: Parameter values for the impurity mobility 

(MC) simulation results for the low-field mobility in silicon, covering arbitrary finite concen- 
trations, temperatures and dopants are presented {see Fig. 3.34 and Fig. 3.35). The minority 

mobility at doping levels above 10°? cm”? exceeds the majority mohility more than three 

times at 300 K. The difference gets even stronger at low temperatures (up to sixteen times). 

A mödel which distinguishes between the majorty and minority elecirons in Si, as well as 

between dopant species is described in [167, 168, 66]. Although initially proposed for the 
majority electron mobility in Si 

  1.1 Hr {41 H2 4 221 (3.103) 
- - + 49 

ik ON“ OP 
1+ (—) i (1) 

C 1 14 29 

offers enough Hexibility to model also the minority electron mobility in Si {see Fig. 3.36). In 
general, it can be applied also for any other material of interest (Pig. 3.37, Fig. 3.38). (3.103) 
is similar to (3.97), a function with two extreme values {p" as a maximum and u as a min- 
imum mobility). (3.103) is a mathematical function which can deliver a second maximum or 
minimum at very high impurity concentrations depending on the sign of su. Thus, it allows 

both majority and minority carrier mobilities to be properly modeled. 

In [169] an automated parameter extraction using an optimizer [170] for the mobility models 
was presented. Most of the existing experimental data on the low-field mobility together 

with accurate MC simulations for Si [140] and for II-V semieonduetor compounds [128, 171, 
172) are used as input. The temperature dependence of the lattice mobility ui preserves 

the expression (3.96). The majority eleciron mobility „I is modeled as a function of the 

donor concentration Nn and the laitice temperature. The temperature dependence of the
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Fig. 3.33: Hole mobility vs. doping concentration at 300 K: Comparison between the model and 

experimental data 

parameters u1, ta, Ci, Ca, a, and ß is modeled by simple power laws. 

  

  

mal — In #1 R2 + K1 + a (3.104) 

’ 1+ =) 14 (M)’ 
G, +6) 

maj IL N 
ki = Mao (or) (3.105) 

maj ZL 72 1 = äh (or) 3.106) 
TL 73 

— . 1 o 0300 e x) (3.107) 

T, \% 
_  gmaj, 1 B 300 (zn x) (3.108) 

T Y5 

Cı = Ci300- (or) (3.109) 

mat T, \7 
CQ = 03390 : (m) (3.110) 

The minority electron mobility u" is modeled as a function of the acceptor concentration 

N; and the lattice temperature. The parameters C} and « preserve the values from (3.108) 

and (3.110), respectively. The new parameters u1, ua, Ca, and S, used in the calculation of
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Fig. 3.34: Majority mobility in P- 
simulation data and experimental data 
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Fig. 3.35: Minority mobility in B-doped silicon as a funetion of concentration: MC simulation data 

at different temperatures
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Fig. 3.36: Comparison of the analytical model and MC data for electron mobility in Si at 300 K 
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Fig. 3.37: Comparison of the analytical model and MC data for electron mobility in InP at 300 K
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Fig. 3.38: Comparison of the analytical model and MC data for electron mobility in GaAs at 300 K 

un", again follow simple power laws as a function of temperature. 

L 

   
  

  

  

i ik — py — Mi 
ne (3.111) 

la) 
. o\ o 

ki = soo" (m 3) (3.112) 

. o\ o 

H2 = P00 (m 7) (3.113) 

. 7, \» 
g = gan, —— 3.114 

! oo em 7) ( ) 

) i 7, \m . 

Cy = Odin‘ (W) (3.115) 

To account for a superposition of doping profiles a harmonic mean is used [168]. 

1 
1 1 1 u_ (L P 

Hm = (= + min +) (3.116) 

The model parameters used for Si in the range 70-500 K and for GaAs and InP at 300 K are 

summarized in Table 3.23.
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Parameter Si 32aAs InP Unit 

ME 52 2590 | 1140 | cm?/Vs 
vy -0.18 - 
ud 8 133 20 | cm?/Vs 
’}"‘2‘ -1.49 = = 

re 200 -750 | -742 | em?/Vs 
7 -0.58 - - 

155550 230 1400 | 1920 | om®/Vs 
"ya -1.02 - - 

©3009 3.7 0.7 0.6 

Y3 0.02 

Ba 5.33 1.7 2.5 
"Ya -9.5 = - 

Bun 2.0 2.8 3.2 
¥ -1.2 - - 
©1300 1.17817 | 0.5e17 4616 ch} 3 

5 3.55 - - 
we 5.8620 | 1.8e19 | 1.6619 | cm”? 
g 0.134 - - 
a 1.0619 | 1.4619 | 1.6619 | cm? 
Y10 0.12       
  

Table 3.23: Parameter valıies for the majority/minority impurity mobility 

Masetti Mobility Model 

The Masetti bulk mebility model [173] is a default mobility model in several device simulators, 
e.g. [40, 41]. It can be treated as a simple case of (3.97), only valid at 300 K. 

HSoa — Kmin? _ #1 
ON? 7y 

b+ ("""Z"> 1+ ( G 
Gr Cr 

It can be useful io compare some ofthe parameters from the majority mobility model at 300 K 

to the default values of the Masetti model (without P. =D) as it is shown in Table 3.24. 

(3.117) 

  

  

  

Parameter i Parameter | Masetti Unit 

B1.300 82 m 56.1 cm? /Vs 

12,300 . 8 Briini 68.5 cm? /Vs 

Ki 300 + Ki2 350 60 Hmin? 68.5 cm? [Vs 

1,300 1.17617 O, 99018 3 

Czljé() 5.5e20 Os 3 4e20 em 

x 0.7 ¥ 0.711 

B 5.33 —ß 1.98           
  

Table 3.24: Comparison between model parameters for majority electrons in $i 

parameter values for the Masetti impurity mobility model 

at 300 K and the
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3.4.3 Surface scattering 

Mobility Model of MINIMOS 5 

Surface scattering is modeled by the following empirical expression [160] 

  

weil wefy | () Pfar ) 
un N by = u wi (3.118) 

er (a) 
i TL VS, . 

= Kann ° (er z) ; (3.119) 

The function F{y) depending on the surface distance y describes a smooth transition between 

the surface and bulk mobility [174, 175]. The parameter y' describes a critical length. 

(3.120)   Fly) = 2 
T 

1 +exp (> 5) 

The pressing forces 5, and 5, in (3.118) are equal to the magnitude of the normal Held 

strength at the interface if the carriers are attracted by the interface, otherwise zero. 

  

  

        

Parameter | electrons | holes Unit 

1% 00 638 240 | cm?/Vs 
Yan -1.19 -1.09 

re 10 10 am 

see Te7 2.7e7| V/m 
Ya,v 1.68 1.0   
  

Teble 3.25: Parameter values for surface mobility reduction in Si - MINIMOS 6 model 

Lombardi Mobility Model 

Lombardi et al. |176] suggested another surface mobility degradation model. There are two 
surface scattering contributions due io acoustic phonons, p,., and surface roughness, Lyr- 

They are functions of total doping concentration C7 and the pressing forces 5, and 52. 

v ~Lv 300 
ac _ Pusoo , Oase Cr"   

  

kr = — V=0, p (3.121) 
Y Sy san, 

N ) 
=gy (3.122) 

Sy 

The total mobility is expressed by a Mathiessen rule: 

1 ı 1 01 
Tr N er (3.123) we U
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Parameter | electrons | holes Unit 

3,300 4,7587 9.928e6 cm/s 

Ü,300 580 294.7 cmd/? /V®/Ps 

Ly 300 0.125 0.0317 

P,300 5.82el4 | 2.05e14 V/s           

Table 3.26: Parameter values for surface mobility reduction in 5i - Lombardi model 

3.4.4 High-Field Mobility for DD Equations 

In the case of Si the mobility reduction due to a high feld is modeled by 

2. 8 „SF Kir (3.124) 
I B, ]‘/ PB ¥ 9. LIS | F Py 

T4+ 11+ (’MV ________ Y ) 
„sat 

v 

3 F 

grad o + 7 - grad (Up, - v) 

  

F, = 
    

(3.125) 

g = =1, 8p = 41 (3.126) 

Here F, represents the driving forces for carrier v, and Ur, are the carrier temperature 

voltages. The saturation velocities v®" are calculated in a separate model by (3.134). A 
more detailed discussion on mobility inodels for TO-V compounds can be found in |177, 178]. 
For TII-V materials two models are available, one giving a monotonic velocity versus field 

curve, while the other one includes an area with negative differential mobility [179]. 

  

  

  

un 11 
WE (R)= Hy ip Pen (3.127) 

g \ B 
Bu Er 

1+ vaat 

Br—1 
LI „sat, In 

Hr, + Dry, Fa 

T (Fy) = a (3.128) 
Fr 

T+ 
g 

F, represents the driving force and »%%' the saturation velocities according to (3.125) and 

(3.134), respectively. The default parameter values used in (3.124) and (3.127) are summa- 
rized in Table 3.27. (3.128) is taken for the eleetron mobility in TII-V materials. It includes 

  

  
Material | Pu | & 

51 2.0 1.0 
11}-Vs 2.0 | 1.0           

Table 3.27: Parameter values for DD high-field mobility model 

an additional model parameter, F5, which is the critical driving force approximately at which 

the overshoot in the velocity-Reld characteristics appear. The defauli parameter values are 

surmmarized in Table 3.28.
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Material | 3, | FplV/cm] 
GaAs 4.0 4e3 
AlAs 4.0 4ed 

  

        
InAs 4.0 2.203 

InP 3.0 10e3 

GaP 2.0 i0e3 
  

Table 3.28: Parameter values for DD high-held mobility model 

3.4.5 High-Field Mobility for HD Equations 

The deviation from the ohmic low-field mobility is modeled as a function of the carrier 

temperature, T,, after Hänsch [180]. 

LIST ji 
S = TI Men 3.129 Hy ir. - 1) (3.129) 

3. kp - LIS 
| 

Gy, 77 BBy 5 (313()) 

r. denotes the energy relaxation times and vw?" are the saturation velocities calculated re- 

spectively in (3.138) and in (3.134). 
For some IH-V semiconductor materials a multi-valley mobility model can be used. In the 

following model a weighied mean is calculated from the low-LBeld mobilities of the T- and 

L-electrons [181]. 

LI 5 .LE,». 
Hn,c f Re ¥ 4 LIT g 191" et REEREEEEN 3.131 Hr I+ A { ) 

my \ 37? Eci — Bor - In], GL Ti \ Bo = 4. [ u X [ T ) 3.132 
L =) SP \ ka - 7 ) 

PL denotes the ratio of the T and L-valley populations [86]. The valley mobilities a; and 

Bi account for impurity scattering after (3.97), and are constant with respect to Ihe labtice 

temperature. 
  

  

      

Parameter GaAs Unit 

kur 8000 cm? /Vs 
Kur 400 cm? /Vs 

„ala 1500 con? /Vs 

et 1.426¢+-17 | cm? 

On 0.5335 
Tn,T 1.2 DS 

Tn,L 0.6 ps 

Dr 2.5eb5 m/s 

on 0.963 m/s 
  

Table 3.28: Parameter valıes for the two-valley HD mobility model 

 



OHAPTER 3. PHYSICAL MODELS 61 

Semiconductor Alloys 

In the case of ulloy materialsthe model employs the low-field mobilities u" of the basic 
materials (A and B) and combines them by a harmonic mean. 

e T gen de a be Senn (3.133) 

©. 18 referred to as nonlinear or bowins parameter. i > 

  

  

Material | O,„ [em”/Vs] | O,, fem?/Vs] 
SiGe le6 -100 

AlGaAs 180 ie6 

InGaAs ieh ieG 

InAlAs 1e6 ie6 

InAsP lieb ie 

GaAsP 166 1e6 

InGaP ie6 ieb         
  

Table 3.30: Parameter values for mobility model for alloy materials 

For calculation of the high feld mobilities no additional parameters need to be specified for 

the model. The respective interpolations between the basic maleriols are carried out in the 

models for the saturation velocities and, in the case oT HD simulation, of Ihe energy relaxation 

times. 

3.5 Velocity Saturation 

The temperature dependence of the saturation velocities of electrons and holes in basic ma- 

tersals ıs caleulated by 

331 

  

sat Yy 300 5¢ en e 7 (3.134) 
= Al 4 AV - | e 

FT OK 

  

  

Material | von [m/s] | An | von im/s] | A, 

i 1.0 0.26 0.704 0.63 

(e 0.7 0.55 0.63 0.61 
GaAs 0.72 0.56 0.9 0.41 

AlAs 0.85 0.50 0.8 0.3 

InAs 0.8 0.57 0,5 0.3 

InP 0.67 0.68 0.5 0.3 

GaP 0.88 0.30 0.5 0.3               
Table 3.31: Parameter values for velocity saturation model
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In the case of alloy materials the temperature dependent saturation velocities are calculated 

first using (3.134). For an alloy Aı_,B, the model suggests a quadratiec interpolation between 

the saturation velocities for electrons of the basic materials (A and B) depending on the 
inaterial composition &. In case of holes a linear interpolation is assumed. 

en I —a) 4+l e+ O (1) 2 (3.135) 

The bowing parameters Ö,„ and C,, are summarized in the following table. 

  

  
Material | Cu nim/s]| | Oy p[m/si 

Size 2.28 0.0 

AlGaAs | -0.0512 0.0 
InGaAs -3.196 0.0 

InAlAs 2.13 0.0 

InAsP 0.0 0.0 

GaAsP 0.0 0.0 
InGaP -0.3 0.0           

Table 3.32: Parameter values for velocity saturation model for alloy materials 

3.6 Energy Relaxation Time 

In this section the models for the energy relaxation times of electrons and holes, in 51, Ge, 

Sitze, and III-V materials are presented. The energy relaxation times are used in the HD 

mobility models, in the energy balance equations of the hydrodynamic transport model, and 

in the lattice heat How equation. 

A coustant energy relaxation time (Ten), or a quadratic dependence on the electron temper- 

ature |183, 184], are usually assumed. A precise simulation needs to include the dependence 
Of Ten on the lattice and carrier temperatures. 

An empirical model for the electron energy relaxation time has been suggested in [185]. Tb is 

based on Monte-Carlo simulation results [94], and is applicable to all relevant diamond and 
zinc-blende structure semiconductors. The energy relaxation times are expressed as functions 

of the carrier and lattice temperatures, and in the case of serniconductor alloys of the material 

composition. The influence of doping concentration is not taken into account. 
< 

3.6.1 Methodology 

Dependinge on the semiconducter material under investigation, different; resulfs are avatlable (o] 9 

from Monte-Carlo simulation. Two methods - direct and indirect - are used to obtain 7.
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The Direct Method 

For Si, Ge and GaAs, the dependence of the electron energy relaxation time and the av- 

erage electron energy, w, on the electric field are available in [94]. T'he average energy is 

approximated by the thermal energy, with the kinetic term being neglected: 

W = L Mgy - V2 3 kp T, =~ = kp - T, (3.136) 
2 2 2 

where Ay, Un, and T, are the electron mass, velochty and temperature, respectively. This 

approximation, together with the Interpolation of the Monte-Carlo simulation results for 

different electric Belds allows to obtain directly 7. as a function of the electron temperature 

at different latiice ternperatures. This procedure is called direct method. 

The Indireet Method 

In the case of binary and ternary IT-V compounds, such as InAs, AlAs, In,Ga;_,„As, and 

Al Gay g As, the dependence of 7, on the electric Beld is not avatlable. In this case r.n 18 

calculated in an indirect way, using the dependence of the eleciron velocity on ihe electric 

Held from [94]. The local energy balance equation |86] is obtained by neglecting the energy 
Hux: 

. _ Ik m-T 

De are 5 
where q is the electron charge, 77, the lattice temperature, and ¥ is the electric Held. Using 

(3.136) and the dependences of the average electron energy and the electron velocity on the 

electric field, T,,, is extracted. This procedure is called indirect method. 

(3.137) 

Fig. 3.39 shows 7., for GaAs as a function of the electron temperature at TL=300 RK, as it 

results from both the direct and indirect methods. The correct values are extracted by the 

direct method as it is based on less approximations. It turns out that 7., is overestimated 

by using (3.137) in the indirect method. Nevertheless, the saturation value of 7., at high 

electron temperatures, Tesat, and the location of the peak, 77, peak, Are independent of the 

methodology used. This criteria are used for correct estimation of re„ in materials where 

only the indirect method can be applied. 

3.6.2 The Relaxation Time Model 

The following expression is used to model the electron relaxation time as a function of the 

carrier and lattice teimperatures: 

rm \2 T L (T o Ton = TegtTerexp | Cy- (x +00) + (| --------- + co) N ) (3.138) 
300 K 300 K ‚OO K 

In case of holes a constant energy relaxation time is assumed. 

Tep = Te2 {3.139) 

The Bexibility of this function allows tis easy adaption to all considered matertals. Por St, 

Ge, and III-V binary materials, all parameters in (3.138) are summarized in Table 3.33. In 

the case of UI-V semiconductor alloys the dependence of r.„ on the material composition 

x is included. r.; and Ca are modeled as a quadratic function of x. The parameters are 

surmmarized in Table 3.34.
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Material | r.o [ps] | Teı ps] | Ch C Ca Ca | Tea |ps! 

Si 1.0 -0.338 0: 0.0015 1 -0.09 | 0.17 0.4 

Ge 0.26 1.48 0 | -0.434 1 1.322 { 0.4 

GaAs 0.48 0.025 0: -0.053 10.853 I 0.5 1.0 

AlAs 0.17 0.025 61: -0.053 10.853 | 0.5 1.0 

InAs 0.08 0.025 3 :-0.053 10.883 | 0.8 1.0 

InP 0.5 0.21 -18 | -0.04 0 { 1.0 

GaP 0.04 0.21 10 : -08.04 O { 1.0                     

Table 3.33: Parameter values for the energy relaxation time model for basic materials 

Elementary and Binary Semiconductors 

The direct method is used for 51, Ge and GaAs, and the indirect one for AlAs and InAs, 

depending on the MU data available. Fig. 3.40 shows the values for r,. in Si obtained from 

the model (lines) and Monte-Carlo results (circles and triangles) at different lattice temper- 
atures. The energy relaxation time slightly decreases with increasing lattice temperature. I 

is also observed that for high electron teinperatures, Te, tends to saturate. 

At very low electron temperature 7. starts to increase. This effect is not reproduced by 

the model. When the electron temperature is close io the lattice temperature, the term 

(In — Tr)/ Ten appearing in the energy balance tends to zero |183], thus the influence of 7., 

is negligible, and therefore ils Increase can be neglected. 

In GaAs and Ge similar behavior was observed at very low electron temperature, and the 

same assumptions as for Si are made. In the case of Ge Fig. 3.41 shows that 7., is nearly 

independent of the lattice temperature, except for very low electron temperature. Therefore, 

attributed to the increase of optical and inter valley scattering as the electrons are heated by 

the field [186]. 

The results for GaAs are shown in Fig. 3.42. At high electron temperatures 7., tends to 

some saturated value and becomes independent of ihe latiice temperature. For iow and inter- 

mediate electron temperatures, the behavior can be attributed to the transition of electrons 

from the I’ to the L valleys. The electron temperature for wich r,„ reaches the peak value 

is independent of the lattice temperature. The associated average energy, 0.31 eV, is close to 

the energy difference between the two valleys, 0.27 eV. 

Semiconductor Alloys 

The similar behavior of the energy relaxation time 7., in In,Ga;_,As and Al,Gaı_,As to 

that in Gas can be seen in Fig. 3.43 and Fig. 3.44. Thus, 7., of alloy materials is modeled 

by preserving the standard deviation and the amplitude of the function obtained for GaAs 

with the direct method and by adjusting then the position with the material composition 

dependence of reg (Tessa) and Cg (Tr peak):
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Fig. 3.41: Energy relaxation time as a function of electron temperature: Comparison of the model 
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Fig. 3.42: Energy relaxation time as a function of electron temperature: Comparison of the model 

and MC data GaAs at several lattice temperatures
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For re, and Co of alloy materials (A;_,B.)} the model suggests a quadratic interpolation 

between the the values from Table 3.33 for the basic materials (A and B} depending on the 
material composition x. 

Ir = Ten - (1 — x) + TE0 o L + TG (1 - 2) «X (3.140) 

Deo (1) + O+ C(1-2) 2 (3.141) 

ro and C are referred to as bowing parameters. The values used in this model are summarized 

in Table 3.34. The indirect method is applicable for all semiconductor alloys as explained 

  

Material | rc pl | nı ps} | € 4 Oy Cy | 7e2 [pS] 

AlGaAs -0.35 0.025 -51 | -0.053 | 0.853 | 0.5 1.0 

InGaAs 1.8 0.025 -34 : -0.053 | 0.853 | 0.5 1.0 

InGaP -Q.4 0.21 -5.2 | -0.04 O 0 1.0 

  

                    

Table 3.34: Parameter values for energy relaxation times in alloy materials 

in Section 2.2. The lattice temperature dependence of r,.„ of GaAs is preserved for both 

semiconduetor alloys considered, Al,Gaı_„As and In,Ga;_,Äs. This approximation is more 

accurate for low material composition, which is more frequently used (x < 0.3). 

In Fig. 3.43 the results of the model for Al,Ga;_,As at 300 K for different material com- 

positions x are shown. Note the shift of ihe electron temperature, at which 7. reaches its 

maximum to lower values with the increase of x. For high values (x > 0.4) no peak value of 

Te,n 18 observed. This behavior can be altributed to the composition dependence ofthe F, 

L and X valley minima. When the Al fraction changes from 0 to 0.3, the energy difference 

between the T and L valleys varies between 0.27 and 0.1 eV. The corresponding change ofihe 

electron energy associated to the peak of Ten, varies between 0.31 to 0.1 eV. Furthermore, 

for Alcontents x > 0.4 the X valleys are the lowest ones, and the bandgap becomes indirect. 

This explains the absence ofa peak of 7., for x > 0.4. 

For In,Ga1_,As similar results are obtained in Fig. 3.44. There is a shift of the maximum 

Ten 0 higher values with increasing Indium composition up to z = 0.53. This can be 

explained with the electron population change due to T — L transitions. For Ins a quick 

shift to lower values is observed, not explained by the dependence of the energy valleys on x. 

Monte-Carlo simulation results show that at very high Indium contents the average electron 

energy decreases and the saturation drift velocity increases very much, but no clear results 

are avatlable in this case. 

Model Application 

The energy relaxation times are used in the HD mobility model (3.129) and in the relaxation 
terms ofthe energy balance equations (3.8) and (3.9). Additionally, ifself-heating is included, 
the energy relaxation times are used in the relaxation terms of the lattice heat How equation 

(3.17).



CHAPTER 3. PHYSICAL MODELS 68 

  

    
  

      
  

2.5 . 

— GaAs 

o  mmmm- 15% Al _ 

———-30% Al 

50% Al 

1.5 Fr," IN N e AlAs . 

& 
RR 

1.0 F 7 

0.5 ™ \ \\ 

\ . 

S~ Ttsosoosoooooooooooooo 

0.0 ' : ' : 
0 10 20 30 

T /300K 

Fig. 3.43: Energy relaxation time as a function of electron temperature for different Al contents in 
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Using non-constant electron energy relaxation times in (3.129) allows proper modeling of 
the velocity overshoot in the velocity-Neld characteristics for TII-V materials. In addition, 

it heips better accuracy for the bias dependence of small-signal parameters io be achieved. 

(700d agresment with the MC simulation results and its simple analytical structure make it 

attractive for device simulation. 

3.7 Generation and Recombination 

All deseribed models in the next subsecthions evaluate a specific carrier recombination rate A. 

The sum of the calculated rates gives the overall recombination rate for the corresponding 

carrier type. This overall rate denotes the inhomogeneity of the corresponding continnity 

equations (3.2) and (3.3). 

3.7.1 Shockley-Read-Hall and Surface Recombination 

Üarrier generation in space charge regions and recombination in e.g. high injection regions is 

imodeled using the well known Shockley-Read-Hall (SRH) equation 

2 RE n-p- ns 2 o 
FSRE _ _ i R 4.149 

a +nı) + tn (p+ pi) ’ e { )   

The auxiliary variables nı and pı are defined by 

] Bo + By » 
nı = Ng{Ip)-exp ) ; (3.143) 

Er + Ev 
pi = Ny(Ti)-exp (_____?______5__) . (3.144) 

kp Tr 

has its maximum. The variables No and Ny are the carrier effective densities of states (see 

Section 3.3). The dependence on the lattice temperature T}, is given by the variables nı(TL) 

and m{T}) and the recombination Hfetimes for electrons and holes, 7,(7L)} and r,(Tr). The 
thermal carrier velocities at 300 K are calculated using 

  

  

(3.145) 

to obtaın the recombination times at 300 K 

i 
200 7 - 3.146 

300 T Ny« Un 300 + Info’ ( ) 

1 300 = (3.147)   

op, - Ny - vg 300 + Sp/Yy 

The recombination times are modeled using traps of donor, acceptor, or neutral type, re- 

spectively, of trap density Nr, and the trap capture cross sections for elecirons and holes, 

orn and or,. The effect of surface recombination is included by using non-zero surface 

recombination velocities for electrons $, and holes $,, respectively. The eflect is stronger 

with decreasing distance to the surface y.
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Finally, the temperature dependence is included. The effect of trap assisted band to band 

tunneling (TBB) in Si is accounted for by a field enhancement factors T, and T’,, which are 
modeled after [187]. As TBB is of importance only for materials with indireet bandgap this 
effect is neglected in literature for technologically important III-V materials, which have a 

direct bandgap (see Section 3.3.1). 

  
00K\ 1. m = I) ee (3.148) 
FL min 

| 300K\3? 1. un 
id) = 5) . er (3.149) 

The default values recommended for the SRH recombination model are summarized In the 

following table: 

  

Material | Nr [em”®] | Er [eV] | or. Im?] | or, {m2} | 5, Im/s] | 5, [m/s] 

Sı, Ge 1e13 0.0 le-15 1e-15 0.0 0.0 

IH-Vs 2e18 0.4 le-14 1e-13 0.0 0.0 

  

                
  

3.7.2 Auger Recombination 

Auger-processes are modeled using a triple concentration product using the following equation 

RR = (an nt on pP) (n g - ni) (3.150) 

The default values recommended for the Auger model are summarized in the following table: 

  

Material Ga [cm /s: on" lem /s] 

  

        
Si&Ge 2.80.31 9.98-32 

11I-Vs 5.0e-30 3.0e-30 
  

Table 3.36: Parameter values for Auger recombination model 

3.7.3 Direct Recombination 

The direct (radiative) recombination is of importance for direct bandgap semiconductors. In 
Si, Ge, and GaP it is of no significance for all possible conditions [188]. The recombination 

rate is proportional to the carrier concentrations and is modeled using the following equation 

RP = PER (a :D- 2°) . (3.151) 

The coeflicients CP'P have constant values from Table 3.37.
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Material | OPIE Im? /s! 

(zals 1.0e-10 

AlAs 7.5e-11 

InAs 2.1e-11 

InP 6.0e-11 

GaP 3.08-15         
Table 3.37: Parameter values for the radiative recombination model 

3.7.4 Band-to-Band Tunneling 

The direct band-to-band tunneling model (BB) deseribes the carrier generation in the high 

held region without any inDuence of local traps. The BB tunneling process describes the held 

emission of valence electrons leaving back holes. In case the magnitude of the electric field 

increases the trap assisted band to band tunneling process is replaced by the BB process. 

Two models are used in MINIMOS-NT. The Schenk model [187 is a complex physically-based 
model applicable to Si. Another simpler model [189] is applicable to all materials. 

3.7.5 Impact Ionization 

The impact ionization (ID) models support both the drift-diffusion (DD) and the hydrody- 

namic (HD) transport models, therefore, electric field dependent DD II models and carrier 

temperature dependent HD II models are used in MINIMOS-NT. 

Drifi-DiHusion Impact Ionization 

In DD simulation the model from 133] is used to calculate the I generation rates for electrons 
and holes, respectively. The overall generation rate is the sum ofihese two generation rates 

and can be expressed as a negative recombination rate. 

Sal 

  

got u il Ip! a 429° B =Gy + Gy = Gy ik " F O buik ' q {3.152) 

The ionization eoefhicients &, buik and Oyp,bui: are expressed by Chynoweth'’s law 

2. o 

perit EN 
Qo fl, u © m 

On,bulk = &n bulk " RP I — (3.183) 
-3, 

it By gcui, . | J | 1 
Ro p.bulk » o 1z 

Op oulk 77 Qg bulk BRD Th te (3.154) 
5 ” dp 

The default values are summarized in Table 3.38. 

To account for surface effects, the surface ionization rales ©, surf AUG surf can deviate from 

the bulk rates. The electron surface ionization rate is caleulated in a similar way (analog for 

holes) 

4 pn 

(3.155)   

crit | | J 
o n,gurf ) 

Onsurf = &n,surf XD I . 
Sy
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Material | g puk[m ] ik V/m] | Bn | oppux[m™] En V/m] | A, | Reference 

Si 7.0387 1.231e8 1.0 1.528e8 2.030688 1.0 

Ge 1.5509 1.560e8 | 10 169 1288 | 1.0 (33 
GaAs 3.567 6857 | 20| 3.807 6.85¢7 20 [190] 
Gar 4.067 1.1888 2.0 4.067 1.1888 2.0 190]           
  

  
Table 3.38: Parameter values for DD impact ionization model 

P{y) is given by (3.120) aud depending on bhe surface distance y describes a smooth transition 

between the surface and bulk generation rates. The parameter y'" denotes a critical length. 

The final surface dependent ionization rate reads 

(1—F 

The effect is considered only for Si and the following values are used: 

(3.156) ? Fi) ” Ün surf + (y Y}- On, ‚bulk 

  

  

Material | «x surf Int rt V/m] | o suee Im} rt [V/m)] | y* Tom] 

Si 1.03e7 1.50e8 4.0e8 3.0e8 10               
  

Table 3.39: Parameter values for surface DD impact ionization model 

Hydrodynarnsic Impact lonization 

in a HD simulation, the carrier temperabures are used as parameters in the hydrodynamic im- 

pact ionization model. The implemented equation for the elecihron generation rate depending 

on the concentration n and the bandgap energy #, 191, 192] reads (analog for holes) 

1 i 1 
On (Tun)en-A- ( + 5) ‚erte( =) EN re e(—-)) , (3.157) 

AN 2 u 2 u 

kg In . — 3.158 - (3.158) 

1 DT. Es 
ALTE,‘ f Be) = — oe exp @ 1 U ( 

The variables 7, and By correspond to 300 K and %, (300 K, respectively. 

  

  

Material | Oy [¢] % ' Ca 

Si 9.53le-9 | 3.323 | 0.346338 | 0.0922             
  

Table 3.40: Parameter values for HD impact ionization model 

The overall generation rate is the sum ofthe electron and hole generation rates, and is equal 

to a negative recombination rate 

R = -G, - Gy (3.160)
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Another simple, but very practical model is available for modeling the impact ionization rate 

in all semiconductors. It reads for electrons 

— B K, 

kB . Tn . 

and, respectively, for holes 

. -B-E 
Gy (Ta, T,p) =p A exp| B | (3.162) 

kr 7%, 

The default values recommended for the simple HD II model are summarized in the following 

table: 
  
Material | Als] | B 

51&Ge leld 10.892 

Hl-Vs 1eld 1.0 

  

          

Table 3.41: Parameter values for HD impact ionization model 

This model has been already successfully applied in simulation of GaAs-based and InP-based 

HEMTs 1193, 194]. However, it has not been applied in simulation of TI-V HBTs yet.



Chapter 4 

Simulation Application 

N this chapter simulation resulis for several different types of bipolar transistors are pre- 

sented. The examples are selected to demonstrate a variety of applications which can be 

covered by MINIMOS-NT. 

41 Gaäs versus SiGe HBTs 

In addition to devices based on ITII-V semiconductor materials several simulations of SiGe 

HBTs are performed as well. Simplified device structures are used in the early development 

cf MINIMOS-NT for testing the graded material composition and temperature dependent 

mödels of the simulator. 

41.1 The Test Device 

A device with a conservative design is shown in Fig. 4.1. This structure was used as a refer- 

ence device in /158]. Tb was initially used to tune simulations of AlGaAs/GaAs HBTs with 
MINIMOS-NT and was later adopted for testing of 5iGe HBTs. 

The electrical behavior at room temperature ofa SI BJT, a Si HBT with SiGe narrow-bandgap 

base, and a GaAs HBT with AlGaAs wide-bandgap emitter was studied in a comparative 

way using the same geometry and HBT typical doping profiles with high base doping con- 

centration of 101° cem”®. The possibility to perform such simulations was presented in [195]. 

Later on in 124) a material composition optimization was shown. The optimization is au- 

tomatically run using the VISTA framework [196] with ten operating points distributed at 
equal distances of 11 nm over the 100 nm thick SiGe base starting from constant 20% Ge 

content constrained to 25%. The possibility to Increase the maximum current gain and cute 

frequency by material optimization can be seen in Fig. 4.2 and Fig. 4.3. 
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Fig. 4.1: Simulated HBT test structure 
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The cutoff frequency fr is determined using the quasi-static approximation, which can give 

results close to those from a small-signal analysis, as shown in [158] 

  

  

zu Im 

Ir B 2 T . Cin 

Ade 

Im TO AVon 
AQs 

G 
AVBE 

Thus, by applying small steps of Vgr, fr can be calculated by 

m = AdJc 

172.7: AQ; 

where AQ; is the change of the total charge in the device. 

(4.1) 

(4.2) 

(4.3) 

(4.4) 

Furthermore, the impact of new mobility and bandgap narrowing models of MINIMOS-NT is 

studied at different temperatures and for different dopant concentrations [66]. In Fig. 4.4 the 
Gummel plots for SiGe HBT at 77 K and at 300 K obtained with the model of Slotboom et 

al. [133] (Mod.1) and with our new model (Mod.2) are compared. The significant difference 
in the current density values at 77 K, resulting in a higher current gain obtained by the new 

model (Fig. 4.5), is experimentally confirmed.
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Fig. 4.6: The HBT structure and electron temperature distribution in the device: Simulation results 

at Vgg = 0.87 Vand Vg =1V 

4.1.2 The Realistic Device 

A Sio,sGey.a HBT with a realistic device structure (see Fig. 4.6, left) from [67] and the Monte 

Carlo simulation results there was employed for further tuning of MINIMOS-NT models which 

are used in HD simulations. A comparison, similar to the one presented in [67] was performed. 

The MC simulation results were compared to DD and HD results obtained with MINIMOS- 

NT for the electron concentration, the electrostatic potential, the electron velocity, and the 

electron temperature distribution in the device (see Fig. 4.6). Such comparisons are useful 

not only to verify the validity of the models for SiGe and the HD transport model, but also 

to gain an insight why and where the HD model should be used having in mind the higher 

computational effort. 

    

In [62] the capabilities of MINIMOS-NT were demonstrated by a HD mixed-mode device- 

circuit simulation of a 5-stage Current-Mode Logic (CML) ring oscillator containing 10 SiGe 

HBTis (Fig. 4.7). The DD simulation shows a much lower inverter delay time compared to 

the HD simulation (see Fig. 4.8). This is due to the velocity overshoot in the base-colleetor 

space charge region which cannot be modeled using a DD simulation [67]. Furthermore, 

the current is higher in the case of HD simulation, the overall speed of the circuit inc: 

The error of the DD simulation in the inverter delay is in the range of 60% compared to the 

HD simulation, thus proving the necessity of a HD model. 

  

   
   

    

  

This example, together with the example presented in the following section, not only con- 

firms the capabilities of MINIMOS-NT to handle complex device structures (such as HBT 

structu ct modeling so far of the properties of SiGe in the 

simulator. The results are quite promising taking into consideration that the emphasis of the 

work was put on III-V materials and devices. 

  

  

, but also confirms the co    
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4.1.3 The Real Device 

Five 400x400 um” Siy_,Ge, HBTs have been fabricated with the same geometry and layer 

spectication as shown in Fig. 4.9. The only difference is the Ge content z in the base, which 

is constant for a given device and varies between 16% and 28% for the respective devices. The 

following layer sequence applies for all devices: The emitter consists of an antimony doped 

Wb __ - © - - 

5.10° em””) and has thin undoped spacers on the top and beneath of it, respectively. The 

collector is antimony doped {n” = 2.101° cm”) and is followed by an intrinsic buffer and 

the substrate. 

The device wiih the lowest Ge fraction in ihe base x = 16% is analyzed first. In Fig. 4.10 

results of several simulations are presented in their consecutive order compared to measured 

(zummel plot characteristice. The first simulation is performed with ihe default models and 

the device is defined according to the sperification (green dashed Iimes). Thus, important 

effects, such as BGN and SRH recombination are still not taken into account. Note the 

significant disagreement between simulation and measurement, especially in the high-field 

region. However, the siope in the collector current density at low and middle voltages is 

correct, which shows that ihe conduction band discontinuity at base-to-emitter junchien is 

modeled correctly. In the next simulation the BGN is switched on (black dot-dashed lines) 

and comparatively good agreement can be observed for Ic. In the high-field region still a 

different behavior is observed. This can be explained by the complete depletion of the two 

spacers in the simulation which is not the case for the real device. As stated in [197] the 

spacers are used to prevent outdiffusion of boron from the base t0 the emitter in the following 

thermal processing. In the final device the SiGe spacers contain boron and are parts of real 

the base layer. In the next simulation already gradual boron doping proßles varying from 

5.10°° cm” at the spacer-to-emitter and spacer-to-collector interfaces, respectively, to 5.10°° 

cn"? at the base-to spacer Interfaces are included. The only remaining step is to include SRH 

recombination in order to match the base current. Finally, good agreement for the complete 

bias range is achieved {solid red lines). 

The next simulations are performed with the remaining four devices, which have higher Ge 

content in the base. In Fig. 4.11 a comparison between the simulated and measured Gum- 

performed with the same set of models and no adjusting of model parameters is performed. 

The only exception is done for the concentration of traps in ihe base, because with the high 

Ge content also more traps are introduced. Thus, quite good agreement is finally achieved. 

Finally, the assumption for the doping is confirmed to same extend by SIMS measurements, 

which were not initially available. As can be seen in Fig. 4.12 it is true that in the real 

device outdiffusion of boron has taken place. However, the effect appears to be even more 

pronounced than initially assumed.
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Fig. 4.13: Simulated device structure of AlGaAs/GaAs HBT 

4.2 High Power GaAs HBTs 

In this section the results of two-dimensional hydrodynamic simulations of one-finger high 

power Heterojunction Bipolar Transistors (HBTs) on GaAs substrate are demonstrated. An 

overview of the physical models used and comparisons with experimental data are presented. 

In particular the electrical behavior of AlGaAs/GaAs and AlGaAs/InGaP/GaAs one-finger 
high power HBTs with emitter areas of 90 um? are studied at several ambient temperatures. 

Typical values for the devices under consideration range from 300 K up to 380 K [198]. 

4.2.1 Fabrication of the Simulated Devices 

All four HBT structures are MOCVD epitaxially grown on GaAs substrates. The first de- 

vice, later on referred to as Dev. 1, has the following layer sequence: The cap is formed by 

an n*-InGaAs/n-GaAs layer. The emitter consists of 80 nm Si-doped n-Alo.28Ga0.2As with 

20 nm graded layers on its top and bottom, respectively. The 120 nm GaAs base is carbon 

doped (pt = 3.10!%° cm), followed by a 700 nm GaAs collector (n~ = 2.10'® cm?) and a 
700 nm GaAs subcollector (nt = 5.10!® cm“?). The simulated device structure is shown in 
Fig. 4.13. 

In two devices (Dev. 2 and Dev. 3) the graded AlGaAs layer next to the base-to-emitter 
junction is replaced by a 20 nm InGaP ledge layer (n = 4.10!” cm? and 3.10!” cm°®, 

respectively). Both devices differ in base carbon doping (pt = 3.10!? cm? vs. 4.10! cm?) 
and layer thickness (80 nm vs. 120 nm). A 40 nm InGaP emitter (n = 4.101? cm?) HBT with 
120 nm base thickness is the last considered device type (Dev. 4). All HBTs are processed
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Fig. 4.14: Simulated device structure of InGaP/GaAs HBT 

by etching a double mesa structure and passivated by Si3N4. The simulated device structure 

is shown in Fig. 4.14. 

4.2.2 Simulation Results 

One concise set of model parameters is used in all simulations. The extrinsic parasitics, e.g. 

the emitter interconnect resistance, are accounted for in the simulation by adding lumped 

resistances of 1 0 to all electric contacts. 

Forward and Reverse Gummel Plots 

In Fig. 4.15 the simulated forward Gummel plot for Dev. 1 at 293 K is shown and compared 

to experimental data. Note the good agreement at moderate and high voltages, typical for 

operation of this kind of devices. The measured leakage currents at Vge < 1 V cannot be 

reproduced by simulation, despite of the fact that several generation/recombination mecha- 

nisms, such as SRH recombination, surface recombination, and BB are taken into account. 

Encouraging results are also achieved for Dev. 2. In Fig. 4.16 the simulated Gummel plot 

at 373 K is included to demonstrate the ability of MINIMOS-NT to reproduce the thermal 

device behavior correctly. Comparisons with measured data for Dev. 4 are shown in Fig. 4.17 

and Fig. 4.18. Note that very good agreement for the reverse Gummel plots is achieved also 

at higher temperatures. These results verify our models and therefore are a good prerequisite 

for simulation of self-heating effects.
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Simulation with Self-Heating 

In order to account for self-heating effects the lattice heat Dow equation (3.14) is solved self- 
consistently with the energy transport equations (3.6) and (3.7), which results in a system 
of six partial differential equations. An additional, substrate thermal contact is introduced. 

The thermal heat flow density is caleulated by (3.28) using a thermal contact resistance Ry 

with a measured value of about 400 K/W [27, 199]. The thermal dissipation through the 
emitter and base contacts is neglected, therefore a Neumann boundary condition is assumed. 

Simulation of Output Characteristics 

It is a severe problem to achieve realistic results in simulation of output HBT characteristics. 

This is especially true for power devices which are considered in this work. As stated in !71] 

the power dissipation increases with collector-to-emitter voltage Vop, gradually elevating the 

Junction temperature above the ambient temperature. This leads to gradually decreasing 

eollector currenis Ig at constant applied base current: Ip or, respectively, gradually increas- 

ing Io at constant base-to-emitter voltage Var. The simulated output device characteristics 

in Fig. 4.19. A good agreement. is achieved by simulation including self-heating effects. In 

Fig. 4.20 the intrinsic temperature T; in the device depending on the Vor Is presented. For 

Dev. 3 the temperature reaches as much as 400 K for the specified thermal resistance. As 

already stated in [63] such lattice temperatures signifticantly change the material properties of 

the device and, consequent)y, its electrical characteristics. This confirms the necessity of ex- 

act DU-simulations at several high ambient temperatures before including self-heating effects. 

Hydrodynamic simulation is needed to account for non-local effects. For example, the elec- 

tron temperature (see Fig. 4.21) is used as an input to the hydrodynamic mobility model 
and therefore allows to simulate the electron velocity overshoot in the collector space charge 

region. The carrier temperature also influences the current flux across the heterointerfaces 

— the higber it is the more carriers are able to surmount the energy barrier. This effect 

is referred to as real-space transfer [70]. Considering the nature of the simulated devices 
(including graded and abrupt heterojunctions) and the high electron temperatures observed 

at maximum bias (above 2500 K - see Fig. 4.21) a thermionic-held emission interface model 
(3.48) is used in conjunction with the hydrodynamic transport model. 

The resulting Iattice temperature distribution in the device at Von = 6.0 V and Van = 

1.45 V is shown in Fig. 4.22. The heat generated at the heterojunchions Dows out ofthe 

device in the direction of the substrate heat sink. In the opposite direction the heat cannot 

leave the device and therefore the emitter finger is heated up siguificantiy up to 400 K. The 

simulation shown is of prachical interest and demonstrates the necessity of a thermal shunt 

ab the emitter contach rabber than reducing the substrate thickness.
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Fig. 4.21: Electron temperature distribution [K] at Vox = Veen = 1.6 V 
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Fig. 4.23: T-like eight-element small-signal HBT equivalent circuit used for S-parameter calculation 

4.3 S-Parameter Simulation 

In the previous section two-dimensional simulations of one-finger power HBTs on GaAs are 

presented. A good agreement of simulations of four different types of devices with measured 

data in a wide temperature range is demonstrated. In addition, it is possible by accounting 

properly for self-heating to simulate correctly the output device characteristics. Considering 

the ability to reproduce correctly the DO-device behavior including thermal aspects the work 

is extended with transient simulation of small-signal parameters to connect DC- and RF- 

device operation. In the following subsections a comparison of simulated and measured S- 

parameters and the dependence of fr on some device parameters are presented. 

4.3.1 Simulation Approach 

The simulation approach is similar to the one used in [61] for High Electron Mobility Transis- 

tors (HEMTs). In two independent simulations with MINIMOS-NT small-signal voltages are 
applied to the device terminals. T'he intrinsic Y-parameters are extracted from the results as 

shown in [200]. A frequency of 5 GHz at which the measured data was extracted is chosen 
for the simulation to avoid dispersion effects in a lower frequency range. The intrinsic Y- 

parameters are converted to Z-parameters and from those the intrinsic small-signal elements 

are calculated. A T-like eight-element small-signal equivalent circuit model [201] as shown 
in Fig. 4.23 is used. The Ohmic resistances are completely accounted for in the simulation. 

The S-parameter calculation uses the same typical values for the extrinsic parasitic elements 

(inductances and capacities) as extracted from the underlying technology [202] for compact 
modeling. From this set of parameters extrinsic S-parameters are calculated for the frequency 

range of 0 to 20 GHz suitable for comparison to the measurements in the same frequency 

range.
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4.3.2 Simulation Results 

The combined Smith/polar charts in Fig. 4.24 and Fig. 4.25 show comparisons of the sim- 

ulated and measured S-parameters of a 90 um? AlGaAs/GaAs HBT with InGaP ledge at 

Vcee = 3 V and Ic = 22 mA in frequency range between 0 and 20 GHz. Due to the large emit- 

ter area, the limitations of the eight-element intrinsie circuit, and the fact that the physical 

extraction procedure includes no fitting perfect agreement cannot be expected. As shown in 

Fig. 4.24 the deviations of measured and simulated S-parameters are more pronounced than 

for unipolar devices given the bias point is in a typical operation regime of a high power de- 

the small-signal extraction supplies valuable information about the modeling 

and the device itself. 

S,, radius = 30 90  S,,radius = 0.4 

  

    

vice. Howev: 

  

  180 

410 \ 
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f = 0.5 GHz #0 fu0p=20 GHz si 

Fig. 4.24: S-parameters in a combined Smith chart ($,ı and $25) and a polar graph ($3, and $1>) 
from 0 to 20 GHz at Von = 3 V, Ic = 22 mA: Simulation (solid lines) vs. experiment (dashed lines) 

Using the extraction above it is found that the physical background of some crucial elements 

can be improved. These are the small-signal elements base resistance R, and the emitter 

junction capacity Cje, which show significant deviations on first approach. It is found that 

neglecting the difference between majority and minority electron mobilities results in underes- 

timation of the electron mobility in the GaAs base of the HBT (see Section 3.4). This results 

in a significant overestimation of the extracted base resistance, as can be seen in Fig. 4.24. 

Including the respective mobility model much better agreement is achieved (see Fig. 4.25). 
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Fig. 4.25: S-parameters in a combined Smith chart ($,ı and $35) and a polar graph ($3, and $1>) 
from 0 to 20 GHz at Von = 3 V, Ic = 22 mA: Simulation (solid lines) vs. experiment (dashed lines) 

  

For S,ı and Sa good agreement with the measurements is obtained. The remaining underes- 

timation of the magnitude of Szı is partly due to the fact that no HD simulation is performed. 

Further, R, and Cje are still overestimated including the improved mobility model. For Sı2 

very good agreement is achieved, given the the uncertainties of the measurement process of 

the feedback. 

  

The simulated S-parameter are converted to h-parameters at 5 GHz. The current gain cutoff 

frequency fr is obtained by extrapolation of the element ||h21|| by 20 dB/decade frequency 

dependence. In addition, the dependence of fr on important parameters, such as base width 

and ambient temperature, is investigated by simulation. The results are shown in Fig. 4.26 

and Fig. 4.27, respectively. The contribution of the base delay time to the total delay can be 

estimated from the decrease of fr with the base width, shown in Fig. 4.26. The degradation 

of fr at high temperatu shown in Fig. 4.27, is experimentally observed. The simulated 

Fr is in good agreement with the measured value at ambient temperature of 293 K. 

  

  

    

  

    

This section shows, that given the constraints mentioned due to the compact modeling of 

HBT S-parameters, the RF extraction is available and suitable for predictive simulations, 

especially for quantitative estimations of dependence on not experimentally available degrees 

of freedom during device design. 
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4.4 Analysis of HBT Behavior After Electrothermal Stress 

In this s 

  

tion simulations of one-finger power InGaP/GaAs HBTs before and after both 

electrical and thermal str: 

  

s aging are presented. The influence of the ledge thickness and 

of the surface charges on the device performance and its impact on reliability is analyzed. 

Possible explanations of device degradation mechanisms, e.g. the effect of vanishing negative 

surface charges on the ledge/SiN interface, are proposed. 

  

4.4.1 Importance of the InGaP Ledge 

It is well known that GaAs-HBTs with an InGaP ledge have an improved reliability [203]. 
The emitter material covers the complete p-doped base layer, thus forming the so-called 

ledge. The impact of the ledge thickness d and negative surface charges, which exist at the 

ledge/nitride interface, on the device performance is investigated using MINIMOS-NT. The 
surface charges have large impact on the Fermi-level pinning at the InGaP/SiN interface. A 

schematic drawing of the simulated device structure is shown in Fig. 4.14. In order to save 

computational effort, the simulation domain covers only one half of the real symmetric device 

structure. 
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Fig. 4.28: Hole current density [A/cm?]: Leakage path near the SisN; interface oecurring in the 
presence of negative charges 

Degradation Mechanisms in Devices without Ledge 

In case of devices where no ledge is present (see Fig. 4.28), the simulation results suppose 

that during stress some of the electrons lowing in the emitter are injected in the insulator 

and get trapped there. The negative charge at the semiconductor/insulator interface can lead 

to a hole leakage path in the vieinity of the interface, and therefore, to undesirably high base 

currents. 
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Fig. 4.29: Dependence of Ig on the InGaP ledge thickness compared to measurement 

InGaP Ledge Thickness 

In Fig. 4.29 measured and simulated collector and base currents of one-finger InGaP/GaAs 
HBTs with different ledge thickness operating under forward Gummel plot conditions with 

Vgc = 0 V are shown. Measurement refers to a device with 40 nm ledge thickness. Surface 

charges at any of the device interfaces are not yet considered in the simulation. Note the 

strong increase in the base current at low bias with increasing ledge thickness. As can be 

seen from Fig. 4.29 simulated and measured base currents differ significantly in the case of 

40 nm ledge thickness. Only simulation with a ledge thickness of less than 20 nm delivers 

a good match. The reason is that insulator surface Fermi-level pinning is not taken into 

account if surface charges are not considered in the simulation. 'T'herefore, a non-physical 

electron current path occurs in the upper part of the ledge, as shown in Fig. 4.30. However, 

this leakage path can be overcome by means of electrically isolated base contacts. The 

corresponding electron distribution in the ledge using vertical cross-sections at x = 1.6 um, 

2.0 um, and 2.4 um is shown in Fig. 4.31. The hole distribution in the middle of the ledge (x 

—= 2.0 um) is also included. These concentrations shall be compared to the ones in the case 

of surface charges in the next subsection. 

Negative Surface Charges 

As can be seen from Fig. 4.32, where symbols represent experimental data for the collector 

current Ic and the base current Ig and simulation refers to a device with 40 nm ledge, the base 

current decreases if more negative surface charges are introduced. The upper part of the ledge
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Fig. 4.30: Electron current density [A/cm2] at Vpn=1.2V: Simulation without surface charges 
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Fig. 4.32: Dependence of Iz on the negative charge density at the ledge/nitride interface with 

d=40 nm: A charge density of 101? cm? is sufficient to get good fit to the measurements 

is depleted as well [204] and the leakage is reduced (Fig. 4.33). The corresponding electron 

distribution in the ledge at x = 1.6 um, 2.0 um, and 2.4 um, and the hole distribution at x 

= 2.0 um are presented in Fig. 4.34. Note that even in this case the ledge is not completely 

depleted. However, the electron concentrations near the InGaP /SiN interface are significantly 

lower in comparison to the ones shown in Fig. 4.31. Thus, with a surface charge density of 

10'? cm? the measured base current can be simulated very well. Note that in the case of 

negative surface charges the hole concentration in the ledge increases and at higher values 

gives the opportunity a hole current path to occur. 

4.4.2 Device Reliability 

Based on these investigations it is now possible to explain the base current degradation of 

an InGaP/GaAs HBT which is strongly stressed under conditions far from normal operating 

conditions. In this case the base current degradation in the middle voltage range can be 

explained by a decreasing surface charge density along the interface between ledge and pas- 

sivation from 10? cm? to 4.10!! cm?. This might be due to compensation of the negative 

surface charges by H-+ ions which are known to be present in the device due to the epitaxial 

manufacturing processes [205, 206]. In Fig. 4.35 a comparison of measured and simulated 
forward Gummel plots at Vcop = 0 V is shown. Filled and open symbols denote measured 

characteristics of the non-degraded and degraded device, respectively. The lines show the 

corresponding simulation results. The good agreement also for stressed devices demonstrates
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Fig. 4.34: Electron and hole distribution in the ledge: Simulation with a surface charge density of 
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Fig. 4.35: Forward Gummel plots at Vcp = 0 V: Comparison between measurement (symbols) and 
simulation (lines) before (filled) and after (open) HBT aging. 

the applicability of physically-based device simulation to device reliability issues. The elec- 

tron current density corresponding to a surface charge density of 4.10'! cm”? is presented in 
Fig. 4.36. Fig. 4.37 shows the corresponding electron distribution in the ledge at x = 1.6 um, 

2.0 um, and 2.4 um, and the hole distribution at x = 2.0 um. Note that the upper part of 

the ledge is now not completely depleted, thus allowing a base leakage current. 

Several other effects supposed to lead to a strong increase in the base leakage current, e.g. 

spreading out of the base contact at the metal/GaAs interface, increased recombination- 

generation in the InGaP layer, degradation of the SiN/GaAs interface (see e.g. [207], [208] 
and references therein) are also analyzed. The simulation results show that such effects 

cannot be the dominant reason for degradation of the current gain. The decrease in the 

collector current at high level injection is suggested to be due to increased emitter resistance 

which could occur due to emitter contact detachment, indium segregation in the metal layer, 

or dislocations at the InGaAs/GaAs interface (see e.g. [208]). Our simulations show, that 
contact detachment leads to an electron current crowding in the remaining contact area which 

leads to insignificant changes. Only an emitter contact detachment of more than 80%, which 

is slightly probable, can explain the measured values (see Fig. 4.38). Indium segregation in 

the metal is found to be a possible reason, as the emitter contact resistance increases, while 

the decrease of the indium content in the cap has no significant influence on the emitter 

resistance.
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Fig. 4.38: Electron current density [A/cm?]: Simulation of emitter contact detachment 

4.4.3  Effectiveness of Silicon Nitride Passivation 

  

The quality of Si3N4 thin film passivation is of importance for the reliability of III-V based 

HBTs. Both theoretical and experimental studies have been conducted in order to minimize 

base leakage currents as a major source of degradation. The ei 

of devices before and after electrothermal stress aging is investigated by the means of two- 

dimensional numerical simulations. For that purpose proper electrical and thermal models 

are implemented in MINIMOS-NT allowing simulation of silicon nitride as a wide bandgap 

semiconduetor material. 

  

tiveness of the passivation 

    

Silicon Nitride as a Wide Bandgap Semiconductor 

  

The non-ideal properties of the passivation are accounted by considering it as a semiconduc- 

tor material. A bandgap energy of 5 eV, relative dielectrie constant of 7, and constant carr 

mobilities based on resistivity of 10!6 Q-cm are used. Thus, previous results assuming an ideal 

insulator material are verified. However, it has to be noted that the transport properties in 

the insulator, being treated as a semiconductor, strongly depend on the bandgap alignment on 

the insulator/semiconductor interface which can be altered in the presence of surface charges. 

    er 

The impact of the surface charge density is illustrated in Fig. 4.39 where simulation results 

for the electron current density at Vg = 1.2 V without and with a surface charge density of 

101? cm ectively, are shown. Shockley-Read-Hall recombination is taken into account 

also in the SiN with a trap density of 10° cm ®. Note, the decrease in the electron current 

density also in the insulator in the presence of negative charges (Fig. 4.40). 
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4,5 Simulation of Polysilicon Emitter Bipolar Transistors 

Polysilicon emitter silicon based Bipolar Junction Transistors (BJTs) are attractive semicon- 

ductor devices with their high performance-to-cost ratio and power application in modern 

mobile telecommunication systems. 

In this section results of two-dimensional simulations of polysilicon emitter BJTs are pre- 

sented. For that purpose proper polysilicon contact models have been implemented in 

MINIMOS-NT. 

4.5.1 Device Fabrication 

The device under investigation is a Double Base Silicon Bipolar Junction Transistor epitax- 

ially grown by a Chemical Vapor Deposition (CVD) process. An n-well (Arsenic), similar 
to the implanted one used in the standard CMOS technology, is grown during the epitaxial 

process. The buried layer (Antimony) is connected to a sinker (Phosphorus} to conduct the 
electron current from the buried layer to the collector contact. 

The base consists of an intrinsic base (beiow the emitter window, Boron-doped) and the 

extrinsic base (highly Boron-doped under the base contact). 
The emitter-base junction is formed by a diffusion process of a polysilicon layer which is 

placed on the p-doped base under the emitter window. After implantation of Ärsenic, a 

diffusion process pushes the Arsenic into the p-doped base, thus forming the emitter-base 

junchon. 

4.5.2 Process Simulation 

In order obtain results of practical use appropriate process sinmlation followed by device 

simulation and device optimization need to be performed. The process simulation is straight- 

forward and good results can be obtained using e.g. TSUPREM [209] or DIOS [210]. The 
device structure and net doping profile are shown in Fig. 4.41. The simulation domain covers 

only one half of the real device, because of the symmetric device struchure. 

4.5.3 Device Simulation Results and Comparison with Measurements 

As shown in previous example (see Section 4.1.3) proper modeling of bandgap narrowing 

(BGN) and recombination have particular importance. In addition, the polysilicon con- 

tact model {see Section 3.1.6) is used. The contribution of BGN to Ihe conduction band 

ABo/ÄAH,, the trap charge density Nr from the SRH model, and the velocity recombination 

tor holes at the emitter contact 5, are the only flting paramsters used. 

The result for the electron current density at Vpg = 1.5 V (Vog) Is shown in Fig. 4.42. Note, 

ihe comparatively high electron current portion of the base current. The simulation gives an 

explanation of the experimentally observed decrease in the current gain at high bias. Com- 

parisons beiween the measured and simulated forward Gurmmel plot (Fig. 4.43) and current 

gain (Fig. 4.44) show good agreement.
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Fig. 4.41: Device structure and net doping profile (absolute value) 
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Fig. 4.42: Electron current density at Vor = 1.5 V
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In the case of simulation of the output characteri » problems to achieve 

realistic results, especially in the case of powe! 3 self-heating (SH) effects 

have to be accounted for by solving the lattice heat flow equation self-consistently with the 

energy transport equations. An alternative Global SH model (GSH) has been offered in [211]. 
The model calculates a spatially constant (global) lattice temperature 7 in the device from 

devic     

  

the dissipated power as 

T =To+Ry-Y Ic-Ve (4.5) 
c 

with Ic and Vo being the contact currents and voltages, Tc being contact temperature, and 

R, being the global thermal resistance. 

  

In Fig. 4.45 the simulated output device characteristics compared to measurements for base 

currents of 2, 4, 6, and 8 „A are shown. The GSH model with R, = 800 K/W delivers the 

same results (within 2%) as the SH model, but: for 40% less CPU time. Both models deliver 

results in very good agreement with the measured output device characteristies. In contrast 

to that, simulation without including of SH effects cannot reproduce the experimental data, 

Similar and even stronger observation were already done in 

> Section 4.2.2). 

      

especially at high power lev. 

the case of GaAs power HB 

   



Chapter 5 

Jutlook 

  

Conclusion and 

HE basic purpose of this thesis was to find or develop physical models in order to allow 

simulation of advanced heterostructure devices, such as HBTs or HEMTs, with ihe two- 

dimensional device/circuit simulator MINIMOS-NT. For that purpose, the state-of-the-art in 

device technology and device simulation, was analyzed. 

5.1 Conclusion 

Considerable effort was spent on MINIMOS-NT to get it ready for simulation of devices with 

high complexity in respect to materials, geometries, etc. Many of the existing physical mod- 

els (bandgap, mobility, ikermal conductivity, energy relaxation times, specific heat, etc.) 

were refined, some of them were replaced by promising new ones, and many new models 

were added as well. Critical issues concerning simulation of heterostructures were analyzed, 

such as interface wmodeling at heterojunctions and insulator surfaces, band structure and 

bandgap narrowing, the modeling of self-heating aud high-field effects. Being an ancestor 

of the well-known MOS device simulator MINIMOS, its experience with silicon devices was 

inherited. Thereby, MINIMOS-NT became a generic device simulator accounting for a variety 

of miero-materials, including group IV serniconductors, TII-V compound semiconductors and 

their alloys, and non-ideal dielectrics. 

Several applications of industrial interest employ devices operating in a wide temperature 

range. Therefore, our models have been designed to meet this challenge in addition to the 

conventional Silicon applications. MINIMOS-NT has been successfully used for simulation of 

heterostructure devices, such as HEMTs and HBTs. Physics-based DU-simulations, mixed- 

inode deviece/circuit simulations, small-signal RF-parameter simulations, and device reliabil- 

ity investigations of high practical value were performed. 

In the thesis, simulation results for several different types of GaAs-based and Si-based HBTs 

demonstrating the extended capabilities of MINIMOS-NT are shown, inost of them in com- 

parison with experimental data. Special emphasis is pub on the simulation of high-power 

AlGaAs/GaAs and InGaP/GaAs HBTs. Two-dimensional DC-simulations of four different 
types of one-finger devices in very good agreement with measured data in a wide temperature 

range are demonstrated. Self-heating effects are accounted for the output device character- 
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istics. The work is extended with transient simulation of small-signal parameters to connect 

DC- and RF-operation. A comparison between simulated and measured S5-parameters is pre- 

sented. Device reliability investigations which confirin the usefulness of device simulation 

for practical applications are also offered. In particular, the influence of the InGaP ledge 

on the device performance of InGaP/GaAs-HBTs is analyzed. Examples of SiGe HBTs and 

polysilicon emitter BJ'T conclude the work presented in the thesis. 

5.2 Future Directions 

One possible direction is to continue expanding the materlal database of MINIMOS-NT with 

multinary III-V materials of relevance, such as TI-Nitrides and ID-Antimonides. Including 

group U-VI semiconductors is also feasible. As for group IV materials, 5iC or SiGeC need 
still to be included in MINIMOS-NT, and a more rigorous approach to SiGe has to be applied. 

New models for physical properties wiih respect to material composition and strain condi- 

tions due to lattice mismatch have to be developed. The models must be valid for the whole 

composition range in the temperature range between 70 K and 500 K. Anisotropic effective 

carrier masses, density of states, and carrier mobilities should be considered. A built-in 

feature for automatic estimation of the strain condition based on empirical relation for the 

growth-condition dependent eritical layer thickness (see e.g. [127, 128]) can also be devel- 
oped. The materials used in two consecutive layers can be checked if they cannot be grown 

without a lattice mismatch. If is imaginable to apply Ihe algorithm for estimation of the 

strain condition of arbitrary relevant matertal structures. The convergence bekavior must be 

optimized and the complexity of the models should be cross-checked with the computational 

effort in order to ensure the effectiveness of the new models. 

Possible simulation applications in the future could be the simulation of leakage currents al SE < 

low bias in GaAs-based HBTs, breakdown simulation in ITI-V devices, thermal investigations 3 Y O 

not only in the device, but also in the interconnects. The accuracy of the device simulation 

for all devices has to be verified not only against DC-, but also against RF-measurements. 

Sumulations will aid reliability investigations also in the future, as they offer practical solu- 

tions.
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