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Abstract

TETEROJUNCTION Bipolar Transistors {HBTs) are among the most advanced semi-
1 1 conductor devices. They match well today’s requirements for high-speed operation, low
power consurnption, high-integration, low cost in large quanifities, and operation capabilities
in the frequency range from 0.9 to 100 GHz. At present {11-V HBT MMICs on six-inch wafers
and 5iGe HBT circuits as part of the CMOS technology on sight-inch wafers are in volume
production, To cope with the explosive development costs of today’s semiconductor industry
Technology Computer-Aided Design {TCAD)} methodologies are extensively used. Technol
ogy, device, and circuit simulation tools save expensive technological efforts while improving
the device performance.

the-art devices, a review of state-of-the-art device simulators, with emphasis on MINIMOS-
NT, and a discussion on the materials and waterial systems on which HBTs are based on.
MINIMOS-NT is a generic two-dimensional device/circuit simulator used in the VISTA TCAD
framework. A large part of the work presented in this thesis is on the development and the
practical application of MINIMOS-NT. A detailed discussion on the physical modeling in
MINIBMOS-NT is presented. It contains models for the lattics, thermal, and transport proper-
ties of various semiconductor materials, as well as models for several important effects taking
place in HBTs. Critical issues concerning simutlation of heterostructures are analyzed, such
as interface modeling at heterojunctions and insulator surfaces, band structure and handgap
narrowing, the modeling of self-heating and high-field effects.

The thesis discusses the status of research regarding HBTs, including a review of state-of

Simulation results for several different types of GaAs-based and Si-based HBTs demonstrat-
ing the extended capabilities of MINIMOS-NT are shown, most of them in comparison with
experimental data. Special emphasis is put on the simulation of high-power AlGaAs/GaAs
and InGaP/GaAs HBTs. Two-dimensional DC-simulations of different types of one-finger
devices in very good agreement with measured data in 3 wide temperature range are demon-
strated. Self-heating effects are accounted for the cutput device characteristics. The work is
extended with fransient simulation of small signal parameters to connect DO- and RF- device
operation. A comparison of simulated and measured S-parameters and the dependence of fr
on some device parameters are presented. Device reliability investigations which confirm the
usefulness of device sirmdation for practical applications are also offered. BExamples of SiGGe
HBTs and polysilicon emitter BJT conclude the work presented in the thesis.
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wurzfassung

" ETEROUBERGANG-BIPOLAR-TRANSISTOREN (HBTs) gehéren zu den modern-
4. B sten Halbleiferbauslementen. Sie erfitllen alle Voraussetzungen, um im Frequenzbereich
zwischen 0.9 und 100 GHz hichste Operationsgeschwindigkeiten, niedrigen Energieverbrauch
und hohe Integrationsdichien mit niedrigen Grenzkosten zu erzielen. In grofler Stiickzahl wer-
den zur Zeit 111-V HBT MMICs auf sechs Zoll Scheiben, und SiGe HBT Schaliungen in CMOS
Technologie auf acht Zoll Scheiben gefertigt. Um die exlodierenden Entwicklangskosten mod-
erner Halbleiterbauelemente in den Griff zu bekommen, wird in groflemn Ausmall Techunology
Computer-Aided Design {TCAD) eingesetzt. Technologie-, Bauvelement- und Schaltungs-
simulatoren verbessern die Bauelementeigenschaften ohne teuren technischen Aufwand.

In der vorliegenden Dissertation wird der Status der HBT Forschung diskutiert. Ein Uber-
blick iber den Stand der Technik wird gebracht und die bei HBTs verwendete Materialien
und Materialsysteme, unter besonderer Berticksichtigung von MINIMOS-NT, werden disku-
tlert. MINIMOS-NT ist ein generischer, zweidimensionaler Bauelementsimulator und Teil der
VISTA TCAD Umgebung. Ein grofler Teil der in dieser Arbeit ist der Weiterentwicklung und
der praktischen Aunwendung von MINIMOS-NT gewidmet. Die verwendeten physikalischen
Modelle werden detailiert vorgestellt. Dies beinhaltet sowohl Modelle fiir die Gittereigen-
schaften, das Ternperaturverhalten nud die Transporteigenschaften verschiedener Halbleifer-
materialien, genauso wie Modelle fir wichtige HBT typische Effekte. Kritische, die Simulation
von Heterostrukuren betreffende Punkte werden anslysiert, zum Beispiel die Modellierung
von Grenzlidchen von Heteroilbergingen und Isolatoroberflichen, von Bandstrukivren und
der Abnahme der Bandkantenenergie bei Hochdotierung {bandap narrowing), von Selbst-
erwarmung und von Effekten die bei hohen Feldstirken auftreten.

Um die weiteren Fahigkeiten von MINIMOS-NT za demonstrieren, werden Simulationsergeb-
nisse fir verschiedene Typen von GaAs- und Si-basierender HBTSs, meist in Verbindung
mit Messergebnissen, prasentiert. Hierbei wird spezielles Augenmerk anf die Simulation von
Hochleistungs AlGaAs/GaAs und InGaP/GaAs HBTs gelegt. Weiters werden zweidimension-
ale Gleichstromsimulationen verschiedener Einfingerbauelemente, die in einem weiten Term-
peraturbereich mit den Messergebnissen tibereinstirainen, vorgestellt, wobei bereits Selbst-
erwarmungseffekte in die Ausgangskennlinie eingehen. Die Arbeit wird noch durch tran-
siente Simulation von Kleinsignalparametern ergéinzt, wodurch das Gleich- und Hochfreguenz-
verhalten der Bauelemente gemeinsam analysiert werden kann. Ein Vergleich simulierter
und gemessener S-Parameter und die Abhangigkeit von fy von einigen Bauelemenipara-
metern wird prasentiert. Der praktische Nutzen von Baulementsimulationen wird durch
Zuverlassigkeitsuntersuchungen unterstrichen. S5iGe HBTs und Polisiliziom Emitter BJT
Beispiele bilden den Abschluss der in dieser Dissertation vorgesteltten Studien.
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Chapter 1

Introduction

HE industrial revolution started with the invention of the steam engine and the loom.

Two hundred years later, the invention of the first transistor in 1947, marked the be-
ginning of the so-called second industrial revolution. The device was smaller, faster, more
powerful, and had a longer lifetime than the tubes. For the invention of the bipolar fransis-
tor three researchers of the Bell Laboratories, namely William Shockley, John Bardeen, and
Walter Brattain, were awarded a Nobel Price in 1956,

After the transistor had been invented, it was still necessary to solder the different parts of
electronic circuits together. Jack Kilby of Texas Instruments was the first person o realize
that the different components in a circuit could be integrated on a single piece of silicon.
The successful laboratory demonstration of that first simple microchip in 1958, made history.
Microelectronics was born, one of the fastest developing industrial branches today, with an
anpual turnover of more than 120 billion USD and supporting electronic market of more
than 1000 billion UsD. Especially fast is the market growih in the communications area
{cellular phones, personal communications systerns, wireless local communications networks,
electronic trafic management). This is a driving driving force for the development of ever
faster ICs including super-fast transistors.

In 1957 Herbert Kroemer of RCA proposed the first heterostructure, deviee that contains thin
layers of different semiconductors stacked on top of each other. His theorefical work showed
that heterostructure devices could offer superior performance compared with conventional
transistors. In 1963 Herbert Kroemer and Zhores Alferov of the Toffe Institute in Russia
independently proposed ideas to build semiconductor lasers from heterostructure devices.
Alterov built the first semiconductor laser from gallium arsenide and aluminium arsenide in
1969.

This year’s Nobel Prize in Physics has been awarded to Kilby "for his part in the invention
of the integrated circuits”, and to Kroemer and Alferov "for developing semiconductor het-
erostructures used in high-spesd- and opto-electronics.”

The Heterojunction Bipolar Transistors (HBTs) are among the most advanced semiconductor
devices. They match well today’s requirements for high-spesd operation, low power consump-
tton, high-integration, low cost in large quantities, and operation capabilities in the frequency
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CHAPTER 1. INTRODUCTION 2

range from 0.9 to 100 GHz. For example, III-V serniconductor group devices and circuits were
always known by their high speed, but also by their expensive production and lower integra-
tion, compared o the silicon-based ones. Today, with 111-V hetercjunction MMICs in mass
production on six-inch wafers in quantities 10 million and above, this i3 no longer a concern
for the galliume-arsenide based HBTs. The silicon bipolar junction transistors (B.J'Ts) have the
benefits of the silicon technology, e.g. the high integration and low-cost production, but are
restricted to lower frequencies. Important steps forward to faster silicon-based devices were
the invention of the polysilicon emitter transistor and the silicon-germanium HBT, which are
competitive in terms of speed to the III-V devices.

To cope with the explosive development costs of today’s semiconductor industry Computer-
Aided Design {CAD)} methodologies are extensively used. Electronic CAD (ECAD) is con-
cerned with the design of ICs above the device level. Technology CAD {TCAD) is devoted to
the simulation of the fabrication process and operation behavior of a single or a small num-
her of devices. Technology, device, and circuit simulation tools save expensive experimental
efforts to obtain significant improvements of the device performance.

MINIMOS-NT is a two-dimensional device/circuit simulator used in the VISTA TCAD frame-
work. A large part of the work presented in this thesis is on the development and the practical
application of MINIMOS-NT.

The status of research regarding HBTs will be presented in Chapter 2. It includes a review of
state-of-the-art devices, a discussion on the materials and material systems on which HBTs
are based on, and a review of state-of-the-art device simulators, including MINIMOS-NT.

In Chapter 3 the physical modeling in MINIMOS-NT is presented. i contains models for
the lattice, thermal, and transport properties of various semiconductor materials, as well as
models for several important effects taking place in HBTs.

Chapter 4 contains the simulation resulis for several different types of GalAs-based and 5i-
based HBTs demonstrating the extended capabilities of MINIMOS-NT. Most of the results
are verified against experimental data. The chapier also includes investigations which con-
firm the usefulness of device simulation for practical applications.

A suromary and outlook conclude this work in Chapter 5.



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

M Sibliothek,
Your knowledge hub

Chapter 2

Status of

HE following chapter offers a review of state-of-the-art devices, a discussion on materials
and material systems on which HBTs are based on, and a review of state-of-the-art device
simulators, including the two-dimensional device simulator MINIMOS-NT.

2.1  State-of-the-art Heterostructure Devices

HBTs and HEM'Ts (High Electron Mobility Transistors) are among the most advanced semi-
conductor devices. They both benefit from the use of heterojunctions formed by different
materials. Among other different material parameters, the most important is the bandgap
difference. This is in contrast to conventional homojunction devices, where junctions are uti-
lized by p-type or n-type doping in the same material. The HBTs make use of wide bandgap
emitter and narrow bandgap base. In an npo-trassistor this favors the eleciron injection
from the emitter to the base, and restricts hole injection from the base to the emitter. This
advantage can be maintained even if the base is highly doped o get a low base resistance and
the emitter is lightly doped. Microwave, millimeter-wave, and high-speed digital HBT 1Cs
are used for microwave power and low power wireless communications applications between

0.9 GHz and 100 GHs=.

2.1.1 Why and Where 5iGe HBTs?

The 5iGe HBTs are double heterojunction bipolar transistors (DHBTs) as the SilGe material
is used as & narrow bandgap material in the p-type base. The emitter and the collecior are
silicon and have larger bandgap.

Since the first SiGe HBTs reported in the late eighties [1}] many groups were involved in
the development of these devices [2, 3, 4]. Transit frequencies of 116 GHz [5] and 130 GHz
6], and maximum oscillation frequencies of 160 GHz [7, 8] were reported. The devices are
fully compatible with the existing state-of-the-art 0.18 pm CMOS technology {9, 10} Digital
application-specific integrated circuits (ASICs) are combined with 5iGe HBT circuits in the
so-called 5iGe BICMOS technology and are in volume production [11]. The 85iGe HBT is
considered an essential technology for over 10 Gb/s optical communication systems [12, 13].
However, a shortcome of Si-based HBTs is their comparatively lower breakdown voltage.

3
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CHAPTER 2. STATUS OF RESEARCH 4

2.1.2 Why and Where [II-V HBTs?

The AlGaAs/GaAs and InGaP/GaAs HBTs benefit from a single heterojunction formed
between the AlGaAs wide bandgap emitter and the GaAs p-type base. InP/InGaAs and
InAlAs/InGaAs grown on InP substrate gives double heterojunction devices as both emitter
and collector regions include wide bandgap materials.

In terms of speed the III-Y HBTs are among the fastest devices. Transit frequenciss fr of
about 150 GHz and maximum oscillation frequencies [ of more than 250 GHz [14, 15]
were reported for HBTs on GaAs. Transfer substrate InAlAs/InGaAs HBTs on GaAs with
S >250 GHz [16] and record InP-based HBTs with fumax >800 GHz were demonstrated [17)]
but they are still lacking level of integration (<1000 transistors per chip) compared to the
GaAs-based HBTs. Table 2.1 summarizes state-of-the-art HBTs from different technologies
with their impresgsive catoff frequencies.

Substrate | Emitter/Base | fv [GHz] | fmax [GHZ References
Gads AlGads/GalAs 83 253 Matsushita, 1995 [18]
GaAs AlGaAs/InGaAs 140 250 NEC, 1898 [14]
Gahs TnGaP/Gahs 156 256 Hitachi, 1998 [15]
(Gahs) ToAlAs/InGads 251 233 UC Santa Barbara, 1998 [16]
InP InAlAs/InGaAs 162 820 UC Sauta Barbara, 1999 [17]
InP InP/GaAsSh 216 240 SFU Burnaby, 2000 {19]
5 Si/SiGe 154 48 Hitachi, 2000[20]

122 163 Hitachi, 2000[21]

Table 2.1: High-frequency properties of state-of-the-art HBTs

Heterostructure field-effect transistors HFETs, and especially HEMTS, cover higher frequen-
cies {see Table 2.2}, have higher PAE than ITI-V HBTs and show comparable breakdown
voltages. However, their low level of integration (<100 transistors per chip} and >10% larger
chip size lead to higher cost of production. In addition, the breakdown voliages cannot be so
easily controlled as in HBTs, due to the influence of surface effects. The -V market ten-
dency in the last two years shows the increasing importance of HBTs (see Table 2.3). GaAs

Subsirate Channel v [GHz] | foax [GHa] | [ [nm] References

InP lattice-matched 350 350 30 NTT, 1998 [22]

InP pseudomorphic 340 250 50 Hughes, 1992 [23]
InP graded 303 340 160 TRW, 1994 [24]
Gads metamorphic 204 188 180 Ul Urbana, 1999 [25]
GaAs metamorphic 188 312 150 | DaimlerChrysler, 2000 [26]

Table 2.2: High-frequency properties of state-of-the-art HFETs

MESFET | HEMT | HBT
1998 75% &% 17%
2000 60% 10% 30%
Table 2.3: Shares of HBTs, HEMTs, and MESFETSs on the -V market



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

M Sibliothek,
Your knowledge hub

o

CHAPTER 2. STATUS OF RESEARCH

MESFETs and MESFET-based monolithic microwave integrated circuits (MMICs) are still
key parts of the existing cellular phones, as they offer acceptable performance at a reasonable
cost [27]. However, drawbacks are the need of double voliage supply and the large chip size.
High PAFE is needed to increase the battery lifetimes. HBTs are devices which at higher
material cost offer high performance.

The LV HBTs are counsidered essential for high-power amplifiers at 3 V power supply,
as they offer high current amplification and PAE at 0.9/1.8 GHz [28]. A small chip-size
2 W MMIC based on AlGaAs/GaAs HBTs with record performance for wireless applications
{(62% PAE at 1.8 GHz} was demonstrated in [27]. Considering higher frequencies for future
wireless applications InP-based and even 8iGe MMICs with excellent performance, 48% and
24 % PAFE respectively, at 25 Gz were recently reported [29, 30! (see Table 2.4).

Substrate | Emitter/Base | fr/fmax [GHZ] Advantage References
Gads AlGaAs/Gads 62% PAE at 2 W Siemens, 1998 [27]
InP InGaAs/InAlAs 70/120 48% PAE at 25 GHz TRW, 1999 [28]
InP InP/1uGads 116/169 40 Gb/s at 72 GHz NTT, 1899 [25]
Si Si/SiGe ~/60 BCL gate delay 5.5 ps | Hitachi, 2000 {21]
St 5i/8iGe 50/50 24% PAE at 25 GHz | Daimler, 2000 [30]

Table 2.4: HBT IC applications

A further advantage of 11I-V HBTs is the low phase noise figure making them attractive for
digital applications. Digital ICs with AlGaAs/Gads and InP/InGaAs HBTs are used for
fiber-optic transmission of 40 Gb/s and 60 Gb/s, respectively.

2.1.3 Future

Today’s Gahs RF components are an indispensable part of all major new applications in
wirelass communication. They are not intended as a substitute for 5i RF devices, but in-
stead represent a valuable supplement covering about 15-20% of RF applications. The Gads
techuology contributes to major system innovalions in mobile felephones, satellite communi-
cation, short-haul communication as well ag traffic security. The vision of a universal wireless
personal communication systern, combining PO, telephone, fax, e-mail, and also TV, will be-
come reality in the very near fubure. All such applications require high-grade RF cornponents
in 51 and GaAs materials. GaAs will dominate in applications which require very low noise
figure, high linearity, and most importantly, very good PAE at low supply voltages (3V and
below).

R¥ CMOS technology, whose transistors have 80 GHz fr's using 0.12-micron geometries, is
currently seen as a better platform for integration than 5iGe, whose fv’s are only 50-70 GHz.
However, the recent advances of the 5iGe technology are projecting its very promising future.

InP technology already staris to address not only military, but cominercial applications show-
ing an unprecedented performance [31]. Although the actual operating speeds of fiber-optic
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data links can be satisfied using GaAs technology, InP HBTs are the preferred solution for
future generations up to 100 Gb/s [32].

2.2  State-of-the-art Device Simulation

With the shrinking of device dimensions and the replacement of hybrid mounted transistors
by MMICs, device simulations and circuit simulations with distributed devices need o be
carried out by state-of-the-art tools, accounting for physical effects on a microscopic level
Several questions during device fabrication, such as device optimization and process conirol,
can today be addressed by device siroulation.

To enable predictive simulation of semiconductor devices proper models describing carrier
transport are required. The drifi-diffusion (DD) transport model [33] is by now the most
popular model used for device simulation. However, with down-scaling the feature sizes, nouv-
local effects become more pronounced and must be accounted for by using energy-transport
{E'T} or hydrodynamic (HD} model [34].

During the last decade Monte-Carlo {MC) methods for solving the time-dependent Boltzmann
equation have been developed [35, 36] and applied for device simulation {37, 38, 39]. However,
the MO algorithms encounter serious difficulties when applied to the extreme conditions
oceurring in the advanced semiconductor devices. The carrier distribution can vary by several
orders of magnitude in the space and energy domain of interest. Since the MO simulation
follows the natural carrier histories, the portion of the simulated trajectories in a given
region is proportional to the carvier density in this region. As a conseguence, the major
part of the simulation time is spent by trajectory computation in densely populated regions,
while the statistics in the low density regions remain insufficient. A simple increase of the
total sirmdation time cannot solve the problem within reasonable CPU time, if statistics in
the ravely visited regions needs to be increased by orders of magnitude. Thus, reduction of
computation time is still an issae and, therefore, the MO device sivaulation is still not feasible
for industrial application.

2.2.17 Device Simulators

Several commercial tools, e.g. [40, 41], and university-developed simulators, e.g. {42, 43],
have been successfully employed for device engineering applications. However, most of them
were focused on silicon-based devices.

In contrast to the silicon industry, where process-, device-, and interconnect- simulation tools
form a continuous virtaal workbench from material analysis to chip design, [H-V simulation
mainly is focused on device and circuit aspects. The latter is accompanied by few examples
for MESFET technology simulation tools developed in parallel to SUPREM e.g. [44]. For
heterojunciion devices, inchusively 5i(ze HBTs, due to the extensive number of process steps,
device simulation is focused on process control and inverse modeling e.g. of geometry.

A common feature is the lack of a rigorous approach to IIL-V group semiconductor materi-
als modeling. As an example, modeling of AlGaAs, InGaAs, or even InAlAs and InGaP is
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restricted to slight modifications of the GaAs material properties. Another common draw-
back is the Hmited feedback from technological state-of-the-art process development to simu-
lator development. Critical issues concerning simulation of heterostructures are mostly not
considered, such as interface modeling at heterojunctions and insulator surfaces, as well as
hydrodynamic and high field effects modeling - carrier energy relaxation, impact lonization,
gate current modeling, self-heating effects, ete.

The two-dimensional device simulator PISCES [42], developed at the Stanford Uuniversity,
incorporates modeling capabilities for GaAs and InP based devices. One of its many mod-
ifications G-PISCES from Gateway Modeling [44] has been extended by a full set of HI-V
models. Examples of MESFETs, HEMTs, and HBTs for several material systems, e.g. In-
AlAs/InGaAs, AlGaAs/InGaAs, AlGaAs/GaAs, aud InGaP/GaAs HBTs are demonstrated.
Disadvantage of this simulator is the lack ET or HD iransport model, necessary to model
high-field effects, in comparison to the original version of PISCES.

The device simulator MEDIC! from Avant! [45], which is also based on PISCES, offers simu-
lation capabilities for SiGe/S1 HBTs and AlGaAs/InGaAs/GaAs HEMTs. Advantages of this
simulator are HD simulation capabilities and the rigorous approach to generation/recombina-
tion processes. In addition, recently an option freafing anisotropic properfies was announced.
Next to 111-Vs materials modeling this simulator has drawbacks in the interface modeling and
in the capabilities of mixed-mode device-circuit simulation. However, it has been successfully
used for the simulation of AlGaAs/GaAs HBTs [46].

The two- and three-dimensional device simulator DESSIS from ISE [40] has demonstrated
a rigorous approach to semiconductor physics modseling. Some critical issues, as the above
stated extensive trap modeling, are solved. Recently, first steps in direction of interface and
HI-V wodeling have been reported [47].

Using a simoplified one-dimensional current eguation quasi-fwo-dimensional approaches are
demonstrated, formerly by the University of Leeds e.g. {48]. This approach has also been
verified for a number of examples and for gate-lengths down to 50 rum [49]. It is available as a
submodule of Agilents Advanced Design System (ADS) delivering an interface to a microwave
circuit simulator. The emphasis is put on the exiraction of compact large-signal models. Ex-
aruples of S-parameter sirnulations of AlGaAs/GaAs HEMTs have been presented. This tool
combines the advantages of a full HD fransport model combined with Schrddinger solution,
but has the drawback of the simoplified one-dimensional current equations.

A similar quasi-two-dimensional tool is Fast Blaze from Silvaco, also based on code from
Leeds, which together with the two-dimensional ATLAS [50] has claimed the simulation of
AlGaAs/GaAs and pseudomorphic AlGaAs/InGaAs/GaAs HEMTs. In addition, simulations
of 5iGe HBT's were anncunced, based on simulator originally devsloped at the University of
{llmenau, PROSA [51]. In the latter no materials interfaces are considered.

A drawback of most simmulators, similarly to -V modeling, is that the modeling of 5iGe
is performed by slight modifications of the properties of Silicon. However, several authors
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CHAPTER 2. STATUS OF RESEARCH 8

made use of them e.g. {52, 53, 54]. A considerable advance in the SiGe HBT simulation was
achieved with SCORPIO [55].

2.2.2 MINIMOS-NT

The two-dimensional device simulator MINIMOS-NT [56] is an ancestor of the well-known
MOS device simulator MINIMOS 6 [57]. MINIMOS-NT is a generic simnulator accounting for
a variety of materials, including group 1V semiconductors, [H-V compound semiconductors
and their alloys, and non-ideal diclectrics. A stable base of material parameters for semi-
conductors of interest is extracted and used for device modeling issues. MINIMOS-NT ig
applicable to devices with high complexity in respect fo waterials, geometries, ete. allowing
state-of-the-art simulations of MOS devices [58], HEMTs [39, 60, 61}, 5iGe HBTs [62], and
HI-V HBTs {63, 64]. The models are verified against statistically analyzed measured data.

In MINIMOS-NT the simulation domain is partitioned into independent regions, so-called seg-
ments. This partitioning is done with respect to the material class, e.g., contacts, insulaiors,
and semiconductors. For these segments different sets of parameters, models and algorithms
can be independently defined. When the simulation domain is properly split into segments,
there are no abrupt changes of the material parameters within the segments. Abrupt varia-
tions of the material parameters should only cccur at the interface of two adjoining segments.

Yarious important physical effects, such as bandgap narrowing, surface recombination, and
self heating, are taken into account. Heat generated at the heterojunctions cannot completely
leave the device, especially in the case of I11-V semiconductor materials. Therefore, significant
self-heating oceurs in the device and leads to a change of the electrical device characteristics.

Emphasis was also laid on bandgap narrowing as one of the crucial heavy-doping effects to
be considered for bipolar devices [65]. A new physically-based analytical bandgap narrowing
model was developed, applicable to compound semiconductors, which accounts for semicon-
ductor material, dopant species, and lattice temperature. As the minorily carrier mobility is
of considerable importance for bipolar transistors, a new universal low feld mobility model
has been implemented in MINIMOS-NT [66]. It is based on Monte-Carlo simulation results
and distinguishes between majority and minority electron mohilities.

Energy transport squations are necessary to account for non-local effects, such as velocity
overshoot [67, 68]. A new model for the electron energy relaxation time has been presented
169] which is based on Monte-Carlo simulation results and is applicable to all relevant semicon-
ductors with dismond and zinc-blende structure. The energy relaxation times are expressed
as functions of the carrier and lattice temperatures and, in the case of semiconductor alloys,
of the material cornposition.

Considering the nature of the simulated devices (including abrupt SiGe/8i, InGaP/GaAs and
AlGaAs/InGaP heterointerfaces) and the high eleciron temperatures observed at maximam
bias sophisticated thermionic-field emission interface models [70] in conjunction with the
hydrodynamic transport model are used. At the other (homogeneous or graded) interfaces
continuous quasi- Fermi levels are assumed.
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CHAPTER 2. STATUS OF RESEARCH 9

2.3 Semiconductor Materials

Based on their electrical properties solids can be classified as conductors, insulators, and
semiconductors. Amorphous solids have little or no regular geometric arrangement of their
atoms in space, and therefore, cannot be easily studied. Crystalline solids have a perfect
periodic arrangement of atoms, which allows them to be easily analyzed. Polycrystalline
solids have atom arrangements between these two extremes. Semiconductor materials are
nearly perfect crystalline solids with small amount of imperfections, such as impurity atoms,
lattice vacancies, or dislocations, which are sometimes intentionally introduced to alter their
electrical characteristics [71]. Fig. 2.1 is a summary of the chemical elements involved in the
formation of semiconductors.

Group 11 Group 111 Group 1V Group V Group VI
B ] N @)
Boron Carbon Nitrogen Oxygen
5 6 7 8
Mg Al Si P S
Magnesium Aluminium Silicon Phosphorus Sulphur
12 13 14 15 16
Zn Ga Ge As Se
Zinc Gallium Germanium Arsenic Selenium
30 31 32 33 34
Cd In Sn Sb Te
Cadmium Indium Tin Antimony Tellurium
48 49 50 51 52
Hg Tl
Mercury Thallium
80 81
+— nr-v 4*
n-vi

Fig. 2.1: Part of the Periodic Table showing the elements involved in the formation of semiconductors:
The elements considered in MINIMOS-NT are highlighted by red background.

The semiconductors can be elemental, such as Si, Ge, and other chemical elements from
group IV. They can be also compound, a combination between elements from group III and
group V, or respectively, from group II and group VI. Examples for such combinations are the
binary compounds Ga"AsV and Zn'"SV!. There are also several combinations of practical
importance, which involve two or more elements from the same chemical group. Such alloy
semiconductors can be binary (e.g. Si'VGe!V), ternary (e.g. AI'''Ga'AsY), quaternary (e.g.
InGa''"AsVPV), and even pentanary (Ga'In'"PVSbY AsV) materials.

2.3.1 Semiconductor Materials in MINIMOS-NT

One of the strong features of MINIMOS-NT as a generic device simulator is its capability
to consider various semiconductor materials, such as ITI-V binary and ternary compounds,
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CHAPTER 2. STATUS OF RESEARCH 10

and 8iGe. The past modeling experience from Si MOS structures [72] and AlgoGagads/
Ing 2 GagsAs/GalAs HEMTs is inherited and preserved.

A large number of published theoretical and experimental reports have been reviewed to
include the physical parameters for the 5i, Ge from chemical group 1V, and GaAs, AlAs,
InAs, InP, or GaP, which are H1-V chemical group binary compounds. All these materials
are nayed bosic malerials later in this work. The combination between two LV binary
maberials results in a fernary or a quaternary material. SiGe as a combination of 5i and
Ge, together with the ternary HEV materials a3 a combination of the respective binary
maberials are named alloy materials later in this work. An attempt has been made to allow
the user choose arbitrary wole fractions for the alloy materials, although the wajority of
the simulations performed in this work include -V compounds lattice-matched to Gads
substrate. This not only gives the designer a good degree of freedom as to the choice of
maserial, but also allows a direct comparison between various devices such as AlGaAs/GaAs,
InGaP/GaAs, InP/InGaAs, InAlAs/InGaAs, and SiGe/St HBTs, AlGaAs/InGaAs/Gals
and InAlAs/InGaAs HEMTs, or SiGe/5i MOSFETs. However, due to the very limited
experimental data on some compound materials such as InGaP, InAlAs, InAsP, and GaAsP,
one has to consider interpolation schemes as the only available option to model the variation
of some paramsters in a continuous range of mole fraction. In these cases, variations of
interpolation schemes are studied to find the best fit to the sometimes limited reported data
in the literature.

2.3.2 Modeling Concept

For all models in MINIMOS-NT the general approach is to employ universal models, ie. the
sarne funciional form to be nsed for all materials, just with differsut parameter sets. In models
for alloy moterials the respective models for the two basse maierials are employed first and
then combined as a function of the material composition z. Additionally, full consistency
between the glloy moterials and the basic maferials is obtained by having all the models
for alloy maierials inheriting their model parameters from the models for basic maierials.
Although it is arbitrary which of the two basic materials will correspond o a mole fraction
z = 0 and which to a mole fraction z = 1, a choice has to be done, e.g. InGadAs is used
for In,Gay . As and not for Iny_,Ga, As. The alloy materials {A;_;B,) formed by the basic
materiols (A and B} are summarized in Table 2.5.

A B A B,
51Ge Si Ge SixGey
AlGads | GaAs | AlAs | ALLGap zAs
InGads | Gads | InAs | In,Gaq . As
InAlAs | AlAs | InAs | In Al ;As
InAsP InP | InAs | InAs Py,
GaAsP | GaAs | GaP | GaAs;_,P,
InGaP InP | GaP | Gaglny_, P

Table 2.5: Mole fraction z in afloy materials
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2.3.3 Interpolation Schemes

Material parameters of 31, Ge, GaAs, InP, GaP, InAs, and InGaAs, as well as to some extent
SiGe and AlGaAs, have received considerable attention in the past and many experimental
data and theoretical studies for these parameters can be found in the literature. On the
other hand, the band structure and transport related parameters of other TII-V ternary and
all quaternary materials has been the topic of few or no experimental/theoretical publications.
These facts necessitate the use of some interpolation scherme, essentially based on known val-
uss of the physical parameters for the related basic materials and alloy materials. In the
cases when experimental data scatiers the most consistent or most recent published data has
been adopted. In the cases when experimental data is inconsistent or missing Monte-Carlo
(MC) simuolation has been considered. Although the interpolation scheme is still open to
experimental or MO verifications, it provides more useful and reliable material parameters
for numerical device stmulation over the entire raunge of alloy composition.

For many parameters, such as various Iattice parameters, a linear interpolation is sufficient.
Some parameters, like the electronic bandgap exhibit a strong non-linearity with respect to
the alloy composition which arises from the effects of alloy disorder. In such cases, a quadratic
interpolation is used and a so-called howing parameter is introdnced. For other parameters,
such as carrier mobility, a linear interpolation of the inverse values - Mathiessen rule - is used.
Finally, there are parameters, such as thermal conductivity, for which none of the interpola-
tion schemes mentioned so far is sufficient, and a quadratic interpolation of the inverse values
together with an inverse bowing factor is proposed.

The bandgap bowing parameters of InAsP and GaAsP are believed {o be much smaller than
those of InGaP and InGaAs [73, 74]. Similarly, for parameters where data are lacking no
bowing factors are assumed.

In the following chapter, the choice of interpolation formula will largely depend on factors
such ag required accuracy, the physical naturs of the parameter, and available experimental or
M data. For example, the bandgap energy is the most critical parameter in device modeling
and a slight variation in this parameter can significantly affect the terminal characteristics of
the semiconductor device,

2.3.4 The Effect of Strain

A general aim when growing a device is to avoid lattice mismatch between the substrate
and the epitaxial layers. A main concern is that the strain originating from such mismatch
can relax and lead to misfit dislocations and even to amorphous structures. Therefore, only
materials which lattice constants match the ones of Gads or InP, typical substrate mate-
rials, gained attention. Such materials are AlGaAs in the whole composition range and
Gag.s11ng 40P grown on GaAs, and Ing53Gag a7 As and IngspAly 4pAs grown on InP. The qua-
ternary GalnAsP can also match either GaAs or InP for certain mole fractions. However,
it & is sufficiently low or the layer is sufficiently thin, it can preserve the substraie lattice
constaut, respectively, the strain. The result can be alteration of the bandgap, which can be
beneficial sometimes, e.g. for 5iGe grown on SL
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Chapter 3

Models

hysical

3.1  Sets of Partial Differential Equations

N MINIMOS-NT carrier transport can be treated either by the drift-diffusion (DD} or by

the hydrodynamic (HD) transport models. For both carrier types the transport model
can be chosen independently, or fransport can even be neglected by assuming a constant
quasi-Fermi level for one carrier type. In addition, the lattice temperature can be treated
either as a constant or as an unknown governed by the lattice heat flow eguation.

3.1.1 The Basic Semiconductor Eguations

The basic equations solved in a device simulator are the Poisson equation and the continuity
equations for electrons and holes.

divie -grad ¢} =q-{n —p— C) (3.1
div J, = q- (R 5?) {3.2)
div J, = —q - (R + %?) (3.3)

The unknown quantities of this squation system are the elsctrostatic potential, ¢, and the
electron and hole concentrations, n and p, respectively. € denotes the net concentration of
the ionized dopants and other charged defects, ¢ is the dielectric permittivity of the semicon-
ductor, and £ is the net recombination rate.

3.1.2 The Drift-Diffusion Transport Model

The drift-diffusion current relations can, amongst others, be derived from the Boltzmann
transport equation by the method of moments [33] or from basic principles of irreversible
thermodynamics [75]. The eleciron and hole current densities are given by

Fe kp Ne - 7
dp=qe iy o (gra,d ( A d’) +- AL grad (71 L)) \ (34)
G g 7 JVC,@
By Vv kg Nyg p- Ty -
dp =g pp-p- ’I‘ad(m—'z,’f)—m~——m’ cgrad { | | . 3.5
? r (lg q g p F Ny (3:5)
12
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CHAPTER 3. PHYSICAL MODELS 13

These current relations account for position-dependent band edge energies, E¢r and Ey, and
for position-dependent effective masses, which are included in the effective density of states,
Neo and Nyg. The index (0 indicates that Nog and Ny are evaluated at some {arbitrary)
reference temperature, T, which is constant in real space regardless of what the local values
of the lattice and carrier temperatures are.

3.1.3 The Hydrodynamic Transport Model

In the hydrodynarmic transport model, carrier temperatures are allowed to be different from
the lattice temperature. The basic equations (3.1} through {3.3) are augmented by energy
balance equations which determine the carrvier temperatures. The current relations take the

form
E kg Ng -7
Iy = pin -0 | grad (___Q - 1[)) + 22288 erad tlin . {3.6)
] ] 7e J\/(;,O
By kg Nyg p- T
dp=q-py-p- ,,md( u’)~m~--’m~3rad S 3.7
p=qip P |8 " i Moo (3.7)

The energy balance equabions state conservation of the average carrier energies. In terms of
the carrier temperatures 7, and T, they can be writien as

] Fer ) 3-k J{n Ty} , T — 11,
d]VSn;gT&d<q( "”730)“}77'" 28' (&i n“{‘“RTn“‘“n“‘“ﬂ‘;;‘,‘;‘“‘]‘" 3(38)
Ey 3. kg p- T _ T -1,
div 8, = grad (‘ ------ @p) o ks agi 2 R-Tp+p. ol | (3.9)
q P ot Tep

Here, 7., and 7., denote the energy relaxation times, while 8,, and 8, are the energy fluxes.

5 kg T,

8, = — iy - grad T}, — 5 q -J, (3.10)
5 kn- T, .
Sp =~y - grad T + 2 - =L J, (3.11)
q

The carrier thermal conductivities, x,, and &, are assumed to obey a generalized Wiedemann-
Franz law.

5 kp”
o == (§+Cn) Ty (3.12)
5 kp? :
ﬁp$(§+gp)._a_.Tp.Mp.p (3.13)

The heat capacities ¢, and ¢, are usually veglected (¢, = ¢, = 0).

Strictly speaking, the model described above in this subsection represents an energy transport
(E'T) model. Such a model is obtained when in £he course of deriving the moment equations
the average kinefic energy is consequeuntly neglected against the thermal evergy, assuming
that %~m,, v <« kp-Ty,. Since in the literature the terms energy tronsport and hydrodynamic
transport are often used synonymously, and since during the development of MINIMOS-NT
the term hydrodynamic fransport was used, this notation is retained throughout this work.
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CHAPTER 3. PHYSICAL MODELS 14

3.1.4 The Lattice Heat Flow Equation

MINIMOS-NT accounts for self~heating effects in semiconductor devices by solving the lattice
heat flow equation self-consistently with the DD or HD transport equations, forming together
a system of four, or respectively six, partial differential eguations.
T
div 8 = —py, - oL, - m&?— +H (3.14)
8y, = —xy, - grad T, {3.15)

In {3.14) 71, denotes the lattice temperature, ¢ is the time variable, and H is the heat gener-
ation term. The coefficients pr, cr, and &gy, are the mass density, specific heat, and thermal
conduetivity of the respective materials.

The model for the heat gensration, H, depends on the transport model used. In the drifi-
diffusion case H equals the Joule heat,

Ee By |
H = grad (-:]9 - z/) -, +grad (_&K -~ '2/)\) -J,+R-{(Ec - Ey), (3.16)

whereas in the hydrodynamic case the relaxation terms are used

3 kg {n O R L)

+p

Ten Te,p

) + R (Ee ~ By). (3.17)

3.1.5 The Insulator Equations

In insulating materials only the Poisson equation (3.1} and the lattice heat fow equation
{3.14) are solved. The presence of doping and mobile carriers is neglected (n = p = C =
0}, therefore the carrier continuity equations are not solved. This assumption leads to the
reduction of (3.1} to the Laplace equation (3.18) and the neglecting of the heat generation
term of (3.14), which is invoked for semiconductor segments only.

div{e - grad ¢} =0 (3.18)
a1,
Ot
Thus, as a result no currents flow through insulators and the influence of the charges inside
the insulators is neglected. This assumptions can be neglected, in case of the insalator is
treated as a semiconductor material. This approach was successfully applied to SigNg and
shall be Hustrated later in this work. Anocther approach is the consideration of charges at

the semiconductor/insulator tnterface, which is discussed in the next subsection.

div{sy, - grad T1,) = py, - ¢1, - {3.19)

3.1.6 Boundary Conditions

The basic semiconductor equations are posed in a bounded domain. At the boundaries of
this domain appropriate boundary conditions need to be specified for the unknowns 0, n, p,
T, Ty, and T
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Artificial Boundaries

In order to separate the simulated device from neighboring devices, artificial boundaries must
be specified which are not boundaries in a physical sense. The Neumann boundary condition
guarantees that the simulation domain is self-contained and there are no Huxes across the
boundary.

n-E=0 n-J,,=0, n-8,=0 =n8 =0 (3.20)
n-EB=0 n-8 =0 {(3.21)

Here, n denotes an outward oriented vector normal to the boundary. (3.20} and (3.21} give the
boundary couditions at the artificial boundaries for semiconductor and insulator segments,
respechively.

Semiconductor-Metal Boundaries

Ohmic Contact

At Ohmic contacts simaple Dirichlet boundary conditions apply. The contact potential g, the
carrier contact concentrations n, and p,, and in the HD simulation case, the contact carrier
teroperatures T, and T, are fixed. The metal quasi-Fermi level {which is specified by the
contact voltage @y} is equal to the semiconductor quasi-Fermi level. The contact potential
at the semiconductor boundary reads

g == Py + "wbin (3'22>

- (c: +VOT R AL (;’2))

i
. S 2 . R o s
1“<2.(;2 ( CH+/C?+4-Cy 02)), (3.23)

Here, C is the net concentration of dopants and other charged defects at the contact boundary.
The auxiliary variables (O and Cy are defined by

—Es By .
C1 = N -exp () Cy = Ny -exp | - 3.243
PA\kg 71,/ P Ty (8.24
The carrier concentrations in the semiconductor are pinned to the equilibrium carrier con-
centrations at the contact. They are expressed as

—Fc+gq- %i) .
ny = Ng -8 e 3.2
T ¢ " exXp ( Y (3.25)
ps = Ny - exp ( ----- ! /kB(%waE) {3.26)

The carrier temperatures 7, and 7}, are set equal to the lattice temperature 7.

T, =1y, T,=1T (3.27)
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In the case of a thermal contact the latiice temperature 71, is calculated using a specified
contact temperature 7o and thermal resistance Hp. The thermal heat flow density 8¢, at the
contact boundary reads:

ne 8 o= S (3.28)

In case no thermal resistance is specified an isothermal boundary condition is assumed and
the iattice temperature 77, is set equal fo the contact temperature T,

Ty = To (3.29)

v

In the case of DD simulation with setf-heating an additional thermal energy is accounted for.
This thermal energy is produced when the carriers have to surmount the potential difference
between the conduction or valence band and the metal quasi-Fermi level, The energy equation
reads:

E F
" P ( Y + ’«Pm) +dy - ("(‘;i + Wm) = diva 8y, (3.30)

The expression diva {81) denotes the surface divergence of the thermal beat flux at the
considered boundary. In the case of HD simulation with self-heating the thermal heat flow
across the boundary is accounted for self-consistently.

Schottky Contact
At the Schoitky contact mixed boundary conditions apply. The contact potential g, the
carrier contact concentrations n, and p,, and in the HD simulation case, the contact carrier
teroperatures T, and T, are fixed. The semiconductor contact potential is the difference of
the metal guasi-Fermi fevel (which is specified by the contact voltage ¢p) and the metal
workfunction difference potential ¢y,

Ys = @Om — Py, Where @y = "m;lm {3.31)
The difference between the conduction band energy F¢ and the metal workfunction energy
gives the workfunction difference energy Ey, which is the so-called barrier height of the Schot-
tky contact. The applied boundary conditions are

I P T (T n-Jdy=qevp e (p - pe) {3.32)

Here v, and v, are the thermionic recombination velocities. The carrier concentrations are
expressed as

~Fg - E
Thg = ,4.7\&7‘_;' . exp ( ----------------------- W

. Eyv — By
Py = Ny - exp ( ----- i /W> {3.33)
The defanlt values for v, and v, are set to 0 (see Table 3.1) which suppresses current fow
through the Schottky contact (m - J,, = 0).

The Schottky contact boundary conditions for the carrier temperatures 75, and T, and the
lattice temperature 7y, are similar to the ones which apply for the Ohmic contact, te. {3.27)
and (3.28), or respectively (3.29).
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Material | By, [eV] | v, [m/s] | v, [mn/8]
n-SifAu | -0.55 0.0 0.0
p-SifAu | 0.55 0.0 0.0
others 6.0 3.0 0.0

Table 3.1: Parameter values for Schottky contact model

Polysilicon Contact
In MINIMOS-NT the polysilicon contact model after {77] is implemented. The dielectric flux
D through the oxide reads

Eox :
0= — Vs {(3.34)
dox
where Vi is the voltage drop over the thin oxide layer which is infroduced between polysilicon
and silicon, g4y and doy denote respectively the permitbivity and thickness of this layer. The
clectron and hole current densities across the contach interface read

n-dy = oe - Vg - Jp =gepe Sp (3.35)

where 04 18 the oxide conductivity, p is the hole concentration in the semiconductor, and Sy
is the bole surface recombination velocity. Vi depends on the quasi-Fermi level in the metal
{which is specified by the contact voltage ¢m), the potential in the semiconductor ¢, and
the built-in potential oy;.

Vox = 95 = im = - (3.36)

The polysilicon contact boundary conditions for the carrier temperatures T, and 7, and the
iattice temperature 77, are similar to the ones which apply for the Ohmic contact, i.e. {3.27)
and (3.28), or respectively (3.29}.

Insulator-Metal Boundaries

In the case of insulafor-metal boundaries a model similar to the Schottky contact model ig
used o calculate the insulator contact potential. The semiconductor contact potential is the
difference of the wetal quasi-Fermi level (which is specified by the contact voliage ¢n,} and
the metal workfunction difference potential .

Vg = @y — Prys, Wwhere B = ___é.‘, (3.37)

Again, By is the workfunction difference energy. The lattice temperature is set equal to the
contact temperature (3.29).

Semicoenductor-Insulator Interface

In the absence of surface charges at the semiconductor-insulator interface the normal com-
ponent of the dieleciric displacement is continuous, and so is the potential.

n-g5- By — 0 ging - Eps = 0, Ps = Pins (338)
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In the presence of surface charges along the interface the dielectric displacement obeys the
law of Gaufl

n-gg- By —n-gng - By = 05 (339)

At the semiconductor-insulator interface the carrier current densities (or driving forces) and
the carrier heat Huxes normal to the interface vanish.

n-J,,=0, ie 1n-Fp,=0 (3.40)
n-8,,=0 (3.41)

The lattice termnperature at the interface is continuous.

Insulator-Insulator Interface

Similarly to the semiconductor-insulator interface (3.38) or {3.39) apply depending on the
presence of surface charges. The lattice temperature wust be continuous.

Semiconductor-Semiconductor Interface

The calculation of the electrostatic potential at interfaces between two semiconductor seg-
ments is similar 0 the one at semiconducior-insulator interfaces.

P51 = Pg2 (3.4‘2)
n-gs - By —n-e0 - By = 0s. (3.:43)

S

Here o4 1s the inferface charge density which can be zero or non-zero. The subscripts are
used to distinguish between the two semiconductor segioents on both sides of the interface.

To calculate the carrier concentrations and the carrier temperatures at the interface of two
serciconductor segments three different models are considered These are a model with con-
tinuous guasi-Fermi level across the interface (CQFL), a thermionic emission model (TE),
and a thermionic ficld emission model (TFE). The derivation of these models is given in
[78]. Each model can be specified separately for electrons and holes for each semiconductor-
semiconductor interface.

In the following J denotes the current density, 5 the energy Hux density, and AF, the
difference in the conduction or valence band edges, respectively. The carrier concentration is
denoted by v. The subscripts denocte the semiconductor segment and the carrier fype.

Continuous Quasi~-Fermi Level Model

AN AE,

Ty = Ty (345)
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Thermionic Field FEmission Model

Js = Jn (3.46)
AE, —6E, N
Jyz = q- (’!,’,;2 2 N :.:ld' < Vg - P - €XD (“W)) (347)
1 .
Spo = S, — ;i {AE, — &,EU) < Juo (3.48)
v AFE, —6F,
Spg = - (k[; IR R Tz kg - 7u1 - vpy - 11y - e3P ( ----------------------------------- )) {3.49)
My k-1
with the thermionic emission velocity (3.50) and the barrier height lowering (3.51).
T Ty
- q- o iy, Ei3>0 PRCIN
5}1/4; ----- 0? ,E_J_'f_)‘ S_t 0 (3.&)1)

The barrier height lowering depends on the electric field orthogonal to the interface F 45 and
the effsctive tunneling length dyyy. For §F, = 0 the TFE model reduces to the TE model.

By using the CQFL model a Dirichlei interface condifion is applied. The carrier concentra-
tions are directly determined in a way that the quasi-Fermi level across the interface remains
continuous. The model is suitable for use at homojunctions. However, it I8 erronsous to
assume continuous quasi-Fermi levels at abrupt heterscjonctions. Also the bandgap align-
ment of the adjustent semiconductors is ignored when such continuous condition is enforced.
Therefore, models using a Neumann interface condition, like the TFE model or the TE model,
which determine the current flux across the interface, must be used. Modeling the electron
and hole current as well as the energy flux across heterointerfaces is & cormplex task. Several
models for different types of interfaces have been proposed [79, 80, 81, 82]. The TE model
is commonly used to model the current across heterojunctions of compound semiconduciors.
The TFE model extends the TE model by accounting for tunneling effects through the het-
erojunction barrier by introducing a field dependent barrier height lowering. In [83] a method
for unified treatment of interface models was presented. It allows a chavge of the interface
condition fromn Newmann to Dirichlet type in the limit case of very strong barrier reduction
due to tunneling.

Semiconductor-Semiconductor Thermal Interface
The lattice temperature is assumed to be continuous across semiconductor-semiconductor
interfaces. In the case of DD simndation with self-heating an additional thermal energy is
accounted for at heterojunction interfaces. This thermal energy is produced when the carriers
have to surmount the energy difference in the conduction and valence bands, AF¢ and AFy,
respectively. The energy equation reads:

Jr

g
-AEs + Ep < AFEy = diva (SL) (352)

The expression diva {81) denotes the surface divergence of the thermal heat flux at the
considered boundary. In the case of HD simulation with self-heating the thermal heat How
across the boundary is accounted for self-consistently.
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3.2 Lattice and Thermal Properties

The semiconductor equations discussed in the previous section contain several important
physical parameters. Accurate models for these parameters are crucial for successful device
simulation. Lattice properties, such as the latiice constant, relative permiftivity ¢, and
mass density g are already well determined for important semiconductors. Others, such as
thermal conductivity and heat capacity, have been studied at room temperature. Due to
the importance of these parameters for device simulation they are discussed in the follow-
ing section. These are parameters of the Poisson equation (3.1} and the lattice heat flow
equation (3.14}, which are solved not only in the semiconductor, but also in the insulating
maberials. Therefore, models for important insulating materials, such as 5109 and 5igNy, are
also presented.

3.2.1  Permittivity

The dielectric constant or relative permittivity ¢, is one of the basic properties of semicon-
ductor and insulating materials. The data reported in literature shows minor discrepancies
about the values of this parameter (see Table 3.2}, The temperature dependence, if any at
all, can be neglected. Recently, insulating materials with high dieleciric constants (high-k
materials) attract much interest as possible replacement of the gate oxide (Si0s) in MOS-
FETs in order to avoid tunneling gate leakage currents. Table 3.2 includes in addition some
of these materials.

Material | Default ¢, | Reported Range References
8 11.9 11.7 - 11.9 184, 85, 86]
Ge 16.0 16.0 - 16.2 185, 86
GaAs 13.1 12.9 - 13.18 87, 88, 73, 89|
AlAs 10.1 10.06 - 10.1 190, 91, 89, 92, 93]
InAs 146 14.55 - 15.18 88, 73, 93, 94]
InP 12.4 12.35 - 12,61 195, 96, 93, 94]
AaP 111 11.1 (73, 90, 91]
8i0s 3.9 3.75 - 3.8 197, 86
SigNy 7.4 6.0- 8.0 198, 86
BaSrTiO; 200.0 60.0 - 300.0 199, 100, 101]
Tay Oy 30.0 20.0-75.0 199, 100}
TiOg 20.0 4.0 - 100.0 [99, 100
A Oy 9.8 8.5-13.0 [100, 101}

Table 3.2: Parameter values for the relative permittivity

The permittivities of alloy materials Ay B, are interpolated from the values of the basic

materials as a quadratic function of z [73].

A = (1

r

(', is referred to as a nonlinear or bowing parameter. Setting O, = 0 yields a linear interpo-

—g)-et P (-2 C

lation. The parameters used in this model are summarized in Table 3.3.
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Material | €. | Reported Range References
5iGe 0.0

AlGaAs | 0.0

InGaAs | -1.0 13.1-14.1 (102, 93] x=0.53

InAlAs | -1.0 12.46
InAsP 8.0
GaAsP 6.0
InGaP 0.0 11.75 [103] x=0.51

Table 3.3: Parameter values for the permittivity bowing factor

3.2.2 Mass Density

The values of the mass densities of the basic malerials are well-known, and are used to model
the values for alloy maferials. A linear change between the values of basic maferinls is used.

pP=(1-2) p+xp (3.54)

The parameter values used are summarized in Table 3.4.

Material | p [g/em?] | Reported Range | References
S 2.33 2.238 - 2.239 190, 85, 86!
Ge 5327 | 53234 5.3267 (90, 85]
GaAs 5.32 5.307 - 5.36 | [87, 84, 104]
AlAs 3.76 3.76 184, 104]
InAs 5.667 5.667 88, 84, 73}
InP 4.81 4.78-4.81 (96, 84, 73!
GaP 4.138 4.13-4.14 184, 73]
8i0. 2.203 2.2 - 2.207 85, 6]
SigNy 3.1 3.1 185, 86]

Table 3.4: Parameter values for mass density

3.2.3 Thermal Conductivity

The temperature dependence of xp, of the basic malerials and insulators is modeled by a
simple power law

o
s (TL) = Kaug - (L\) {3.55)

where rsnp is the value for the thermal conductivity at 300 K. This approximation is in good
agreement with experimental data [105, 106, 107, 108], as presented in Fig. 3.1 and Fig. 3.2
where comparisons in the temperature range from 300 K to 800 K. The parameter values
used are summarized in Table 3.5.

In the case of alloy maierials A1, By, w1, varies between the values of the basic materials
{A and B). A barmonic mean is used to model s3p0. An additional bowing factor O is
introduced in order to account for the drastic reduction of the thermal conductivity with the
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Material | xago (W/K m] | « | Reported xago [W/K m] References
Si 148 -1.65 150 185, 86]

EE 60 -1.25 60 (85, 88]
GaAs 46 125 45.5-46 1108, 92, 85, 86]
AlAs 80 137 80 [108]
TnAs 27.3 11 27.3-48 108, 92]
InP 68 1.4 68 108, 92]
GaP 77 -1.4 77 1108, 92]
5i0g 1.38 0.33 1.4 (85, 86]
SiaNy 185 0.33 15-27 (98]

Table 3.5: Parameter values for thermal conductivity

increase of material composition . The exponent « is lnearly interpolated because of lack
of experimental data at temperaiures other than 300 K.
1

AB .

Faog = . 3.56

00 (i —%, % (1 —x) ~:z;) (3.56)
K50 o0 Cl

B = (1-gz)-0t+2 08 (3.57)

The parameter values used are summarized in Table 3.6.

Material | O [W/K m]
5iGe 2.8
AlGaAs 3.3
InGaAs 1.4
InAlAs 3.3
InAsP 3.3
GahsP 1.4
InGa¥ 1.4

Table 3.8: Parameter values for thermal conductivity bowing factor

In Fig. 3.3 and Fig. 3.4 comparisons between data from [106, 107, 108, 109, 110, 111] and the
results obtained with our model are shown for the thermal conductivity in alloy materials at
300 K.

3.2.4 Specific heat

The specific heat capacity ¢, is modeled by

300 K

300 K ! C300

e300 1s the value for the specific heat at 300 X [92]. The model is used for the basic materials
and for insulators. In Fig. 3.5, Fig. 3.6, and Fig. 3.7 we present comparisons between experi-
mental data and the results obtained with our model for the specific heat. Note the excellent

(3.58)

AN
e (Th) = cage +¢1 -
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Fig. 3.1: Temperature dependence of the thermal conductivity: Comparison between experimental
data and the model for 5i, Ge, and GaP

agreement it gives in a wide temperature range (50 K — 800 K). The parameter values used
are summarized in Table 3.7.

Material | csp0 [J/K kg| | e1 [J/K kg] 3 Reported e300 [J/K kg| | References
Si 711 2565 1.85 700 [85]
Ge 360 130 1.3 310 [85]
GaAs 322 ol 1.6 350 [85, 92]
AlAs 441 50 1.2 490 [92]
InAs 394 50 1.95 394 [92]
InP 410 ol 2.05 410 [92]
GaP 519 50 2.6 519 [92]
S10s 709 696 1.5 1000 [85]
SisNy 709 820 1.5 800 [98]

Table 3.7: Parameter values for the specific heat

The specific heat capacity coeflicients for alloy materials are expressed by a linear interpola-
tion between the values of the basic materials (A and B).

t:fB =(1—x)- (.‘.f‘ +x- (.‘.E (3.59)

The specific heat capacity is then expressed by (3.58).
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Fig. 3.2: Temperature dependence of the thermal conductivity: Comparison between experimental
data and the model for InP, GaAs, and InAs
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Fig. 3.3: Material composition dependence of the thermal conductivity: Comparison bhetween exper-
imental data and the model for SiGe and InGaAs
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Fig. 3.4: Material composition dependence of the thermal conductivity: Comparison between exper-
imental data and the model for InAsP and AlGaAs
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Fig. 3.5: Temperature dependence of the specific heat: Comparison between experimental data and
the model for Si and Ge
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Fig. 3.6: Temperature dependence of the specific heat: Comparison between experimental data and
the model for GaAs and AlAs
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Fig. 3.7: Temperature dependence of the specific heat: Comparison between experimental data and
the model for SiO,
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3.3 Band-Structure

In this section the mwodels for the effective masses of electrons and holes, bandgap energy and
affective density of states in 51, Ge, 5iGGe, and 11V materials are presented.

3.3.1 Bandgap Energy

The bandgap {or forbidden energy zone) is one of the most important semiconductor pa-
rameters.  Various modsls define the temperature dependence of the bandgap energy in
semiconductors (e.g. [112]). For an alloy Ay B., the temperature-dependent bandgaps of
the constituents (A and B} are calculated first. The bandgap and the energy offset are then
calculated depending on the material cornposition. This is important to assure consistency

basic maierials. For materials where the bandgap changes beiween direct and indirect the
miltiple valley conduction bands are considered.

Temperature dependence of the bandgap

In MINIMOS-NT the model of Varshui [112] is used for basic maferials. The temperature
dependence is calculated by {3.60), where F, 4 is the bandgap at 0 K.
a-T?
By = Egg— ——i- 3.60
The parameter values are summarized in Table 3.8. Note, for these materials always the
lowest conduction band valley miniroun is taken into account. In addition, the resulting
bandgaps at 300 K, Ej 399, are included in Table 3.9.

Material | Minimum | Fyg [eV] | « [eV/K] | § [K] | Reported F, 4 [eV] | References
Si X 1.1695 473107 636 1.17 (90, 86]
Ge L 0.7437 | 47741074 | 235 0.74 186]
GaAs B 1.521 5.58-107% 220 1.51-1.55 (113, 114, 115]
AlAs X 2.239 6.0-107% 408 2.22-2.239 [94, 80, 108]
TnAs 3 0420 | 2510°% | 75 0.414-0.43 192, 113]
ToP G 1421 | 363107 | 162 1.42-1.432 [108, 86, 114]
GaP X 2.338 57711074 | 372 2.338-2.346 [108, 86, 90]

Table 3.8: Parameter values for modeling the bandgap energies

Material | Minimum | F, 500 [V] | Reported E, 00 [eV] References
5 X 1.124 1.12-1.1242 85, 86, 90]
(Ge L 0.663 0.66-0.67 190, 85, 86]
Gads G 1.424 1.42-1.43 [116, 95, 104, 85]
AlAs X 2.163 2.14-2.168 194, 116, 104, 90]
TnAs e 0.360 0.354-0.37 [93, 92, 115, 117]
nP G 1.350 1.34-1.351 (80, 115, 92]
GaP X 2.261 2.26-2.272 185, 92, 90]

Table 3.9: Bandgap energies at room temperature comopared to reported data
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For 5i two additional models can be chosen which are based on polynormial fifs of second
and third order. The first one after Gaensslen [118, 119] was also used in MINIMOS 6. The
second model is based on data from Green [120].

T T\ G -
B, = Byt By V1 By () By 561
‘ 6 (300}{)”*“ 2 (30@}{) T B (3001{) (3.61)

The parameter values for these models are summarized in Table 3.10. In Fig. 3.8 the resulis

Model Eg [EV] El _EV Eg :PV? E3 _EV Eg,gg)o [QV,]
Gaensslen | 1.1785 | -0.02708 | -0.02745 0.0 1.124
Green 1.17 0.00572 | -0.06948 | 0.618 1.124

Table 3.10: Parameter values for modeling the bandgap energies

obtained with the three different models for Si are compared to data from [120]. In Fig. 3.9
and Fig. 3.10 the temperature dependence of the direct gap in GaAs and InP, respectively,
are compared to other models.

Semiconductor Alloys

In the case of alloy materials the temperature-dependent bandgaps of the constituents, E;}
and Eg, are calculated by (3.60). However, for materials where the bandgap changes between
direet and indirect the multiple valley conduction bands are considered. For that purpose,
additional model parameters are nesded for the higher energy vallsys in the respective 111-V
binary materials (Table 3.11). In addition, the resulting bandgaps at 300 K, Ej 300, are
included in Table 3.12.

Material | Minimum | Hyg [eV] | o [eV/K] | § [K] | Reported E, 5 [eV] References
GaAs X 1081 A6 107t o4 19101 [116, 104]
AlAs G 2891 | 878104 | 332 2.907-3.02 59, 95, 94, 104]
InAs X 2278 | 5.78107% | 83

InP X 2.32 7.66.107% | 327 2.32-2.38 {109, 84, 121}
GaP G 2.88 8.0-107% | 300 2.869-2.895 91, 84, 122

Table 3.11: Parameter values for modeling the bandgap energies

Material | Minimum | E, 200 [€V] | Reported Eg 300 [eV] References
Gads X 1.889 1.8-1.91 116, 104]
AlAsg G 2.766 2.671-2.766 193, 59]
InAs X 2.142 1.37-2.14 [116, 108, 123]
InP X 2.21 2.21-2.30 [116, 123, 121
GaP G 2.96 2.73-2.85 [84]
Table 3.12: Bandgap energies at room temperature compared to reported data

The bandgap and the energy offset of an alloy A1_,B, are calculated by

B = BN (1-2)+ Bl 2+C

Zs

x-(1—z)-z (3.62)
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EXN = EM (1-2)+Elr 2+Cyr-(1-2)3 (3.63)
ENP = min (BAR; BOR) (3.64)

The bowing parameters Uy x and Cpr are summarized in Table 3.13. Additional bowing
parameters (; are given as a reference for the case when a one-valley bandgap it is nsed.

__}’g‘B = E‘? (1 — )+ Eg -+ Oy - (L—a)-o (3.65)
Material | Cyr [eV] | Oy x [eV] | O [8V] Reported References

SiGe -0.4 -0.4 124]

AlGads 0.0 -0.143 0.7 o, -0.143% 193, 125]

InGaAs -0.475 | -0.4, -0.475, -0.555 | [108, 90, 71]
InAtAs -0.3 -0.713 1.2 -0.689" -0.24" 108, 90]

InAsP -0.32 -0.101, -0.32 1108, 990]

GahsP -0.21 -0.21 0.5 -0.176" -0.23" (108, 1286]

InGaP -0.67 -0.17 0.6 | -0.786" -0.6" -0.18% | [108, 90, 109]

Table 3.13: Parameter values for the bandgap of alloy materialg

For example, such a one-valley bandgap fit is nsed in the case of the technologically important
strained 8i;_,Ge, grown on Si (see Fig. 3.11). In certain cases for z > 0.6 the bandgap can
become smaller than the one of pure Ge [127] depending on the strain. In the unstrained
case, however, an X-to-L gap fransition is observed ab about x = 0.85.

The material composition dependence of the I, L, and X-band gaps in Al,Ga; ;As at 300 K
is shown in Fig. 3.12. A direct-to-indirect gap transition is observed at about z = 0.45.
The one-valley bandgap fit which is included for comparison gives a good agreement only
for z < 0.28. In Fig. 3.13 the temperature dependence of the bandgap in Al Ga;. ;As with
Al content as a parameter is shown. In Fig. 3.14 the material composition dependence of
the ', L, and X-band gaps in In,Gaj_;As at 300 K is shown. As can be seen this material
has a direct bandgap for the entire coraposition range. Therefore, only the energy of the T'
valley is faken into account. However, in the case of strain the bandgap can significantly
differ {128]. For example, a good §t to the strained bandgap values of InyGay_,As grown on
(GaAs can be achieved by changing the &, of InAs from .42 eV to 0.58 V. In Fig. 3.15 the
temperature dependence of the bandgap in In,Gai_,As with In content as a parameter is
shown. In the case of Ing Al g As there is divect-to-indirect gap transition at about z = 0.3
and the use of one valley fit is nearly impossible. It gives comparatively accurate values for
the lattice matched case of z = (.52 and above (see Fig. 3.16). InAs,P;_, has a direct gap
for the complete material composition range so only the I' valley energy is caleulated. The
bowing parameter value suggested in [108] is used. GalAs;_, P, has a direct-to-indirect gap
transition at about = 0.5. As can be seen in Fig. 3.17 a one valley model can be successfully
used for this material. In Fig. 3.18 the material composition dependence of the I', L, and
X-bandgaps in Gaghn; P at 300 K is shown. The direct-to-indirect gap transition is at
abont x = 0.7. Ounly at the techuologically fwportant value of z = 0.51, when Ga,Iny P
iattice matches the one of GaAs the one-valley model gives a good fit for the bandgap. The
temperature dependence of the bandgap in Ga,Ing P with Ga content as a parareter is
shown in Fig. 3.19.
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Fig. 3.10: Comparison of different models for the temperature dependence of the bandgap in InP
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Fig. 3.12: Material composition dependence of the I'; L, and X-bandgaps in Al,Ga;_,As at 300 K
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Fig. 3.18: Material composition dependence of the I', L, and X-bandgaps in Ga,In;_,P at 300 K
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3.3.2 Baundgap Offsets

The problem to align the bandgaps of two or more different materials is old and not com-
pletely solved [129, 130, 131] due to the dependence on the growth conditions. The many
suggested approaches mainly differ in whether to use the electron affinity to align the con-
duction bands, whether to align the midgaps, or whether o align the valence band edges. In
MINIMOS-NT the last approach is used.

An energy offset, Fug, is used to align the band edge energies of different materials. Fug is
an arbitrary value and by changing it consistently for all materials at the same time the same
results are obtained. As a default in MINIMOS-NT for the group IV materials the reference
material is Si. The origin of the energy axis is assumed to be in the middle of the 51 bandgap
at 300 K. This correspounds to a fixed value for Si of Eug = —Fy /2 = —~0.562 eV. For the [II-V
material systermn GaAs is chosen as the reference material. Therefore, the offset for GaAs ig
Fog = —Fg /2 = —~0.712 eV. The default offsets for other materials, sumimarized in Table 3.14,
are chosen to give good agreement with reported data from [108, 111, 128, 130, 131].

Material | Eog [eV] || Material | Fuq [eV]
Si -0.562 || InAs -0.286
Ge -0.157 InP -0.724
Fahs -0.712 GaP -1.062
AlAs -1.008

Table 3.14: Parameter values for modeling the bandgap energies

The energies of the conduction and valence band edges are calculated by
By = E()ff (355)
Ec = Ey+E (3.67)

For olloy materiols, the following expressions for the conduction and valence band energies
are often used.

AE

Fil A Vs S 9 PRV 2 A [ A

Be = EN+EM+ (AF} : (g B _ g) (3.68)
8

By = Eg-E (3.69)

The change of the bandgap with the material composition is defined by the ratio Ao /AFE,,
starting from one of the materials. For example, for Al,Gay . As/GaAs interface it is known
that this ratio equals 60%. This means that, with increasing z, 60% of the increase of the
bandgap (AE, = AEc+AFy ) is contributed to the conduction band {AFE¢) and 40% to the
valence band (AFy ). The model, being so formulated, is not symmetric and general enough.
However, assuming AFo/AFE; is constant for the whole composition range one obtains:

AEc AB B

Ee = ?ﬁ‘f—EB—}—( ’)- B2~ B (3.:70)
Thus, from (3.68) and (3.70) the ratio AE,/AE, can be expressed as:
Egy — By

Eg‘ - EgB

ﬁ.E(j/AEg = 14+ (3.71)



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

M Sibliothek,
Your knowledge hub

CHAPTER 3. PHYSICAL MODELS 37

Replacing it in (3.68) or {3.70) the offset of alloy material is obtained:

Ef - (B® - BP) - BB - (B}® — E})

~AB g
A pB
By — B}

By =

{3.72)

The valence and the conduction band energies are calculated by (3.66) and {3.67), respec-
tively. Using the default model parameters in MINIMOS-NT ratios AFo/AF, of 0.12 for
SiGe, 0.6 for AlGaAs, 0.5 for InAlAs, 0.6 for InGaAs, InAsP, GaAsP, and 0.3 for InGaP are
obtained, which are in fairly good agreement with experimental data [110, 89, 111, 108, 132].

The complete bandgap alignment of all semiconductor materials presented in MINIMOS-NT
is shown in Fig. 3.20.

Special attention is paid to the band offsets at the heterointerfaces and thermionic emission
or thermionic-field emission mode! must be used in the ease of abrupt hetercjunctions {see
Section 3.1.6).

3.3.3 Bandgap Narrowing

Bandgap narrowing (BGN) is one of the crucial heavy-doping effects to be counsidered for
bipolar devices. In MINIMOS-NT the use of BGN model is optional. The model of Slotboom
[133] is widely used in case of silicon.

t , YN 1
AFy = Eror - m( ?" ) + ,/1112 ( ?I ) + - (3.73)
Cres 1V ref 2

The shifts of the conduction and valence band edges are calculated by

AFE¢ .
ABe = (ﬁ) AE, (3.74)
ABy = ABE, — AFc {3.75)

AEq/AFE, gives the part of the total BGN AFE, which is contributed to the conduction band.
The default parameter values are summarized in the following table.

Material | B¢ (V] | Cror lom ™3] | ABc/AE,
Si 0.008 iel? 0.5

Table 3.15: Parameter values for modeling the bandgap narrowing

Using the physically-based approach from [93}, a new analytical BGN model was developed.
It is applicable to compound semiconductors [134] and considers the semiconductor material
and the dopant species for arbitrary finite temperatures. In this section a comparison with
experimental data and other existing models is presented and study of BGN in IV group
semiconductors s performed.
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Dopani-Dependent Bandgap Narrowing

Despite of many papers dedicated on BGN in semiconductors, the optimal balance between
accuracy of the results and simplicity of model implementation seems had not been achieved.
Commercial device simulators, such as ATLAS [50] , DESSIS [40], and MEDICI [41], use the
logarithmic fit models for BGN in Si from [133, 135, 136, 137] which are simple to implement,
but deliver non-physical values below and above definite doping levels. Furthermore, the
functional form of models for 5i is used for models for other materials (e.g. 111-V compounds
[138]) or the BGN effect is left completely ignored. Comparisons of these models are shown in
Fig. 3.21. The physical limit our model offers (8 meV for undoped materials), the physically
sound explanation of some existing effects it gives, the ability to treat various semiconductor
materials and dopants, and the simplicity of the model, make it very applicable for device
simulation purposes.

Physical background of the new model

The basic assamption in our model is that BGN is a result of five types of many-body
interactions {electron-electron, electron-impurity, hole-hole, hole-impurity, and eleciron-hole).
The electron-impurity contribution is assumed to be dominant at high doping concentrations.
Though BGN is very difficult to model rigorously due to multiple carrier interactions oue can
approximate the energy shift to first order by the classical self-energy of the electron in the
field of an iovized impurity [93]. Thus one obtains

ABy = q-lim (Ve ({r) - V{r)) (3.76)
1 |
Vi) = ————————;[V(k)»exp(%k»r) dk, &= k| (3.77)
{2 7y

Here V; (r) and V(r) denote the screened and unscreened Coulomb potentials of the impurity,
respectively. {3.76) represents the change in the electrostatic energy of the impurity before
and afier the electron gas redistribution. If the potential of a point-like impurity is assumed,
the Fourier transform of the scattering potential is expressed by (3.78), where Z and N are
the atomic number and the nurmher of electrons of a given material, # denotes the inverse
Thomas-Fermi length, and F;(x) is the Fermi integral of order j {139]. This approach leads
to a simple BGN model [93] given by (3.80).

5
N N) 73
§/ (k) — 50 ‘Er <k2+5‘2 (3'(8)

/32 _ 7. q? ] »7“;1/2(7}) (3.79)

go e kp TL Fippln)
2

_— . S :

Ay =~ (3.80)

Removing the poini-charge approximation yislds a refined model. The charge density of the
impurity can be accounted for by an atomic form factor F. Following the work {140] the
imnpurity potential takes the form

2 s .
@ (7= F(k?cx)) ‘
v - ‘ G 7 e 1
ViR €0 - &y ( k% 4 32 (3:81)
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N - o® a g4

Solving (3.77) using (3.81) and {3.82), and then replacing V{r) in {3.76), leads to the final

expression for the energy shift

q - B (/3 Ny - Ngg
B+or  B+asc

11 « T« EO . Er
The subgeripts SC and [ refer to a semiconductor and tmpurity, respectively. & and N are
the atomic pumber and the number of electrons of a given material. « can be interpreted as
size parameters of the electron charge density and g is the Bohr radius. They are expressed

a8 7
i 1-2-{ =
ZH3 ( ) ,
o ‘ N/ (3.84)
Ck;*aﬂ'fr :5-—_4.(:{-) S
3 AN
T(4/3) /3-a\¥3 ga\TE .
o = m_(_éf__). (__ZT) (_;) = 0,24 (3.83)

The size parameter o uses £, = 1, which is the most pessimistic estimation, since it is sfill not

Even though the influence of the dopant type is reduced fo minimum this way, our model
still delivers appropriate resulés at 300 K in agreement with experiment [141] (see Fig. 3.22).
The temperature dependence of the BGN in 5i is shown in Fig. 3.23. Neglecting of the
stronger BGN at low temperatures, especially for doping levels of about 10*? cm™%, may
result in an error of about 50%. Thereby, even larger errors might be introduced into the
simulation results, with respect to the electrical device characteristics. In the case of I1I-V
serciconductors our model delivers a comparatively weaker BGN temperature dependence
{see Fig. 3.24). Similar observations were reported in the case of p-Gads in [142], [143).
Thus, according to our knowledge, our BGN model is the first theoretically derived model
predicting different shifts for various dopant species and taking temperature into account.

Extending the new model to semiconductor alloys

The model extends its validity also for alloy semiconductors by material composition depen-
dent relative effective masses for electrons and holes, on the one hand, and permittivity, on
the other hand. In Fig. 3.25 the results for boron and gallivm doped 511, Ge,, for different Ge
contents are presented. This is even better illustrated in Fig. 3.26 where the BGN versus ma-~
terial composition in Si;_,{3e, iy compared to another model proposed by Jain and Roulston
[144] suggesting increased BGN. The decrease of the BGN with increase of the Ge fraction
was already experimentally observed in [145], [146]. Our theoretical approach explains this
effect by the decreased valence band density of states and increase of the relative permittivity
in the 5iGe alloy.

In the case of p-type GaAs good agreement with experimental data [142], [143] is obiained.
The few available experimental data for n-type GaAs suggest sometimes lower [147] (open
triangles in Fig. 3.27) values for BGN and more often higher [148] (filled triangles) than
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Fig. 3.24: Temperature dependence of the bandgap narrowing in n-GaAs
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our model delivers. This confirms the importance of modeling BGN in -V semiconduc-
tors, instead of leaving this effect unconsiderad, which is the case with most device simulators.

Experiments showed higher BGN in n-InP than in n-GaAs [149]. Higher conduction band
density of states and lower relative permittivity explain the expected higher values for BGN
in AlAs and GaP (Fig. 3.28) than in InP, GaAs, and InAs. The parameter values are taken
from [108]. The model is physics-based and countains no free parameters except the ratio
AEc/AFE, nsed in {3.74).

3.3.4 Effective Carrier Mass

In this work, parabolic conduction and valence bands are assumed, and the effects of band
norn-parahbolicity are assumed to be negligible. Therefore, effective masses for each of the
three conduction band minima (I, X, and L} can be defined and used to calculate the density
of states (DOS). The DOS in the valence band can be characterized by the effective masses
of three sub-bands, all in the center of the Brillouin zone: two degenerate sub-bands of light
and heavy holes, and the split-off sub-band. The contribution of the split-off band, which is
depressed in energy and is much less populated, is nsglected in this work.

The effective DOS masses scaled by the free electron mass give relative carrier masses. In
materials with direct bandgap the value of the relative mass for electrons from the T valley is
considered. In the case of materials with indirect bandgaps namely 5i, Ge, AlAs, and GaP the
transverse and the longitude eleciron masses (my,; and my;) from the X valley (respectively
L valley for Ge) are taken intoc account by (3.86). For all materials the hole masses are
caleulated by (3.87) accounting for the heavy and the light hole masses (my; and myy) [86].

hy for GaAs, InAs, and InP
5 W 1/3
— 7 ._4 7 ) N 4o } ~ } ) ‘
Mgn = e = (””nt'mm) for 81, AlAs, and Gal (3.56)
Jifa
iy = (m’%t "mm,l) for Ge
’ B 2/3
3/2 3/2 ‘
Mop = ("Y’ i T, ) {3.87)

The model parameters myp, ™, Mar, pp, and my; are summarized in Table 3.16. In
addition, the calculated values for my and myg, are included, after comparison to caleulated
values reported in literature.

Material | mp iy, X My Mipf | Mgy | Tpr | My References

St 0.328 | 0.1% | 0.98 | 0.55 | 0.48 | (.16 (90, 86, 85!
(e (0.222 | 042 | 0.082 | 1.64 | 0.28 | 0.29 | 0.04 (90, 86, 85, 94]
GaAs (0.067 0471 1 0.229 | 1.987 | 0.49 | 0.49 | 0.08 | [117, 86, 115, 150]
AlAs .15 0.38 | 0.19 5 1 0.81 | 0.76 ) 0.16 108, 71]
InAs (0.023 0.64 | 0.271 | 3.619 | 0.41 | 0.41 | 0.025 [86, 85, 88, 94]
InP 0.077 0.462 | 0.273 1 1.321 | 0.64 | 0.6 | 0.12 (108, 71, 92, 94]
GaP 0.15 (.5 0.25 | 1.993 {1 0.8 | 0.79 | 0.14 [85, 94, 73, 91]

Table 3.18: Parameter values for modeling the effective carrier magses
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The temperature dependence of the relative carrier masses is well studied in the case of Si {see
[120] and references therein}. However, for I11-V materials such data are scattering or missing
and the effect is often neglected. A linear temperature dependence {3.88) is sufficient to model
the relative electron masses for all materials {151]. A qguadratic temperature dependence
model {3.89) is introduced for the relative hole masses, as the stmplest expression sufficient
to fit well the data for Si. Table 3.17 summarizes the values of the model parameters. The
values of g, shown in brackets are not taken into account for basic malerinls. They are
used in the calculation of the relative electron masses in alloy maieriols.

Material | Minimum My M Moy | My | Moy
o3 X (3.321 0.009 (.55 0.6 | -0.1
Ge LX) 0.2158 (.42} 0.8068 | 0.2915 | 0.1

GaAs (¥ 0.067(0.471) | -0.0036 | 0.49

AlAs K (I 0.38(0.15) | -0.0036 0.8

InAs (¥ 0.0237(0.84} | -0.0027 | 041

InP (X} . 07" (0.462) | -0.004 0.64

P X AT 5(0.15) 0.6

Table 3.17: Parameter values for modeling the effective carrier masses

i :
My = Mog + Ty, (SOOLK> {3.88)
T T )2
My = Mop+ Mg (————————%DI K) +mep - <—————300LK> (3.89)

For alloy materials a temperature dependence is introduced first. Then a quadratic interpo-
lation of the masses is used as a function of the material composition of an alloy A:_,B,.

’mAB = mA {1 - z) -+ 'mB ----- FCme (L—2) 2 {3.90)

Cin are bowing parameters summarized in Table 3.18.

Material | Oy ‘mp | Reported Range References

Size -(.183 | -0.096

AlGaAs | 0.0 0.0 [110, 93]

InGaAs | -0.012 | -0.03 0.038-0.044 (152, 93, 1583] x=0.53
InAlAs 0.0 0.0 $.070-0.083 1102, ‘H 111, 153] z=0.52

InAsP 0.0 0.0
GaAsP 0.0 0.0
InGaP 0.0 0.0 0.092-0.118 (103, 154, 155, 156] x=0.5

Table 3.18: Bowing parameter values for modeling the effective carrier masses

For materials where the bandgap changes between direct aud indirect the relative electron
mass of the lowest band is considered. Such examples are AlGaAs (Fig. 3.29), InAlAs
{Fig. 3.30), InGaP (Fig. 3.31}), and GaAsP. TFor other maberials, such as InGaAs (Fig. 3.32)
and InAsP only the T’ valley masses are considered. For 5iGe a strained bandgap without
X-to-L transition is assumed and only the X-valley masses are nsed in the interpolation.
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Fig. 3.29: Relative masses of electrons and holes in AlGaAs as a function of the material composition
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Fig. 3.30: Relative masses of electrons and holes in InAlAs as a function of the material composition
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Fig. 3.31: Relative masses of electrons and holes in InGaP as a function of the material composition
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Fig. 3.32: Relative masses of electrons and holes in InGaAs as a function of the material composition
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3.3.5 Effective Density of States

The effective density of states {DOS) in the conduction and the valence bands are expressed
by the following theoretical expressions [86):

2-7-my - kg T\
Ne = Q-JWG'( = m;:z Z L) {3.91)
D oqr ey ke To 32
Ny = z.( z ’”ZQ 5 L) (3.92)

M represents the number of equivalent energy miniwa in the conduction band.

Material | Mg || Material | Mo
Bi 6 InAs 1
Ge 4 nP 1
Gads 1 GaP 3
AlAs 3

Table 3.19: Parameter values for energy minims in the DOS model

For Si an alternative model based on data after Green [120] is implemented, which is based
on a second order polynomial fit.

. i—_-vJ r].rv‘ 2 ) )
A‘TC,V - »ZVO,U -+ Nl,u ‘ (r - »I ) + -NQ,U ) (gﬁfﬁ?"}‘f{") (393)

Material | Ngnlem™] | Nyyfem™] | Noplem™] | Nygplem™] | Nyglem™3] | Noplem 9]
Si -0.14e19 1.56e18 1.44e19 -.17e18 0.93:19 2.34e19

Table 3.20: Parameter values for modeling the effective carrier masses

tn the model for alloy materiols effeciive carrier masses of the constituents are used in the
expressions (3.91) and (3.92}.

In the case of a fransibion befween a direct and an indirect bandgap in IH-V ternary com-
pounds the valley degeneracy factor My is modeled by an expression egnivalent to the one
proposed in [157].

Mo = MY . exyp m_é_______gz_.) + ML . ex (___g_______’éz_.) 3.94
¢ “ EXP( kg - T, " e exp - kp Ty, (3.94)

The superscripts d and i dencte direct and indirect, respectively.
In the case of SiGGe the splitiing of the valley degeneracy due fo strain is modeled accordingly
as iu [158].

L o 6E¢ o §F e .
Mg = MZ - exp ( . r) + MEe. (1 ----- exp ( T 1)) {3.95)

Here, § B denotes the energy difference between the valleys shified down and up in energy,
respectively. It is set equal to 0.6 eV as given in [158].
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3.4 Carrier Mobility

Electron and hole mobilities, u, and gy, are among the most important carrier transport
parameters. They are basic inputs for expressing the current in the semiconductor.

Carrier mobilities are influenced by several physical mechanisms, such as scattering by in-
teraction with thermal lattice vibrations, charged or neutral impurities, lattice defects, and
surfaces. For alloy malerials also alloy scattering mechanism has to be acconnted for.

For 8i the established mobility model of MINIMOS 6 [43] is used. For a more detailed
discussion see [159, 160]. The approach is extended for all other semiconducior materials.
The mobility models have to support both the DD and the HD transport models. While
the low-field mobility is independent of the trausport model used, the high-field mobility is
modeled in a different way. Thus, the various effecis affecting the mobility are grouped into
low-field effects, including the impact of lattice scattering, ionized impurities scattering, and
surface scabtering, and high-field effects, respectively.

(e}

3.4.1 Lattice Mobility

At finite temperature the lattice atoms oscillate about their equilibrium sites. The carriers
are scattered and this results in a temperature dependent mobility p'. The superscript L
stands for lattice scattering. The temperature dependence of the lattice mobility is modeled
by a power law for all semiconductors.

RIRY
M}I = :UfI:J,goo : ( """""" - ,) ) v=mn,p (3.96)

The parameter values used in this model for electrons and holes, respectively, are sunmmiarized
in Table 3.21.

Material | v | gl 300 [om®/Vs] | vo, Range References
5 n 1430 3 1560 56,50, 85
p 460 -2.18 450-500 (86, 90, 85]
(e n 3860 -1.66 3900 [86, 90, 85, 161]
o 1800 233 1900 [86, 90, 85, 161]
Gads el 8540 -2.2 8500-9400 | [86, 117, 85, 162]
p 860 -0.9 400-492 (86, 117, 85, 162]
AlAs B 410 -2.1 400-1200 (162, 117, 85}
b 130 22 | 130-420 93, 117, 85]
InAs 0 32500 -1.7 | 22600-34000 | [117, 86, 92, 162]
P 510 23 | 200-530 | [117, 86, 92, 162]
nP B 5300 -1.9 4200-5400 {117, 86, 91]
D 200 42 | 130-180 1117, 86, 85]
GalP 0 210 -1.94 116-300 [86, 92, 91, 85}
p 160 -2.0 75-150 86, 117]

Table 3.21: Parameter values for the lattice mobility
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3.4.2 Jounized Impurity Scattering

In semiconductor devices mobility reduction due to ionized impurity scattering is & dominant
effect. The influence of lattice and impurity scattering must be combined o obtain an effective
mobility ™. In MINIMOS-NT the following models are available.

Mobility Model of MINIMOS 6

To account for mobility reduction due to ionized impurity scattering, the formula of Caughey
and Thomas [163] is used in conjunction with temperature dependent coeflicients. Cr denotes
the concentration of ionized impurities. The model is well applicable for 5i.

o é-L __,,min ‘ ‘
Pl = min “(iy“ (3.97)
I+ (Cref)
. e Tw _
Hi500 © (m) T > 200K
i = o ., (3.98)
min b 1, Tey s
#y.300 (fJ ; (%OK) T <K
. § TI Ya,v
O = G- ( ] ) 3.99
v »300 A 300 K (3:99)
CF 4,y
Qy T G300 (m) {3.100)

Simpler expressions are applied to other basic materials. By setting 1, = ya, and 7y, = 0,
{3.98) and (3.100}, respectively, reduce to

1 mi TL T . .
= s ( g‘@'@"i"{) (3.101)
Gy = Oy300 (3.102)

The model parameter values are summarized in Table 3.22. The results delivered by the
model for the hole mobility as a function of the doping concentration for various III-V group
binary semiconductors compared to measured data are shown in Fig. 3.33.

Model for Majority and Minority Electrons

Though numerous theoretical and experimental papers [164, 165, 166] on electron mobility
in semiconductors have besn published there are still some issues under discussion, particu-
larly in the very high doping regime. The difference between majority and minority eleciron
mobility is a well-known phenomenon caused by effects such as degeneracy and the different
screening behavior of electrons and holes in semiconductors. However, the mobility models
usually employed in device modeling do not reflect these facts.

One of the basic assnmptions in the models for ionized-impurity scabtering is that the charge
of an impurity center is treated as a point charge. In the approach from [140] it was shown
that considering the spatial extent of the charge densify one can explain various doping effects
due to the chemical nature of the dopant at high doping concentrations. In {140} Monte-Carlo
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Material | v M%réo em?/Vsl | vy | 1o 7f§f§oo [em ™1 | 5. | @uaoe | Yo
Si n &0 (.45 | -0.15 1.12e17 3.2 0.72 | 0.065
P 45 -1.45 | -0.15 2.23e17 3.2 0.72 | 0.065
{3e ol 356 2.6e17 (.56 0.0
P 300 1.0el? 1.0 0.0
GaAs 1 3060 -39 | -0.8 1.0el7? 6.2 (0.5 (0.0
P 44 1.0el7? 0.5 1.0 0.0
AlAs ol 10 1.0el7 0.5 0.0
p 5 2.9e17 05 | 10 | 00
InAs ol 117060 -3.33 | -0.33 4.4¢16 3.6 0.5 0.0
P 48 2.55el7 0.5 1.0 0.0
InP n 1520 2.0 2.0 6.4el8 3.7 0.5 0.0
D 24 1.2 1.2 2.5el7 0.47 1.0 0.0
GaP n 76 -1.07 { -1.67 2.85e17 1.8 0.5 0.0
P 27 2.33el7 1.0 0.0

Table 3.22: Parameter values for the irapurity mobility

{(MC) simulation results for the low-field mobility in silicon, covering arbitrary finite concen-
trations, temperatures and dopants are presented {see Fig. 3.34 and Fig. 3.35). The minority
mobility at doping levels above 10*% cm™® exceeds the majority mobility more than three
times at 300 K. The difference gets even stronger at low temperatures {up to sixteen times).

A model which distinguishes between the majority and winority electrons in 51, as well as
between dopant species is described iu {167, 168, 66]. Although iuitially proposed for the
majority electron mebility in S

i’in i"l ;1’2 _+_‘ jj’] /3 _{“ IU,Q (3']03)

LI
M = SN
b e
1+ ( T) (1)
Cl 14 Cg

offers enough fexibility to model also the minority electron mobility in Si (see Fig. 3.36). In
general, it can be applied also for any other material of interest (Fig. 3.37, Fig. 3.38). {3.103)
is similar to (3.97), a function with two extreme values (4" as a maximum and gy as a min-
imum mobility). (3.103} is a mathematical function which can deliver a second maximum or
minimum at very high impurity concentrations depending on the sign of gy, Thus, it allows
both majority and minority carrier mobilities to be properly modeled.

1o [169] an automated parameter extraction using an optimizer {170} for the mobility models
was presented. Most of the existing experimental data on the low-field mobility together
with accurate MC simulations for Si {140] and for I11-V semiconductor compounds [128, 171,
172} are used as input. The temperature dependence of the lattice mobility p},j preserves
the expression {3.96). The majority electron mobility 1% is modeled as a fonction of the
donor concentration Np and the lattice temperature. The temperature dependence of the
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Fig. 3.33: Hole mobility vs. doping concentration at 300 K: Comparison between the model and

experimental data

parameters p1, pe, C1, C2, a, and § is modeled by simple power laws.

L
maj _  Hn — H1 — H2 1
Cr * (a)
maj 1L "
Bl = H1.300 " 300 K
_ maj TL 72
K2 = Hg300 " m
TL 3
@ = s (300 K)
5 = maj ( T )74
T 7300 300 K
T 5
Ci1 = Ci300- (300—LK>

maj TL e
02 = C2,§80 : (300 K)

ﬁ"‘/”?

(3.104)

(3.105)
(3.106)
(3.107)
(3.108)
(3.109)

(3.110)

The minority electron mobility u™® is modeled as a function of the acceptor concentration

n

N4 and the lattice temperature. The parameters C; and « preserve the values from (3.108)
and (3.110), respectively. The new parameters u1, pa, Ca, and S, used in the calculation of
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Fig. 3.34: Majority mobility in P-, As- and Sbh-doped silicon at 300 K: Comparison between MC
simulation data and experimental data
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Fig. 3.35: Minority mobility in B-doped silicon as a function of concentration: MC simulation data
at different temperatures
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CHAPTER 3.

Fig. 3.36: Comparison of the analytical model and MC data for electron mobility in Si at 300 K
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Fig. 3.37: Comparison of the analytical model and MC data for electron mobility in InP at 300 K
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Fig. 3.38: Comparison of the analytical model and MC data for electron mobility in GaAs at 300 K

ppt™, again follow simple power laws as a function of temperature.

L

'H;_:lin _ Ha — ;'-L{.T_ ;—iﬂé 4 J'-HT 2 4 pg (311]_)
(T ()
‘ C"l (}2
. KW ‘
mo= i (50 (3112)
» T, Y8 * ‘
B = 5500 - (m) (3.113)
- T ™
8 = pait —) 3.114
: HH00 (:-mn K S
’ T, 38
e = oL, [ 3.115
: v (3(1() K) ( )
To account for a superposition of doping profiles a harmonic mean is used [168].
Ll _ . 1 1 l 3.116
= \ e ¥ T g

The model parameters used for 5Si in the range 70-500 K and for GaAs and InP at 300 K are
summarized in Table 3.23.
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Parameter Si aAs Top Tt
11500 52 | 2590 | 1140 | em?/Vs
i -{.18 - -

lirzn;éo 8 133 20 em? fVs
V2o -1.4% - _

ﬂingé() ~200 -T50 -T42 CmQ /iVS
o -0.58

12,300 230 | 1400 | 1920 | em®/Vs
T8 -1.02

@200 0.7 0.7 0.6

ot 0.02

P00 5.33 1.7 2.5

i’y -9.5 - -

Baue 2.0 2.8 3.2

T -1.2

C1,300 1.17e17 | 0.5e17 | 4el6 cm 3
¥s 3.55

5 300 58020 | 1.8¢18 | 1.6e19 | cm
V6 0.134

3500 1.0e19 | 1.4e19 | 1.6e19 cm o
V1o 0.12

Table 8.23: Parameter values for the majority /minority impurity mobility

Masetti Mobility Model

The Masetti bulk mobility model [173] is a default mobility model in several device simulators,
e.g. [40, 41]. Tt can be treated as a simple case of (3.97), only valid at 300 K.

M%(JO T Hming Hy (3]}7)

Cr\* AN
1+ (___1;) 1+ <£“’_)
Cr Cr
1t can be useful to compare some of the parameters from the majority mobility modet at 300 K
to the default values of the Masetti model (without P, = 0) as it is shown in Table 3.24.

Parameter =i Parameter | Magetti Unit
’{’L?%(? 82 — -56.1 (;1112/"\]5
#4300 , 8 Brini 68.5 em?/Vs
£ 300 + Ho.300 60 Fining 68.5 em?/Vs
C1,300 1.17e17 O, 6.9¢16 -
C;rf:?go 5.8e20 , 3 4690 cm—3
« 0.7 o 0.711

s 5.33 ~f -1.98

Table 3.24: Comparison between model parameters for majority electrons in St at 300 K and the
parameter values for the Masetti impurity mobility model
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3.4.3 BSurface scattering

Mobility Model of MINIMOS 6
Surface scattering is modeled by the following empirical expression [160]

]ref o LT refy | 1 — Fa
- py e — )S( - (y)), (3.118)
Wy ’
14 Fly) - (mSg‘Ef)
] T Y5, .
p = o <m300LK> ; (3.119)

The function F{y) depending on the surface distance y describes a smooth transition between
the surface and bulk mobility [174, 175]. The parameter y*f describes a critical length.

. 2
2. cXp (' (""ﬁ'}:) )
Y
2
Y

The pressing forces S, and 8, in {3.118) are equal fo the magoitude of the normal field
strength at the interface if the carriers are attracted by the interface, otherwise zero.

(3.120)

Fly) =

Pararceter | electrons | holes Unit
#5500 633 240 | em?/Vs
V5. -1.19 -1.09

yref 10 10 nm
gret Te?7 | 2.7e7 | V/m
V6,0 1.68 1.0

Teble 3.25: Paramster valuss for surface mobility reduction in Si - MINIMOS 6 model

Lombardi Mobility Model

Lombardi et al. [176] suggested another surface mobility degradation model. There are two
surface scattering contributions due to acoustic phonons, fi,., and surface roughness, iy
They are functions of total doping concentration € and the pressing forces 5, and 5,.

L
By Chage - O .300 |
/J’la;c - yg s 1}_/3 ’[’ ¥ = 1, p (3w121)
v My ° -ZL
- D
e (3.122)

Sy2
The total mobility is expressed by a Mathiessen rule:

1 to1 1
— T T T T o
A i

(3.123)
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Parameter | electrons | holes Unit
.By,;;()g 4.75e7 9.925e6 (’.-}in/S

U 00 &80 2947 cm5/? / V3/3g
Ly s00 3.125 0.0317

2, 500 5.82e14 | 2.05el4 V/s

Tahle 3.26: Parameter values for surface mobility reduction in St - Lombardi model

3.4.4 High-Field Mobility for DD Equations

In the case of Si the mobility reduction due to a high field is modeled by
2. s
pUSF Hy (3.124)

o Q B, 1‘/ By
9. LIS | F 2y
1411+ (”ut ________ v ) )
yiat

grad ¢ + v grad {Ur, - v)
@
Sy = 1, 8 = 4] (3.126)

F, = (3.125)

Here F, represents the driving forees for carrier v, and Up, are the carrier temperature
voltages. The saturation velocities v3% are calculated in a separate model by (3.134). A
more detailed discussion on mobility models for 11V compounds can be found in [177, 178].
For 11}-V materials two models are available, one giving a monotonic velocity versus field
curve, while the other one includes an area with negative differential mobility [179].

I

pEF (R = Py s VP (3.127)
LI, g \ v
Yy - -ﬁ;/
1+ ( V,Uga,t )
) Fba—l
o O
pn' (Fp) = S (3.128)
1+ j;%n
F

F, represents the driving force and v%2' the saturation velocities according to (3.125) and
{3.134), respectively. The default parameter values used in (3.124) and {3.127) are summa-
rized in Table 3.27. (3.128) is taken for the electron mobility in HI-V materials. It includes

Material | Sn | 5
Si 2.0 1.8
11E-Vs 2.0 | 1.0

Table 3.27: Parameter values for DD high-field mobility model

an additional model parameter, Fy, which is the eritical driving force approximately at which
the overshoot in the velocity-field characteristics appear. The defanlt parameter values are
summarized in Table 3.28.
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Material | 5, | FolV/cm]
Gahs 4.0 4e3
AlAs 4.0 463
InAs 4.0 2.2e3
InP 3.0 10e3
Gal 2.0 10e3

Table 3.28: Parameter values for DD high-field mobility model
3.4.5 High-Field Mobility for HD Eguations

The deviation from the ohmic low-field mobility is modeled as a function of the carrier
temperature, T, after Hansch [180)].
LIST i
LIST . 3.129
Hy 1+ e (T, —T1) (3.129)
3 . k . LIS .
Bl (3.130)
297 (Y

@y
7. denotes the energy relaxation times and 52
spectively in (3.138) and in (3.134).

For some [11-V semiconductor materials a multi-valley mobility model can be used. In the
following model a weighted mean is calculated from the low-field mobilities of the I~ and
L-electrons [181].

are the saturation velocities calculated re-

Li inl »3
Hp 1 + Bp1 P,

LIT 3131

= 3.131

P 3/2 Frg o B .

A o= 4. ( Zf?_zf_) exp ( CLOI> (3.132)
o N kB ‘ Tn

Py denotes the ratio of the T' and L-valley populations [86]., The valley mobilities /;LEF and
pid account for impurity scatiering after (3.97), and are constant with respect to the lattice

temperature.

Parameter Gals Unit
i, ¢ 8000 cm?/Vs
by, 400 cm?/Vs
pin 1500 em?/Vs
et 1.426e+17 | om™3
ty 0.5385

Tn,T 1.2 ps
Tn,LL 0.6 ps
vEe 2.5e5 m/s
@;’;?i 0.9¢5 m/s

Table 3.28: Parameter values for the two-valley HD mobility model
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Semiconductor Alloys

In the case of alloy materialsthe model employs the low-field mobilities u™' of the basic
materials (A and B) and combines them by a harmonic mean.

T S A TR S M (3.133)

5
,rﬂ

U, is referred to as nonlinear or bowing parameter.

Material | O, [em®/Vs] | O, , [em®/Vs]
SiGe led -100
AlGaAs 180 le6
InGGaAs le§ 1e6
InAlAs 1e6 le6
InAsP lef lef
(zaAsP le6 le6
InGal lef 1eb

Table 3.30: Parameter values for mobility model for aloy materialg

For calculation of the high field mobilities no additional parameters need to be specified for
Lo > »

the model. The respective interpolations between the basic malerials are carried out in the

models for the saturation velocities and, in the case of HD simulation, of the energy relaxation

times.

3.5 Velocity Saturation

The temperature dependence of the saturation velocities of electrons and holes in basic ma-
terials is caleulated by

sat

vff‘t - Y300 i (3.134:)
1~ Ap+ Av- (L ------ >
300 K
The following model parameters from [182] are used.
Material | vp¥o (m/s] | A | 95850 (m/s] | Ay
5 1.0 0.26 0.704 0.63
Ge 0.7 0.55 0.63 0.61
Gals 0.72 .56 0.9 0.41
AlAs 0.85 0.55 0.8 0.3
InAs 0.9 0.57 0.5 0.3
P 0.67 0.68 0.5 0.3
GaP 0.88 .30 0.5 0.3

Table 3.31: Parameter valuss for velocity saturation model
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In the case of alley materiels the temperature dependent saturation velocities are calculated
first using (3.134). For an alloy A1, B, the model suggests a quadratic interpolation between
the saturation velocities for electrons of the basic materials (A and B) depending on the
material composition z. In case of holes a linear interpolation is assumed.

v =t (1—2)+ o) o4 Oy - (1-2) 2 (3.135)

The bowing parameters , ,, and O, , are summarized in the following table.

Material | Oy pnim/s| | O o[m/s]
SiGGe -2.28 0.0
AlGaAs | -0.0512 0.0
InGads -{.196 0.0
InAlAs -2.13 0.0
InAsP 0.0 0.0
GaAsP 0.0 0.0
InGaP ~0.3 0.0

Table 3.32: Parameter values for velocity saturation model for alloy materials

3.6 Energy Relaxation Time

In this section the models for the energy relaxation times of electrons and holes, in 5i, Ge,
Size, and 11I-V materials are presented. The energy relaxation times are used in the HD
mobility models, in the energy balance equations of the hydrodynamic transport model, and
in the lattice heat flow equation.

A counstant energy relaxation time (7}, or a guadratic dependence on the electron temper-
ature [183, 184], are usually assumed. A precise simulation needs to include the dependence
of 7¢, on the latiice and carrier temperatures.

An empirical model for the electron energy relaxation time has been suggested in [185]. Tt is
based on Monte-Carlo simulation results [94], and is applicable to all relevant diamond and
zine-blende structure semiconductors. The energy relaxation times are expressed as functions
of the carrier and lattice temperatures, and in the case of semiconductor alloys of the material
composition. The influence of doping concentration is not taken info account.

3.6.1 Methodology

Depending on the semiconductor material under investigation, different results are available
b &
from Monte-Carlo simulation. Two methods - direct and indirect - are used to obfain 7.
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The Direct Method

For 5i, Ge and GaAs, the dependence of the electron energy relaxation time and the av-
erage electron energy, w, on the electric field are available in [84]. The average energy is
approximated by the thermal energy, with the kinetic term being neglected:

w = ; Ay 0L+ E kg T ?*kg i (3.136)

2 2 2

where my,, v, and T, are the electron mass, velocity and temperature, respectively. This
approximation, together with the interpolation of the Monte-Carlo simulation results for
different electric fields allows fo obtain directly 7., as a function of the electron temperature
at different latfice temperatures. This procedure is called direct method.

The Indirect Method

In the case of binary and ternary I11-V compounds, such as InAs, AlAs, In,Ga; 4 As, and
Al Gay g As, the dependence of 7., on the electric feld is not available. In this case 7., is
calculated in an indirect way, using the dependence of the electron velocity on the electric
field from [34]. The local energy balance equation [86] is obtained by veglecting the energy
Hux:

3-kg T,-T1
2.q ‘ Uy - F
where q is the electron charge, 71, the lattice temperature, and F is the electric field. Using
{3.136) and the dependences of the average electron energy and the eleciron velocity on the
electric field, 7., is extracted. This procedure is called indirect method.

(3.137)

Ten =

results from both the direct and indirect methods. The correct values are extracted by the
direct method as it is based on less approximations. It turns out that 7., is overestimated
by using (3.137) in the indirect method. Nevertheless, the saturation value of 7., at high
electron temperatures, 7 s, and the location of the peak, T}, peax, are independent of the
methodology used. This criferia are used for correct estimation of 7., in materials where
only the indirect method can be applied.

3.8.2 The Relaxation Time Model

The following expression is used to model the electron relaxation time as a function of the
carrier and latiice temperatures:

S

) T; W2 ) ] f’['»
ren = Teptrarexe i (e +Co ) +Co (5 + €0 ) + o (5505 ) ) 3199

In case of holes a constant energy relaxation time is assumed.
Tep = Te2 {3.139)

The fexibility of this function allows iis easy adaption to all considered materials. For Si,
Ge, and 11V binary materials, all parameters in (3.138) are summarized in Table 3.33. In
the case of II-V semiconductor alloys the dependence of 7., on the material composition
z is included. 7.p and Cy are modeled as a quadratic function of ®. The parameters are
summarized in Table 3.34.
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Fig. 3.39: Energy relaxation time as a function of electron temperature: Results from the direct and
indirect method for GaAs

1.0 . T . .

0.8

0.4

0-2 M 1 i 1 M
0 10 20 30

T,/ 300K

Fig. 3.40: Energy relaxation time as a function of electron temperature: Comparison of the model
and MC data for Si at several lattice temperatures
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Material | 7.4 [ps] | 7e1 [ps] | Co ) Yo Cy | 72 [ps]
S 1.0 -(1.538 0 1 0.0015 ) -0.09 | 0.17 0.4
Ge 0.26 1.48 0 1 -0.434 § 1.322 O (.4
(GaAs (.48 0.025 0 | -0.083 | D.853 | B.5 1.0
AlAs 0.17 0.025 61 | -0.053 | 0.853 ) 0.5 1.0
InAs (.08 0.025 3 | -0.0B3 | 0.883 | 0.5 1.0
InP 0.5 0.21 -18 1 -0.04 g 0 1.0
GaP 0.04 .21 16 1 -0.04 0 0 1.0

Table 3.33: Parameter values for the energy relaxation time model for basic materials

Elementary and Binary Semiconductors

The direct method is used for 5i, Ge and GaAs, and the indirect one for AlAs and InAs,
depending on the MC data available. Fig. 3.40 shows the values for 7., in 5i obtained from
the model (lines) and Monte-Carlo results (circles and triangles) at different lattice temper-
atures. The energy relaxation time slightly decreases with increasing lattice temperature. It
is also observed that for high electron temperatures, 7, tends to saturate.

At very low electron temperature 7., starts to increase. This effect is not reproduced by
the model. When the electron temperature i3 closs {o the lattice temperaturs, the term
(T, — 11}/ 7e,n appearing in the energy balance tends to zero [183], thus the influence of 7,4,
is negligible, and therefore its increase can be neglected.

In GaAs and Ge similar behavior was observed at very low electron temperature, and the
sarne assumptions as for 5i are made. In the case of Ge Fig. 3.41 shows that 7., is nearly
independent of the lattice temperature, except for very low electron temperature. Therefore,
any lattice temperature dependence is neglected (C3 = 0 in (3.138)). The sharp initial fall is
attributed to the increase of optical and inter valley scatiering as the electrons are heated by
the field [186].

The results for Gads are shown in Fig. 3.42. At high electron temperatures 7., tends o
some saturated value and becomes independent of the lattice temperature. For low and inter-
mediate electron temperatures, the behavior can be attributed to the transition of electrons
from the I' to the L valleys. The electron temperature for which 7., reaches the peak value
is independent of the lattice teroperature. The associated average energy, 0.31 eV, is close o
the energy difference between the two valleys, 0.27 eV.

Semiconductor Alloys

The similar behavior of the energy relaxation time 7., in In,Ga;_ As and ALLGa;_,As o
that in GaAs can be seen in Fig. 3.43 and Fig. 3.44. Thus, 7., of alloy materials is modeled
by preserving the standard deviation and the amplitude of the funciion obtained for Gads
with the direct method and by adjusting then the position with the material composition
dependence of 7o {7esat) and Cy {1}, poaic)-
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Fig. 3.41: Energy relaxation time as a function of electron temperature: Comparison of the model

and MC data for Ge
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Fig. 3.42: Energy relaxation time as a function of electron temperature: Comparison of the model
and MC data GaAs at several lattice temperatures
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For 7.5 and Cy of alloy materials (A;_,B;) the model suggests a quadratic interpolation
between the the values from Table 3.33 for the basic maierials (A and B) depending on the
material composition z.

Té‘éj = 7‘6‘% (1 -z + Tfo cx+Te-(1—2) -z (3.140)
CiB = CH (1) +CB 2+ C-(1-2)-2 (3.141)

7 and O are referred to as bowing parameters. The values nsed in this model are summarized
in Table 3.34. The indireci method is applicable for all semiconductor alloys as explained

Material | 7¢ [ps] | 71 [ps] | € 4 Cy | Og | 7e2 [ps]
AlGaAs | -0.35 0.025 | -1 {-0.053 | 0.853 | 0.5 1.0
1nGads 1.8 0.025 | -34 { -0.053 | 0.853 | 0.5 1.0
InGalP 3.4 0.21 -5.2 1 -0.04 0 L 1.0

Table 3.34: Parameter values for energy relaxation times in alloy materials

in Section 2.2. The lattice temperature dependence of 1., of GaAs is preserved for both
semiconductor alloys considered, Al Gay_,As and In,Ga; ,As. This approximation is more
accurate for low material composition, which is more frequently used {z < 0.3).

In Fig. 3.43 the results of the model for Al,Ga; ;As at 300 K for different material com-
positions 2 are shown. Note the shift of the electron temperature, at which 7, reaches its
maximum to lower values with the increase of z. For high values {z > 0.4) no peak valus of
Ten i8 observed. This behavior can be attributed to the composition dependence of the T,
L and X valley minima. When the Al fraction changes from 0 to 0.3, the energy difference
between the I' and L valleys varies between 0.27 and 0.1 V. The corresponding change of the
electron energy associated to the peak of 7,5, varies between 0.31 to 0.1 eV. Furthermore,
for Al coutents z > 0.4 the X valleys are the lowest ones, and the bandgap becomes indirect.
This explains the abseuce of a peak of 7, for x > 0.4,

For IngyGaq . As similar results are obiained in Fig. 3.44. There is a shift of the maximam
Ten 0 higher values with increasing Indium composition up to ¢ = 0.53. This can be
explained with the electron population change due to I' — L fransitions. For InAs a quick
shift to lower values is observed, not explained by the dependence of the energy valleys on z.
Monte-Carlo simulation results show that at very high Indium contents the average electron
energy decreases and the saturation driff velocity increases very much, but no clear resulis
are available in this case.

Model Application

The energy relaxation times are used in the HD mobility model (3.129) and in the relaxation
terros of the energy balance equations (3.8} and (3.9). Additionally, if self-heating is included,
the energy relaxation times are used in the relaxation terms of the lattice heat flow equation

(3.17).
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Using non-constant electron energy relaxation times in {3.128) allows proper modeling of
the velocity overshoot in the velocity-field characteristics for ITI-V materials. In addition,
it helps better accuracy for the bias dependence of small-signal paramesters to be achieved.
Good agresment with the MC simulation results and its simple analytical structure make it
attractive for device simulation.

3.7 Generation and Recombination

All described models in the next subsections evaluate a specific carrier recombination rate R,
The sum of the caleulated rates gives the overall recombination rate for the corresponding
carrier type. This overall rate denotes the inhomogeneity of the corresponding continnity
equations {3.2) and (3.3).

3.7.1 Shockley-Read-Hall and Surface Recombination

Carrier generabion in space charge regions and recombination in e.g. high injection regions is
modeled using the well known Shockley-Read-Hall (SRH) equation
2

RSFH e Sl -, nf =g -p 3.142
e {n+ni)+ 7 (p+p1) ' - ( )

The auxiliary variables ny and p; are defined by

., g+ Fy

' - Z\’r v T o8 e nan e e . : .],4'

m = No(T)-exp (TPt ), (3.143)
. - F F

R e (3.144)
kp - 7Y,

For trap energy level Ev located in the mid gap n; = p1 = n; and the recombination rate
has its maximum. The variables N and Ny are the carrier effective densities of states (see
Section 4.3). The dependence on the lattice temperature 73, is given by the variables ny{7})

and p1{7},) and the recombination lifetimes for electrons and holes, 7,(7%) and 7,{71.). The
thermal carrier velocities at 300 K are calculated using
{3.145)
to obtain the recombination fimes at 300 K
! (3.146)
T, 300 14b
K o1, N1 vna00 + Sn/fy’
1
Tp,300 = (3.147)

UT,[) B AT,I-. . 1&7{}5,30[3 + Sp/y

The recombination times are modeled using traps of donor, acceptor, or neutral type, re-
spectively, of trap density Ny, and the trap capture cross sections for slectrons and holes,
orn and ory,. The effect of surface recombination is included by using non-zero surface
recombination velocities for electrons &, and holes &, respectively. The effect is stronger
with decreasing distance to the surface y.
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Finally, the temperature dependence is included. The effect of trap assisted band to band
tunneling (TBB) in Si is accounted for by a field enhancement factors I',, and 'y, which are
modeled after [187]. As TBB is of importance only for materials with indirect bandgap this
effect is neglected in literature for technologically important HI-V materials, which have a
direct bandgap (see Section 3.3.1).

00K\ 1.
(1) = ( = ) 20 (3.148)
+ L Thn
300K \32 1. .
() = ( i ) °1f’;__3(£?p, (3.149)

The default values recommended for the SRH recombination model are summarized in the
following table:

Material | Ny [em™] | By [eV] | oz, [m%] | o0y 2] | S, [m/s] | S, [m/s]
=i, Ge lel3 6.0 le-15 le-15 0.0 ¢.0
IT-Vs 2e16 0.4 le-14 le-13 0.0 0.0

Table 3.35: Parameter values for SBEH recombination model

3.7.2 Auger Recombination

Auger-processes are modeled using a triple concentration product using the following equation
RAV = (G;?U -n+ C;‘U -p) . (n -p - n,;z) . (3.150)

The default values recommended for the Auger model are summarized in the following table:

Material C,f‘U lem® /5] C;,“-"v [em® /5]

S1&Ge 2.8e-31 §.9e-32
ITL-Vs 5.0e-30 3.0e-30

Table 3.36: Parameter values for Auger recombination model

3.7.3 Direct Recombination

The direct (radiative) recombination is of importance for direct bandgap semiconductors. In
51, Ge, and GaP it is of no significance for all possible conditions [188]. The recombination
rate is proportional to the carrier concentrations and is modeled using the following equation

RPIR = oDIR, ('n,  p - nz’z) . (3.151)

The coefficients CP™ have constant values from Table 3.37.
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Material | CP [mn? /g]
(GaAs 1.0e-10
AlAs 7.5e-11
inAs 2.1e-11
Inf” 6.0e-11
GaP 3.0e-15

Table 3.37: Parameter vahies for the radiative recombination model

3.7.4 Band-to-Band Tunneling

The direct band-to-band tuuneling model (BB) describes the carrier generation in the high
field region without any influence of local traps. The BB tunnpeling process describes the field
emission of valence electrons leaving back holes. In case the magnitude of the electric field
increases the trap assisted band to band tunneling process is replaced by the BB process.
Two models are used in MINIMOS-NT. The Schenk model [187] is a complex physically-based
model applicable to Si. Another simpler model [189] is applicable to all materials.

3.7.5 Impact lonization

The impact ionization (1) models support both the drift-diffusion (DD) and the hydrody-
namic {HD) transport models, therefore, electric field dependent DD IT models and carrier
temperature dependent HD I models are used in MINIMOS-NT.

Drift-Diffusion Impact Ionization

e DD simulation the model from [33] is used to calculate the IT generation rates for electrous
and holes, respectively. The overall generation rate is the sum of these two generation rates
and can be expressed as a negative recorobination rate.

il 11 Il |9 95| a 726
-8 =G5+ (Yp R T Oy bk . {3.152)
g g
The ionization coefficients oy, pyic and o i are expressed by Chynowetl's law
2. . [
et ey
oo n.bu @ 159
O, bulk = an,bulk FeXp Y — "R (&10{5)
E-1,
aerit By
e 00 ‘E’p,bulk ’ |JZ’7| 5154
Opouls = Fphylk " CXP | — | 5 (t 154)
: E-J,

The defanlt values are summarized in Table 3.38.

To account for surface effects, the surface ionization rates o, gur and oy g can deviate from
the bulk rates. The electron surface ionization rate is calculated in a similar way (analog for

N

holes)

&) | (3.155)

o0 E
Qi gurf = an,surf -eXp | — .3
Sy
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Material | oy puim ] E;f%ulk V/m] | Bn | ¥ pum p‘"gu]k V/m] | 8, | Reference
Si 7.03e7 1.231e8 1.0 1.528e8 2.036e8 1.0

Ge 1.55e9 1.560e8 1.6 169 1.28e8 1.0 [33]
Gahs 3.5e¥ $.85e7 2.8 3.5e7 6.85e7 2.0 (1901
GaP 4.0e7 1.18e8 2.0 4.0e7 1.18e8 2.0 (190!

Table 3.38: Parameter values for DD impact ionization model

F(y) is given by (3.120) and depending on the surface distance y describes a siuooth transition

between the surface and bulk generation rates. The parameter y

The final surface dependent ionization rate reads

ef denotes a critical length.

Oipeff = F(y) * &g surf “+ (1 - F(g)) * Qg bulke (3156}
The effect is considered only for Si and the following values are used:

Material | ap et (071 ﬁl“sturf [V/m] | o et [0 “;lslfuf [V/m] | 5 [nm]

ai 1.03e7 1.50e8 4.0e8 3.0e8 10

Table 3.39: Parameter values for surface DI impact ionization maodel

Hydrodynamic Impact Tonization

In a HD simulation, the carrier femperatures are used as parameters in the hydrodynaric im-
, Y

pact ionization model. The hmplemented equation for the electron generation rate depending

on the concentration n and the bandgap energy F, [191, 192] reads (analog for holes)

i AR i -1 o o
G {Ty,n) =n-A- (( - 2) -erfc(—:\/],—a -5 ﬁn@}{p(::)) . {3.187)
kg Ty .
== . 3.1
7, {3.158)

The prefactor 4 depends oun the carrier and lattice temperatures and the local bandgap

) 1
A(Ty, Ty By = &

exp (( Jg-

T

B -

7 i 7},
The variables Ty and Fy correspond to 300 K and (300 K}, respectively.

((/ 3 (Vil

7 - T

To >>

Material

Oy

Y
-3

Cy

Bi

9.531e-8

3.823

0.346333

(1.0922

(3.159)

Table 3.40: Parameter values for HD impact ionization model

The overall generation rafe is the sum of the electron and hole generation rates, and is equal
o a negative recombination rate

B =@ -G (3.160)
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Another simple, but very practical nodel is available for modeling the impact ionization rate
in all semiconductors. It reads for electrons

~8- K
G (To Thom) =+ A - exp( Tt ) (3.161)
kg - Tn
and, respectively, for holes
\ —-B-F
Gy (Tp, T, p) = p- A-exp (--;g -------- Tg> - (3.162)
ER - ip

The default values recommended for the simple HD H model are summarized in the following
table:

Material | As™] | B
SidGe 1lel3 | 0.92
HI-Vs 1813 1.0

Table 3.41: Parameter values for HD binpact ionization model

This model has been already successfully applied in simulation of GaAs-based and InP-based
HEMTs [193, 194]. However, i has not been applied in simnulation of 1LV HBTs yet.
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Chapter 4

Simulation Application

N this chapter simulation results for several different types of hipolar transistors are pre-
sented. The examples are selected to demonstrate a variety of applications which can be
covered by MINIMOS-NT.

4.1 GaAs versus 5iGe HEBTs

In addition to devices based on III-V semiconductor materials several simulations of 5iGe
HBE'Ts are performed as well. Simplified device structures are used in the early development
of MINIMOS-NT for testing the graded material composition and temperature dependent
models of the simulator.

4.1.1 The Test Device

A device with a conservative design is shown in Fig. 4.1. This structure was used as a refer-
ence device in [158]. It was initially used to tune simulations of AlGaAs/GaAs HBTs with
MINIMOS-NT and was later adopted for testing of 5iGe HBTs.

The electrical behavior at room temperature of 8 81 BJT, a 81 HBT with 5iGe narrow-bandgap
base, and a GaAs HBT with AlGaAs wide-bandgap emitter was studied in a comparative
way using the same geometry and HBT typical doping profiles with high base doping con-
centration of 10'® cm™%. The possibility to perform such simulations was presented in [195].

Later on in {124} a material composition optimization was shown. The optimization is au-
tomatically run using the VISTA framework [196] with ten operating points distributed at
equal distances of 11 nm over the 100 nm thick SiGe base starting from constant 20% Ge
content coustrained to 25%. The possibility to increase the maximum current gain and cutoff
frequency by material optimization can be seen in Fig. 4.2 and Fig. 4.3.
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CHAPTER 4. SIMULATION APPLICATION

g ; 2 Unit: um =
Contact
0.0
Emitter Contact
0.1
Base
0.2
Collector
0.8
Contact

Fig. 4.1: Simulated HBT test structure
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The cutoff frequency fr is determined using the quasi-static approximation, which can give

results close to those from a small-signal analysis, as shown in [158]

_ gm
fro= 2-7- Cip
_ AJc
Thus, by applying small steps of Vgg, fr can be calculated by
fr = AJc
T = 2 AQs

where A(Q)s is the change of the total charge in the device.

(4.1)
(4.2)

(4.3)

(4.4)

Furthermore, the impact of new mobility and bandgap narrowing models of MINIMOS-NT is
studied at different temperatures and for different dopant concentrations [66]. In Fig. 4.4 the
Gummel plots for SiGe HBT at 77 K and at 300 K obtained with the model of Slotboom et
al. [133] (Mod.1) and with our new model (Mod.2) are compared. The significant difference
in the current density values at 77 K, resulting in a higher current gain obtained by the new

model (Fig. 4.5), is experimentally confirmed.
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