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A B S T R A C T

This special issue is a collection of emerging trends and challenges in applying learning-driven approaches to
data fabric architectures within the cloud-to-thing continuum. As data generation and processing increasingly
occur at the edge, there is a growing need for intelligent, adaptive data management solutions that seamlessly
operate across distributed environments. In this special issue, we received research contributions from various
groups around the world. We chose the eight most appropriate and novel contributions to include in this
special issue. These eight contributions were further categorized into three themes: Data Handling approaches,
resource optimization and management, and security and attacks. Additionally, this editorial suggests future
research directions that will potentially lead to groundbreaking insights, which could pave the way for a new
era of learning techniques in Data Fabric and the Cloud-to-Thing Continuum.
. Introduction

The data fabric architecture can define the main structural compo-
ent of our data analytics workflow, which we define as a homogeneous
rapper of data assets and services at the data layer. It can facilitate
ata representation, storing and processing, exchange and access, and
ata loss in a distributed manner (Sharma et al., 2023; Rieyan et al.,
024). It can be composed of a set of data fibers. Each data fiber is
quipped with advanced data profiling and summarizing mechanisms
nd cloud-native capabilities at the resource layer, fostering rapid
nstantiation of data workflows over collected data where the data re-
ides. It can also belong to one or more administrative domains (e.g., in
ulti-cloud setups) and must interconnect and interoperate (Dustdar

t al., 2022). Moreover, they are highly dynamic and volatile, mak-
ng it essential to manage their efficient and automated cloud-native
rchestration at the infrastructure layer, including primitives such as
ynamic provisioning or decommissioning, auto-scaling and migration,
riggerable via declarative interfaces.
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In this context, this special issue collate, and archive high-quality
original research works from academic researchers and industry prac-
titioners. Our aim is to explore the novel area of machine learning
in various applications of Learning-driven Data Fabric Trends and
Challenges for the Cloud-to-Thing Continuum. The primary technical
research direction is to contribute to the Cloud-to-Edge/Things with
little or no human intervention in data representation, storing and
processing, exchange and access, data loss handling, and more. In ad-
dition, it aims to provide worldwide researchers and practitioners with
an ideal platform to innovate new solutions targeting vital challenges.
We received around 78 submissions within the deadline, around 63
papers were rejected by desk review and after review. Few papers were
withdrawn and eight papers were accepted for publication. A summary
of statistics of this special issue is provided in Fig. 1.

2. A thematic summary of the special issue

The accepted papers for this special issue are organized into three
main themes: data handling, resource optimization, and security and
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Fig. 1. Summary of Special issue submissions and acceptance.

attacks. We received three contributions focusing on various data han-
dling approaches. These papers discuss innovative methods and tech-
niques for managing and processing data efficiently. Two articles were
published on resource optimization and management. These works
explore strategies for optimizing resource use, ensuring efficient and
effective management. Three more papers address handling attacks
and providing secure mechanisms. These contributions cover various
aspects of security, including identifying and mitigating attacks, and
implementing robust security measures.

2.1. Data handling (Theme 1)

In Yi (2023), H. Yi implemented an efficient learning-driven data
transmission algorithm for cloud-to-thing continuum. Using Forward
Error Correction (FEC) and Gaussian Elimination (GE), Yi recovered
ost data packets at the application layer and optimized transmission
fficiency within the cloud-to-edge continuum. This work also ensures
ontinuous learning along with an online decision-making capabili-
ies. In this way, cloud-based AI systems and edge devices can more
fficiently communicate and manage Internet traffic loads.

Data extraction from larger scenes is more challenging than smaller
nes. To address this, Li et al. (2024) introduce an innovative approach
esigned to efficiently obtain high-quality scene data and accurately
odel targets. The contributions in this paper include an adaptive
ensity-based voxel grid filtering algorithm and a probability statistics
istogram method implemented during preprocessing to enhance data
uality. Additionally, they propose a novel method for automatic ex-
raction of target PC data through an Adjacent Feature Plane Constraint
AFPC) clustering technique. Initially, this approach uses experiential
nd statistical height attributes to determine the height of the target
bject’s point cloud. Then, cluster points corresponding to each height
sing the Density-Based Spatial Clustering of Applications with Noise
DBSCAN) algorithm, which clusters points based on their density
istribution. These contributions collectively improve the efficiency
nd accuracy of extracting target PC data from larger and more complex
cenes.

Shang et al. (2024) introduced a rule-based multi-class classifi-
ation method for multi-source tabular data in cloud–edge systems,
utperforming seven leading explainable methodologies over six public
atasets. This method combines strong predictive performance with
lear insights, achieving these results without preprocessing, even for
omplex datasets. The Wilcoxon rank test performs better when missing
alues are present in comparison with other methods. Through exper-
ments, this method confirmed its effectiveness through convergence
nalysis and iterative visualization. The source code for this approach
2 
is available on GitHub1 for the purpose of reproducibility, reusability,
extensibility of their research result. Thanks to J. Shang et al.

2.2. Resource optimization (Theme 2)

Nauman et al. (2024) contributed a paper entitled ‘‘Communica-
tion and computational resource optimization for Industry 5.0 smart
devices empowered by MEC’’. This study presents an integrated frame-
work for Mobile Edge Computing (MEC) and Industry 5.0, enhanc-
ing industrial productivity, effectiveness, and adaptability. This joint
optimization problem improves computational energy efficiency by
optimally distributing resources like processing power. This work also
addressed the complex problem by breaking it down into smaller, solv-
able parts and performing the computations in a distributed manner.
This hybrid approach, incorporating partial offloading, outperforms
other methods, highlighting its suitability for joint optimization. This
pioneering study demonstrates MEC’s potential to revolutionize Indus-
try 5.0, enabling real-time data processing, reduced communication
latency, faster response times, and increased system reliability, address-
ing the limitations of smart devices with short battery lives and limited
computational power.

Zhang et al. (2024) contributed an article entitled ‘‘Resource alloca-
tion strategy based on service function Chaining in Multi-Access edge
computing network’’ for our special issue. This article presents a MEC
network system model focusing on terminal device task processing and
service provisioning. Through the use of Network Function Virtualiza-
tion (NFV) technology, two strategies for optimizing Service Function
Chaining (SFC) resources are proposed by transforming the resource
allocation problem into a Virtualized Network Function (VNF) node
deployment cost optimization problem. A deep reinforcement learning-
based model is introduced for dynamic SFC, optimizing resource al-
location through value and behavior policies. Model evaluation and
network simulation experiments demonstrate that the proposed method
improves the SFC task processing success rate by over 30% and reduces
resource allocation costs by 20% compared to other methods. X. Zhang
et al. confirmed through experiments in various scenarios that this
model is highly effective for general MEC network task processing.

2.3. Security and attacks (Theme 3)

Ye and Yang (2024) contributed a paper entitled ‘‘An ECC with error
detection and against side channel attacks for resource constrained
devices’’. This work introduces an improved elliptic curve encryption
scheme tailored for resource-constrained IoT devices, featuring an error
detection and correction mechanism. The enhanced Montgomery lad-
der algorithm facilitates error detection, while re-computation handles
error correction. To protect against side-channel attacks, base point
blinding via randomization is employed. This scheme achieves a 100%
error detection rate and robustly defends against SSCA, DPA, RPA, ZPA,
and Relative Doubling Attack. This scheme is particularly suitable for
IoT devices with limited resources, addressing electronic interference
and communication attacks with improved efficiency and security. The
source code for this approach is available on GitHub2 for the purpose
of reproducibility, reusability, extensibility of their research result.
Thanks to J. Ye and Z. Yang.

Wang et al. (2024) contributed to research entitled ‘‘Blockchain
user digital identity big data and information security process pro-
tection based on network trust’’ in this special issue. This research
pioneers cross-disciplinary integration in digital identity and network
trust through the NOPI (Network trust, Organizational collaboration,

1 https://github.com/wenge963/MCC_cloudbased
2 https://github.com/yangzewen/MLEDC
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Personal big data, Information technology) model, bridging social psy-
chology, data management, and information security. It explores the re-
lationships between network trust, blockchain organization, user iden-
tity, big data, and information security, proposing precise digital iden-
tity attributes and management chains to enhance blockchain security.
Introducing dynamic security mechanisms and collaborative gover-
nance processes, it offers effective digital identity governance solu-
tions. According to F. Wang et al., this research facilitates reliable
digital identity integration into financial services, improves employ-
ment opportunities, and aids governments and enterprises in fraud
prevention and service quality. Further, collaborative identity manage-
ment enhances cross-border transactions’ efficiency and international
cooperation, fostering global trust.

Alshahrani et al. (2024) contributed to advancing ubiquitous learn-
ing through improved blockchain integration and incentive strategies in
the paper entitled "Enabling intrinsic intelligence, ubiquitous learning
and blockchain empowerment for trust and reliability in 6G network
evolution" to this special issue. This study explores the integration of
6G wireless communication networks and blockchain technology to
enhance ubiquitous learning in the cloud–edge paradigm. This work ad-
dresses various challenges including varied communication settings and
resource limitations on blockchain nodes. This work considers a con-
tract theory-based incentive mechanism and a Byzantine fault tolerance
mechanism tailored to ubiquitous learning. The model optimizes block
rewards for both symmetric and asymmetric information scenarios,
enhancing reliable intelligence and performance in 6G networks.

We believe that these EIGHT papers make significant contributions
and offer valuable insights into the challenges and opportunities of
‘‘Learning-driven Data Fabric Trends and Challenges for Cloud-to-Thing
Continuum’’. As a result of this special issue, we hope that more
research will be conducted in this area to address Data Fabric Trends
and Challenge with respect to the Cloud-to-Thing Continuum paradigm
and applying novel learning techniques.

3. Future research directions

Our special issue covers only a limited number of issues, whereas
there is huge scope for further research in this field. We list the most
emerging open research issues to be addressed in the fields of data fab-
ric and cloud-to-things continuum, and applicability of learning-driven
approaches.

• Scalable Learning: Need for develop scalable and efficient learn-
ing strategies that are optimized for distributed environments,
enabling robust performance and real-time processing capabili-
ties across diverse and resource-constrained computing contin-
uum (Pujol et al., 2024). For instance, a deep neural network
implemented on a GPU-based server may outperform the same
model implemented on a CPU-based server due to higher com-
puting power and parallel processing (Li and Wang, 2024).

• Adaptability at scale: Need for adaptive data fabric architec-
tures that dynamically adjust to changing network conditions,
data volumes, and processing requirements, and ensuring optimal
performance through efficient resource utilization. For example,
in high-traffic periods where data volumes are exceptionally high,
an adaptive data fabric architecture can allocate additional re-
sources to handle the increased load and ensure smooth data
processing. Similarly, in situations where processing requirements
are more complex, such as running advanced analytics (for exam-
ple, deep learning algorithms), an adaptive architecture can dy-
namically allocate the necessary computational power to achieve
optimal performance (Macías et al., 2024).

• Context awareness: Investigate context-aware data management
strategies that consider contextual information of devices and
applications, improving data-driven decisions’ relevance and ac-
curacy. Implementing context-aware data management strategies
3 
can be challenging due to several factors (Chhetri et al., 2024).
One challenge is the need for a comprehensive and accurate
understanding of the context in which the data is collected.
This requires the integration of various data sources and the
development of sophisticated algorithms to analyze and inter-
pret contextual information (Fadlallah et al., 2023; Vila et al.,
2023). For instance, context-aware data management strategies
require an understanding of user behavior, the device used to
access the data, and the environment in which the data is being
collected (Ochoa et al., 2023).

• Real-time data analytics: Providing actionable insights and
prompt decision-making to cloud-to-thing data streams through
the development of real-time data analytics solutions. Real-time
data analytics solutions work by continuously monitoring and
analyzing data as it is generated from cloud-to-thing data streams
(Sedlak et al., 2023). This allows for immediate detection of
patterns, trends, and anomalies, providing organizations with
actionable insights and enabling prompt decision-making based
on up-to-date information.

• Data Integration: Enhance data consistency, quality, and inter-
operability across the cloud-to-thing continuum by investigating
advanced methods for seamless integration of heterogeneous data
sources. By exploring more advanced integration methods orga-
nizations can ensure that data is consistent, of high quality, and
interoperable across the cloud-to-thing continuum (Zhu et al.,
2023; Paneque et al., 2023). This will help them better un-
derstand their data and make better decisions (Thakkar et al.,
2023).

• Role of Large Language Models: Large language models (LLMs)
are advanced AI systems that utilize vast amounts of text data to
understand, generate, and respond to human language with high
levels of fluency and contextual accuracy. The future research
should also explore the potential of deploying compact and effi-
cient LLMs specifically designed for resource-constrained devices
within the cloud-to-thing continuum. These models can enhance
data processing, analysis, and decision-making by performing
natural language processing tasks, automated summarization, and
contextual understanding. The focus should be on developing
lightweight versions of LLMs that maintain high performance
while being small enough to operate on edge devices with lim-
ited computational resources. This would enable more intuitive
human–computer interactions, improve the efficiency of data-
driven insights, and enable real-time recommendations and report
generation, optimizing resource use and enhancing overall system
intelligence.
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