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customized products, ever shorter product life-cycles and 
environmental-sustainability induced limits for global econ-
omy-of-scale in production and associated logistics require 
a high degree of flexibility and changeability found in work-
shop production but unavailable in production and assembly 
lines. At the same time globalized cost pressure and scarce 
resources require the productivity line structures provide, 
but workshop production are lacking (Tolio et al., 2010). 
Two main categories of applications demanding more effi-
cient flexible production organization are:

a) Factories currently working in line-structures that come 
under pressure from rising numbers of variants and 
increasing variance between products, due to required 
customization, specialization and quick development 
of products on international markets – this reduces the 
productivity of lines due to frequent set-up and waiting 

Introduction, terminology, and concept

Production and assembly systems are predominantly either 
organized in fixed linear process chains, or in a more flexi-
ble workshop-style organization. The first is geared towards 
productivity and works best in high volume production, the 
latter towards flexibility, resembling the more small-scale 
manufaction approach of pre-industrial production (ElMa-
raghy, 2010; Wiendahl et al., 2007). Market trends however 
increasingly require both capabilities simultaneously: More 
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Abstract
This paper presents the development of an optimized planning and control method for flexible manufacturing and assem-
bly systems. While the significant potential of flexible manufacturing concepts to help producers adapt to market develop-
ments is recognized, the complexity of the flexible systems and the need to optimally plan and control them is a major 
obstacle in their practical implementation. Thus, this paper aims to develop a comprehensive digital planning method, 
based on a digital twin and to demonstrate the feasibility of the approach for practical application scenarios. The approach 
consists of four modules: (1) a simulation-based optimization module that applies reinforcement learning and genetic algo-
rithms to optimize the module configuration and job routing in cellular reconfigurable manufacturing systems; (2) a syn-
chronization module that links the physical and virtual systems via sensors and event handling; (3) a sensor module that 
enables a continuous status update for the digital twin; and (4) a visualization module that communicates the optimized 
plans and control measures to the shop floor staff. The demonstrator implementation and evaluation are implemented in 
a learning factory. The results include solutions for the method components and demonstrate their successful interaction 
in a digital twin, while also pointing towards the current technology readiness and future work required to transfer this 
demonstrator implementation to a full-scale industrial implementation.
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times in the line equipment that would run most effi-
ciently for high-volume with little-product variance.

b) Manufacturers operating workshop production with 
high flexibility but also slow throughput times, high 
inventory and are thus under (cost) pressure to increase 
the flowrate of their manufacturing process.

There is an evolution of manufacturing and assembly con-
cepts trying to accommodate these seemingly contradicting 
requirements, starting from the baseline of inflexible but 
productive dedicated manufacturing system (DMS) (Bor-
tolini et al., 2018). To enable more flexibility, the flexible 
manufacturing system (FMS) features optional processes 
and multiple variants of a product within the line struc-
ture. Even more flexibility is introduced with the cellular 
manufacturing system (CMS), where the strict line struc-
ture is relaxed, and processing capabilities are grouped in 
modules that production orders can utilize. In reconfigu-
rable manufacturing systems (RMS), the structure can be 
adjusted according to business needs (e.g. product order 
mix), and the cellular reconfigurable manufacturing sys-
tem (CRMS) combines all four flexibility elements. Each 
additional degree of flexibility potentially compromises 
the productivity of the production system – a comprehen-
sive optimization of planning and control is thus crucial for 
CRMS to provide benefits in industry applications (Perwitz 
et al., 2022). Assembly systems can be considered a special 
form of manufacturing systems leading to a corresponding 
term of CRAS; since CRMS are the more common term and 
assembly is a part of production, we will use this term in 
the following when referring to assembly systems. Another 
term for CRMS that can be found in recent publications is 
matrix production (Foith-Förster & Bauernhansl, 2021) – in 
this paper we will continue using the term CRMS, acknowl-
edging that the system developed herein could also be con-
sidered an example of matrix production.

Having introduced the concept of CRMS and their 
importance, the focus will now turn to how those can be 
implemented, so that their benefits can be utilized in indus-
trial production applications, and how this paper plans 
to contribute to that: Digitalization is a major enabler for 
optimizing production systems, due to its ability to auto-
mate the optimization of planning and control as well as 
keeping the data behind the planning updated, detailed 
and reliable. The Digital Twin (DT) concept is one of the 
most advanced forms of this kind of digitalization. A DT is 
defined as a digital image of a production system(Brenner & 
Hummel, 2017) with a close coupling between the physical 
and virtual/digital world, enabled by a near-real-time data 
link between the status and control of physical objects of 
the production system and the planning and control level 
implemented in a software environment (Uhlemann et al., 

2017). Thereby the digital model – a simulation – is con-
stantly updated by sensor information and other current 
data sources from the real-word environment. The planning 
and control features a forecasting and optimized planning 
functionality (Rosen et al., 2015), thus closing a continuous 
loop: status data (e.g. productions order progress, machine 
availability) from the production system is feed to the simu-
lation, thus ensuring an updated virtual image, which is then 
used by the optimization as an evaluation function to deter-
mine optimized planning and control decisions; in a last 
step, these measures are forwarded to the production system 
for execution, followed by a restart of the continuous loop. 
DTs are also a key component of cyber-physical production 
systems (CPPS) (Michael Schluse and Juergen Rossmann; 
Modoni et al., 2019).

The closed loop and the preferably real-time synchroni-
zation of planning/control with the production system com-
plements the requirements of the CRMS particularly well, 
as more flexibility and modularity require more frequent 
and reactive planning updates. However, it also adds to the 
planning challenge, as conventional (computation-heavy) 
optimization methods may need to be supplemented with 
novel approaches to achieve the necessary reaction time. 
Both for CRMS and DTs, the still insufficient availability 
of practically applicable planning and control methods and 
reference demonstrators constitutes a major obstacle to their 
industry uptake (Dávid Gyulai et al. 2014; Uhlemann et al., 
2017).

This paper aims at developing a dynamic planning and 
control method in the form of a DT, as well as a demonstra-
tor implementation for CRMS. The demonstrator is situated 
in the pilot factory facility of the TU Wien in Vienna, Aus-
tria, offering a controlled environment necessary for the low 
technology readiness level while already providing realis-
tic physical surroundings – i.e., production halls, machines 
and production equipment as well as it-infrastructure – thus 
ensuring practical relevance of the evaluation results.

Since there is a wide variety of variations of CRMS, we 
define the requirements for the system developed in this 
paper:

 ● The assembly system enables flexibility both in its 
structure (e.g. the position, combination and configura-
tion of production equipment) and its order processing 
(e.g. flexible routing, flexible process sequence).

 ● The assembly structure is based on modules (i.e. work-
stations, tools, jigs and operators – the non-consumable 
production potential factors), which can be moved, (re-)
combined and which provide certain processing capa-
bilities for assembly tasks.

 ● Assembly jobs are work orders for a certain product. 
Each product is linked to a set of required assembly 
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operations. Unlike in traditional routing sheets, the or-
der of operations is not predefined, but is flexible within 
limits of technological requirements. The routing of 
each job through the system can be determined dynami-
cally according to the availability of processing resourc-
es, their current workload, costs or other considerations. 
This introduces considerable additional degrees of free-
dom and optimization variables compared to traditional 
production planning and control (PPC).

In order to achieve a DT based dynamic planning and con-
trol, four major required enablers can be identified, which 
constitute the four main elements that this paper aims to 
adapt and integrate to obtain a working system level CRMS 
optimization:

1. An optimization that can simultaneously optimize 
the variables that constitute the flexibility of CRMS, 
namely the re-configuration of the assembly structure 
and the dynamic routing of orders through the chang-
ing structure and with alternative capacities to choose 
from. As CRMS are meant to react swiftly and adapt 
to changing production (mix) requirements, the opti-
mization must support this optimization speed, despite 
the greater flexibility. Here the paper seeks to investi-
gate potential solutions based on artificial Intelligence 
(AI) to complement “slower” traditional optimization 
methods.

2. A DT setup that utilizes the optimization and enables a 
synchronization of virtual and physical side of the DT, 
to react to changes and constantly adapt the CRMS to 
the current production requirements. The paper seeks to 
build on theoretical DT concepts and develop a working 
DT method for CRMS.

3. A sensor system that collects status information from 
the physical assembly to update the virtual side of the 
DT, to enable the optimization to constantly respond 
to changes in the physical assembly system. The paper 
seeks to combine assembly planning methods with cur-
rent sensor technology to create a suitable sensor mod-
ule for the DT.

4. A visualization that transfers the results from the 
dynamically optimized planning to the shop floor and 
the operators working there, thus completing the DT 
information-loop. The paper seeks to propose a visual-
ization concept that adequately informs different stake-
holders working in CRMS.

The major contribution this paper seeks to achieve are not 
particularly advanced solutions in any of the four major ele-
ments but to achieve a system level functionality by deter-
mining the respective state-of-the-art, developing necessary 

incremental steps to achieve a working solution and com-
bining the four enablers. Special emphasis lies on demon-
strating the system with its four elements, the functionality 
that can be achieved and identifying major future develop-
ment needs for a large scale industrial CRMS DT-optimiza-
tion application.

The paper is structured as follows: In the following 
second section, the simulation, optimization, and control 
module at the core of the developed approach is presented. 
This is followed by a description in section three of how 
the planning and control, i.e. the virtual side of the DT, are 
synchronized with the physical assembly system. Section 
four explains how the data, processed by the synchroniza-
tion module, is gathered in the physical assembly system 
via sensors. Closing the DT loop, section five explains how 
the optimized plans and control measures are visualized for 
management and shop-floor staff respectively, thus ensur-
ing the optimized assembly system operations are executed 
in cooperation with the staff. The closing section six dis-
cusses the combined results of the developed approach and 
its demonstrator application.

The approach requires multi-disciplinary work to cover 
all four modules and the associated domain-specific content. 
For the sake of clarity, each of the four elements is presented 
individually in the same format in Sects. “Optimized plan-
ning and control”–“Visualization”, owing to the different 
nature of the four associated sub-disciplines. This uniform 
format of subsections of Sects. “Optimized planning and 
control”–“Visualization” comprises: a detailed problem 
definition (derived from the desired system level function-
ality), followed by an analysis of related work, the method 
development, and the evaluation results. Section “Discus-
sion and outlook” then provides the system level analysis of 
the combined results as a whole.

Optimized planning and control

Problem description and approach

The planning task for an CRMS can be categorized into the 
following two subtasks:

 ● Module (Re-)Configuration: The combination of mod-
ules (e.g., tools and equipment, such as screwdrivers, 
wrenches, and manual presses) and workstations must be 
optimized to fit the upcoming assembly orders and their 
technological requirements (e.g., processes and tools 
requirements). This configuration procedure should be 
repeated after a certain period or when the product mix 
has changed in order to continually adapt the assembly 
system layout to changes in assembly requirements.
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application setting. The authors of(Kumar et al., 2019) use 
a Multi-Objective Self-Organizing Migrating Algorithm 
(MOSOMA), a stochastic evolutionary algorithm, for opti-
mizing the assembly sequence and minimizing reconfigu-
ration effort, considering order due dates and balance of 
assembly work.

Concerning the routing and scheduling, there are mul-
tiple approaches to be found: In (Dou et al., 2016), an 
NSGA-II is used for the integrated configuration and sched-
uling of RMS. The results show the basic feasibility of the 
approach, although performance and calculation time is an 
issue. The test-case is evaluated with a simplified example 
featuring 5 machines and 5 parts. In (Gyulai & Monostori, 
2017), constraint programming and GA are compared to 
solve assembly-operator allocation and order scheduling 
using a simulation-based optimization with metaheuristics. 
In (Petroodi et al., 2019), optimizing the product sequence 
in RMS (a reduced planning complexity, compared with 
CRMS) is implemented with simulated annealing in a simu-
lation-based optimization setting.

For complex, real-world planning tasks, optimization 
efficiency and achieving good solutions in the available 
timeframe are a challenge, especially if complex simulation 
models are used as the evaluation function for the optimi-
zation (Sobottka et al., 2018). This becomes even more of 
a challenge if the changes and thus the re-planning must 
be frequent and responsive, as in DT planning scenarios, 
and still more challenging if there are additional degrees of 
freedom and action variables, such as in the CRMS concept. 
AI methods have the potential to address this limitation: 
(a) they can be used to provide a model-behavior approxi-
mation for the optimization by learning from a simula-
tion (Sobottka et al., 2019), or (b) they can be used as the 
optimization method itself – here, the simulation provides 
a cost efficient training environment and the trained agent 
can provide immediate decisions, without the need for a 
lengthy optimization algorithm. For the latter approach, the 
most promising methods, aside from simple decision rules, 
are AI-based, especially learning based methods. The most 
prominent learning-based AI-method is RL, usually used 
for multi-agent models with decentralized optimization: In 
(Kuhnle et al., 2019), RL is used for order dispatching in 
dynamic manufacturing environments. RL in multi-agent 
decentralized market-based production control is presented 
in (Csáji et al., 2006). Due to the agent-based decision mode 
in RL, the “traditional” centralized optimization approach in 
PPC, i.e. all orders are scheduled, sequenced and assigned 
to workplaces and operators for the entire planning horizon, 
is substituted for a decentralized approach. The decentral-
ized approach means, RL-agents make decisions over time, 
based on the system states at the time of the decisions.

 ● Dynamic, responsive routing and workstation assign-
ment of jobs, i.e. selecting the next operation and sta-
tion. This is constrained by the station configuration, the 
remaining to be completed operations for the job and 
the precedence rules, defining the possible process se-
quences for each product/assembly job.

Both configuration and routing/workplace assignment 
problems are NP-hard (Dou et al., 2016), thus requiring 
either a simplified modelling or the use of metaheuristics or 
other non-exact optimization methods. Since reaction time 
in the context of a DT is important, “classical” optimiza-
tion methods such as metaheuristics, that usually require 
thousands of evaluations for intermediate solutions, are a 
limiting factor for the practical implementation and use of 
optimizing planning methods in complex planning tasks 
such as modular flexible assemblies. Thus, the presented 
approach will evaluate the application potential of AI, espe-
cially reinforcement-learning (RL), for these planning tasks. 
Reinforcement-learning can provide near-instant decisions, 
once the algorithm has been sufficiently trained beforehand.

The underlying system behavior is complex, since not 
only a “classical PPC” task is considered, but also the struc-
ture of the assembly system is dynamic and changeable. 
Thus, a dynamic simulation of the flexible assembly system 
was chosen to realistically consider the system behavior. As 
defined in the introduction, the simulation is integrated in a 
DT setting, featuring a simulation-based optimization. This 
means that the simulation is constantly updated by status 
data from the physical assembly system though sensor data 
(detailed in Sect. “Sensors and hardware”). The simulation 
is utilized by the optimization either as an evaluation func-
tion for intermediate solutions in the case of metaheuristics, 
or as a training environment to develop an optimal decision-
making strategy for a RL agent.

Related work

Literature reviews for planning methods in the field of 
CRMS classify planning methods for structure and recon-
figuration, and production planning and scheduling (Borto-
lini et al., 2018; Brahimi et al., 2019). The most common 
methods are mathematical programming, dynamic program-
ming, metaheuristics and heuristics. Within metaheuristics, 
the most common methods are the genetic algorithm (GA), 
simulated annealing (SA) & Tabu Search (a form of local 
search).

Concerning the optimized planning of assembly sys-
tem structure and reconfigurability, (Ashraf & Hasan, 
2018) use a Non-dominated Sorting Genetic Algorithm-II 
(NSGA-II) to optimize reconfigurations for successive pro-
duction stages. The approach is evaluated in an abstracted 
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processing capability (in that case, scarce tools should 
be prioritized for orders that benefit most from the tool 
specific advantages) or other priorities and qualities of 
workstations and their tools.

These KPIs are weighted and added together to form a 
total simulation score. The simulation’s outcome and 
consequently its score are influenced by three main input 
variables:

1. The complete module configuration (i.e., the set of all 
module-to-station assignments, combining processing 
capabilities with assembly workstations).

2. The routing logic of individual jobs controlled by dedi-
cated, autonomously acting agent functions, which 
dynamically chooses the next workstation an order trav-
els to during the assembly.

3. The set of planned assembly jobs with their respective 
product types – while the first two variables are avail-
able as control parameters for the optimization, this 
third variable is considered a fixed input in the case-
study setting, since the order mix and delivery times are 
in practice defined by the customers.

While the set of jobs is considered a fixed scenario-input, the 
first two factors are continually optimized. This is achieved 
by a hierarchical algorithm consisting of three optimization 
stages:

1. The first optimization stage deals with the training of 
a job agent function. Every job represents an intelli-
gent entity capable of autonomously selecting its tar-
get assembly cell and upcoming assembly operation. 
This behavior is achieved using the Deep Q-Learning 
method which facilitates a Deep Neural Network (NN) 
to approximate the agent function. Initially and upon any 
fundamental system change (e.g., available modules and 
abilities, number of assembly stations, the product types 
in demand), the Neural Network must be re-trained. The 
training algorithm (see Fig. 1) is episodic: One episode 
represents a single simulation run for a given job set 
and module configuration, after which the job agents’ 
actions are evaluated and rewarded accordingly. These 
steps are repeated for a given number of episodes. The 
state representation for the underlying Markov deci-
sion process uses the remaining process times for each 
machine queue as features. As the RL training requires 
existing module-assignments (i.e. workstation configu-
rations) a number of random module-assignment con-
figurations should be created for training purposes to 
avoid overfitting the routing strategy to certain module 
assignment configurations.

Generally, this field of optimization methods for PPC 
applications is still in the initial stages of development, 
compared to the traditional methods, where quasi-standards 
for the optimization settings and algorithms exist. Conse-
quently, there is no reference method available for the opti-
mization approach at hand. The approach developed in this 
publication will be a hybrid method, based on both tradi-
tional optimization via metaheuristics, using simulation as 
an evaluation function, and AI in the form of RL agent-
based optimization for the most dynamic parts of optimiza-
tion task.

Developed solution

The system configuration as well as the planning and control 
process in the developed method are part of a DT featuring 
a complete simulation model of the assembly system. This 
simulation is used to evaluate the system’s performance 
as well as a training environment for RL. The simulation 
itself was implemented in Python, in a custom-made simu-
lation environment based on the SimPy Python library. The 
simulator features a standardized Excel-data import, which 
defines the production system, i.e. the resources and their 
capacity, the orders including routing information, as well 
as tabular representations of routing precedence graphs – as 
long as no complex spatial material transport has to be sim-
ulated, the modelling is done entirely with the input data, 
with delay functions for transport and handling times. If 
transport behavior needs to be modelled in detail, additional 
modules for the simulator must be used – however, in the 
paper at hand, this was not necessary, as the complex assem-
bly process was of interest, which is the case in most PPC 
applications. Thus, the transport behavior was simplified as 
product- and process-step-specific transition times during 
the simulation. This lean approach to simulation modelling 
enables short simulation runtimes, which are critical for the 
required computational efficiency within the optimization 
algorithms.

The objective function comprises two main KPIs:

1. The mean job flow rate (i.e., the ratio of productive pro-
cessing time to the total lead time per job). The flow 
rate is a standard KPI in the lean production concept to 
measure the system productivity.

2. Variable module costs per time unit of usage. This mea-
sure was chosen specifically for the CRMS setting, 
where multiple potential workstations are available for 
most assembly steps, compared to a determined work-
station-sequence in conventional linear manufacturing. 
The unit- or workstation-specific costs can be caused by 
different levels of tool sophistication (e.g., level of auto-
mation) on the stations, scarcity of certain tools and thus 
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the simulation score is used as the fitness value for the 
respective solution. The result of this stage is an opti-
mized module-to-station assignment configuration.

3. Finally, in the operational method application for plan-
ning, the module assignment optimization is run using 
the pre-trained routing agents while additionally consid-
ering the real-time sensorial feedback from the physical 
system. This means that the optimization is conducted 
as a rolling horizon planning and executed (a) triggered 
by the event processing module of the DT (explained 
in the following Sect. “Synchronizing the DT with the 
production”) when planned events do no longer match 
the real-word system state as reported by the sensors 
(see Sect. “Sensors and hardware” for the sensor based 
event detection), or (b) periodically to be able to initiate 
a re-assigning of modules for the upcoming jobs if the 
current assignment no longer fits the product mix. The 
resulting job schedule with selected assembly stations is 
then used as the real-world production schedule and sent 
to the shopfloor to be executed. In order not having to 
control all job routing centrally, the pre-trained routing 
agent logic is transferred to and executed on a computer 

2. After the training of the job agent functions, a GA opti-
mizes the complete module assignment (see Fig. 2) 
– i.e., assigning assembly capabilities (tools) to the 
available workstations. We evaluated conducting this 
module assignment with RL also, but in all tested sce-
narios, a GA outperformed the RL implementation (see 
(Halbwidl et al., 2021) for more details). Since this opti-
mization step is not as dynamic in nature as the routing 
(re-assigning modules is only sensible when the prod-
uct mix and thus processing requirements change, plus 
re-assignment takes time and resources and thus cannot 
be conducted too often), potential efficiency benefits 
from a pre-trained RL over a GA are not as relevant, 
thus a GA was chosen for this optimization task – this 
is supported by findings from our previous publica-
tions. This optimization step is repeated after a given 
interval to adapt the assembly layout for the specific job 
set scheduled for the respective period. Hereby, the GA 
iteratively generates sets of different configuration solu-
tions. For each solution and iteration, the simulation 
is run using the respective configuration, the period’s 
job set, and the job agent function trained in stage 1) 
as input parameters. After completing a simulation run, 

Fig. 2 Module configuration, optimization stage 2

 

Fig. 1 RL training, optimization stage 1
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in possible actions and therefore exponential increase in 
scheduling combinations per episode, the algorithm did 
not converge consistently anymore. Attempts to solve this 
problem by solely increasing the learning time failed. The 
increase in complexity can also be seen by comparing the 
first and the second scenario. Even for learning a “suppos-
edly” easier strategy for a smaller number of jobs compared 
to the first scenario, convergence took twice the number of 
episodes in the second scenario, due to the two-stage assem-
bly process. We expect that this problem can be solved to 
some extent by a combination of increasing the neural net-
work size and the amount of learning time together with 
careful optimization of hyperparameters. Another approach 
worth trying might be to use policy gradient methods 
instead of Q-Learning. For some problems it can be easier 
to learn a policy instead of an action-value function (Sutton 
et al., 2020). All experiments were conducted on a single 
machine with a i7-6700 K CPU and 60GB RAM. The neural 
network for approximating the Q-function consisted of two 

terminal at each workstation which determines the next 
destination for an order after having finished operations 
on the current workstation. This pre-trained decentrally 
executed routing logic (i.e. agents) enables the quick 
optimization response for routing in the flexible assem-
bly system.

Results

In all tested scenarios, the GA module assignment optimiza-
tion was able to achieve good results within seconds, since 
the problem complexity for a given product mix is limited 
– the GA can be stopped after a convergence criterion is 
reached. The population size was set to small values (10 
in this scenario, chosen via a grid search), as prioritizing 
more generations over large population sizes was found to 
be more efficient use of a given number of simulation evalu-
ations (2000 in this scenario). In this demonstration setting 
with 6 workstations, ca. 100 jobs (per scenario) and a plan-
ning horizon of 2 workdays, the GA-based reconfiguration 
was not at its performance limits, judging from the fitness-
value trends.

Since the RL based routing optimization is more complex 
and a less established and researched method, this results 
section is focused on this part of the optimization. To dem-
onstrate the RL job routing, we consider two example pro-
duction scenarios and compare the performance of the RL 
routing schedule to different benchmarks. These scenarios 
have been simplified to fit the current state of RL optimiza-
tion and support the development of this emerging method 
in this planning domain. Figure 3 shows the performance of 
the Deep Q-Learning agent during training and exploitation 
for a basic scheduling scenario. The performance is com-
pared with a random machine selection strategy and two 
rule-based selection strategies. The rule-based approaches 
optimize for the utilization of machines and for usage costs 
of the machines, respectively.

All scores are reported as a mean value of five different 
runs (a mean of ten runs for the random selection strategy). 
In the first scenario, 40 jobs of a single product variant with 
a single operation are considered. We demonstrate that the 
Q-learning agent has learned to balance both objectives, in 
order to achieve a better overall simulation evaluated score 
than both rule-based and the random selection approach. 
The second scenario features 5 jobs of a single product vari-
ant with two operations. As shown in Fig. 4, the strategy 
found by the Q-learning agent approximates the optimal 
selection strategy, which is given by the selection rule that 
optimizes for usage cost.

However, for more complex scenarios with multiple oper-
ations per variant and multiple variants, due to the increase 

Fig. 4 Performance for the second scenario

 

Fig. 3 Performance for the first scenario
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synchronization between the virtual part and the physical 
part, problems with data transparency and Quality of Ser-
vice guarantee, etc. remain (Siddhartha Kumar Khaitan and 
James D. McCalley, 2015). This paper considers the IoT 
possibilities and proposes to use a middleware for the syn-
chronization and to route the data stream from the physical 
objects to their digital representation and back. Detecting 
events and constantly monitoring/comparing timestamps of 
planned versus real-world events, and if necessary, initiat-
ing a re-planning, are the major requirements for this to be 
developed synchronization method.

Related work

Digital modelling and simulation technologies have pro-
liferated thanks to the ubiquitous connectivity of devices 
and the amount of data shared directly between them or 
via the cloud. DT-related methodology and technology are 
applied in various industrial fields and show great poten-
tial. Industrial applications of DTs are mainly focused on 
those related to product design, manufacturing, prognostics, 
human-machine interaction and management, where DTs 
have already proven benefits over traditional solutions (Fei 
Tao et al. 2019; Alam & El Saddik, 2017). The DT concept 
has been introduced in manufacturing to make manufactur-
ing systems more reliable and flexible. A conceptual DT 
framework was described in (Leng et al., 2019) for moni-
toring and optimizing physical manufacturing workshops 
based on production data, while recent conceptual work 
also comprises structural standardization and possible auto-
matic deployment of DTs (Göppert et al., 2023). Another 
approach that enables communication and coordination 
between the operator with the production system using DT 
was proposed in (Iris Graessler and A. Poehler 2017) and 
a DT framework for reconfigurable manufacturing systems 
by (Kombaya Touckia et al., 2022). From the abovemen-
tioned DT frameworks, almost all are not directly geared 
towards handling the structural flexibility of CRMS, with 
only the last framework directly addressing this aspect. This 
last reference provides a detailed structural and procedural 
model of a form of CRMS, but the presented approach in 
MATLAB does not provide specifics concerning event han-
dling – i.e. how are events in the physical and virtual side 
of the DT synchronized and how are optimizations and re-
planning initiated; the use-case implementation in a factory 
lab appears to be on a conceptional stage. The paper at hand 
will use the basic concept found here and must develop a 
specific application-oriented solution for event handling/
synchronization, as well as a system architecture that is not 
confined to a certain simulation behavior, so that it can be 
applied and adjusted to specific real-life system require-
ments that cannot be anticipated in advance. This structural 

hidden layers (48 neurons) with the hyperbolic tangent as 
the activation function, using Adam as an optimization algo-
rithm for the weight updates. An additional target network 
and a replay memory (with a size of 100000) was used to 
increase the learning stability of the Q-learning algorithm 
(Mnih et al., 2015). After every episode, a weighted param-
eter update of the target network was performed, where the 
target and main network parameters were weighted 90 and 
10%, respectively. During training an ε -greedy strategy was 
used, where ε  was decayed from 0.9 to 0 during the first 
90% of the episodes.

Although the results thus far do not support the opti-
mization of the full-complexity case, the basic feasibility 
of applying RL for the more dynamic aspects of the plan-
ning tasks could be shown. In the current demonstrator, a 
fallback optimization for the full complexity case is a GA 
based approach, which has been successfully employed by 
the authors for related PPC optimization tasks (Sobottka et 
al., 2020). This method requires simulation runs as evalua-
tions for the objective function, derived from the function 
used for the RL agent training. The downside is the longer 
optimization time since, unlike in the RL based optimiza-
tion, the computationally intensive simulation evaluations 
must be conducted each time a new optimization run is 
required, e.g. also for re-planning, when small changes in 
the real-world system require a changed planning (e.g., 
when processes take longer, or when equipment is tempo-
rarily unavailable). Thus, in the case of quick re-planning 
events, the second fallback option is the machine usage cost 
heuristic used in the benchmark for the RL method above.

Synchronizing the DT with the production

Problem description and approach

Building on the definition from section one, a DT consists of 
a digital model (simulation), which is continuously updated 
with status data from the physical production system, a form 
of optimization, that uses the digital model to evaluate plan-
ning and control decisions (without the need for prior physi-
cal testing), and finally a channel to feed back the optimized 
decisions to the physical system to be executed. The required 
continuous synchronization between the real production, its 
digital counterpart and the optimization requires a hardware 
interface between sensors and other data-creating hardware 
and the hardware on which the simulation and optimized 
planning are run, plus a corresponding software interface. 
Internet of Things (IoT), with its principle of embed-
ding sensors and data processing capability with physical 
objects, supports and accelerates the development of DTs to 
a large-scale system. However, challenges concerning time 
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Developed solution

The developed solution contains the physical and virtual 
production system, which are coupled by a process module 
named “Event Handling” – this module compares events 
in the physical production system with planned and fore-
cast events computed by the optimization (presented in 
Sect. “Optimized planning and control”), which in turn uses 
the simulation as an evaluation function. An overview of 
the synchronization approach can be found in Fig. “Visu-
alization”. The physical assembly system consists of all 
resources on the shop floor, such as operators, worksta-
tions, equipment, materials, products, etc., the sensor sys-
tem (Sect. “Sensors and hardware”) is the data connection 
to the virtual side, while the virtual production system is a 
simulation and optimization (detailed in Sect. “Optimized 
planning and control”), and the visualization (detailed in 
Sect. “Visualization”) is the data-interface from the virtual 
side (back) to the physical assembly system. For the system 
states to be synchronized on either side, real events in the 
physical assembly are transferred to the virtual system, and 
updated optimized planning decisions including their visu-
alization are transferred back to the production floor. Within 
the event handling module, one part is responsible for event 
detection, one for the processing and another for publica-
tion of event information. The first part, the event detection 
(ED), detects events from generated sensor data and the cur-
rent state of data logging in IT systems, while the second 
part, the event processing (EP), distributes the information 
to the requesting parties i.e., the simulation or dashboard.

flexibility is crucial for real-world application perspectives 
of the desired DT for CRMS.

Each component of the DT, which could each be stand-
alone heterogeneous systems, must be linked via information 
exchange to enable interoperable systems. Communication 
middleware technology is used to create a communication 
environment for information exchange, where systems 
generally connect through an application programming 
interface (API) or web services. All participating systems 
have independent mechanisms for communication and the 
middleware takes over the mediation of the information 
between the systems. One of the many advantages is that the 
system can be upgraded without major changes to the exist-
ing integration. Various systems for communication middle-
ware are used in the CPS domain, such as DDS, HLA/RTI, 
MQTT, or RT-CORBA, while each technology is subject to 
different system characteristics. In real-world applications, 
the state of the system’s physical assets changes in real time, 
which requires the (near) real-time capability of the com-
munication or connection of the physical and digital sys-
tems. Thus, the communication middleware should provide 
a real-time communication environment. High scalability 
and reliability are key requirements and thus standardized 
real-time communication enabling protocols and services 
such as MQTT-SN or webRTC should be used in the DT 
setting (Seongjin Yun et al. 2017; Fernando, 2020. Fontes 
et al.). MQTT will be used in this paper as the state-of-the-
art data-exchange protocol behind the to be developed even 
handling logic.

Fig. 5 Coupling of physical and virtual production system
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production system, e.g., timestamps for the execution of the 
operations.

The coupling between virtual and physical production 
system is conducted by the EP module. The EP monitors 
all the events that have taken place in the physical produc-
tion system. This information comes from the central event 
database, fed by sensor data via the ED. The elapsed events 
are then compared with the expected events in the opti-
mized plan. If there is a significant deviation of planned and 
actual event, the EP initiates a re-planning by the optimiza-
tion module, based on the changed circumstances. Evaluat-
ing whether deviances in time necessitate a re-planning are 
implemented as rule-based heuristics in this current demon-
strator implementation (e.g., if a threshold value is reached 
for a time difference between planned and actual event, 
a re-planning is initiated – this must be balanced so that 
only practically relevant deviations lead to a re-planning). 
In future implementations, this simple rule-based deci-
sion could be assigned to an AI-agent that evaluates addi-
tional status parameters to enable a more flexible, situation 
dependent decision-making. In addition to time-differences 
of events, the EP also considers other disturbances, e.g. 
machine breakdowns or other unavailability of capacities in 
the assembly system. These too can necessitate a re-plan-
ning (e.g. since orders requiring the unavailable capacity 
should not be temporarily released), which the EP recog-
nizes as necessary and initiates.

A visualization module (see section five) displays both 
events that have taken place and events that are planned. 
As soon as an expected event occurs, the ID of the event is 
sent from the database to both the visualization and the opti-
mization, so that they are always aware of the current state 
of production. Both modules obtain the required informa-
tion about the event from the event database to ensure that 
only the information that is needed reaches the module. This 
reduces overhead and ensures faster data transfer and lower 
data volumes overall.

Results

The evaluation was conducted on the i7-6700 K CPU intro-
duced in Sect. “Optimized planning and control”. While 
the potential reaction time of the DT to real-world changes 
(i.e. synchronization speed) would be milliseconds in this 
demonstrator, as PLC data is directly accessed and avail-
able for the EP, this would not create real-world advantages 
as most reaction speeds towards deviations from planned 
to actual events are likely to be on the order of seconds to 
minutes. Thus, the demonstrator EP has been takted to 2 s – 
i.e. it compares planned to actual events every 2 s –, which 
is shorter than the set reaction thresholds for a re-planning, 
which can be set by the planners and have been set to 60 s in 

In a physical production environment, data is collected 
from different sources, such as sensors, shop floor data 
collection systems, MES, ERP system, etc. Following a 
publisher-subscriber pattern, data is distributed within a 
network using suitable protocols – MQTT is used for the 
DT at hand. The publisher subscriber approach is combined 
with a central broker entity as an information distributor. 
The objective is the near real-time transmission of data to 
data-sinks that need them and are thus registered as infor-
mation subscribers.

The task of the ED is to analyze the sensor data feeds 
and recognize process steps as events in the data. Several 
instances of ED receive the necessary data to make situ-
ation-dependent decisions. Sensor based event detection 
comprises all actions/events and states of the production 
system that can be determined by sensor data interpretation 
and cannot be derived from direct data, e.g., from the ERP 
system log data. For example, tool wear can be detected by 
interpreting vibration data during tool use – this indirect 
detection of events and status information enables a more 
detailed status reporting, e.g. in this case information on 
the deterioration of a tool rather than only the binary infor-
mation once the tool is unusable and the machine blocked. 
Thus, sensor-based event and status reporting enables not 
only reacting to events but also anticipating them and acting 
foresightedly. In addition to that, sensor-based information 
can be used in a multiple sources approach, e.g. together 
with ERP logs to make the event and status detection more 
resilient against technical errors (e.g. sensor malfunction) 
or human error (e.g. unintended/erroneous ERP bookings). 
This lays the foundation for condition-based planning and 
optimization.

ED relies on measurements triggering activation func-
tions, to be able to recognize events. According to defined 
patterns, e.g., reaching a threshold value in a motion detec-
tor or reaching it several times, ED creates an indexed entry 
in a central event database. This contains a unique ID as 
well as a timestamp and all information about the event 
itself. The interpretation of sensor data is described in detail 
in section four.

The virtual production system consists of the modules for 
visualization and optimization (production planning). In the 
optimization module, individual processes (e.g., dynami-
cally assigning orders to workstations) and the structure 
(e.g., assignment of tools to workstations) of the produc-
tion system are planned with the help of a simulation, as an 
evaluation function (described in section two), and trans-
ferred to the corresponding module for visualization. This 
involves job sequence and machine assignment planning, 
determining which operations are to be carried out on which 
machine, by which employee and at what time. The optimi-
zation output is a plan, containing expected events for the 
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plug-and-play application – an example for available tech-
nology is documented in (Robert Bosch GmbH, 2022), 
which is a representative for similar IoT-sensor-technology 
on the market. Furthermore, wireless power and data trans-
fer enables local integration of sensors in manual assembly 
areas (e.g., on parts, machines and materials) without limit-
ing the flexibility of the assembly system. IoT sensors have 
already found their way into some areas of daily life, such as 
the smart home sector and production systems with a high 
degree of automation (Badarinath and Prabhu, 2017). The 
use in the field of manual assembly recognition is compli-
cated by the complexity and diversity of assembly tasks, the 
multitude of new technologies and the lack of expert knowl-
edge in the field of sensor-based assembly process recogni-
tion. Some approaches from the relevant literature deal with 
closing the gap between process and technology experts. 
Thramboulidis presents a cyber-physical microservice and 
IoT-based framework for manufacturing assembly systems 
to create a common vocabulary for assembly system experts 
and IoT experts (Thramboulidis et al., 2019).

The selection and integration of IoT sensors in specific 
applications, such as predictive maintenance, is usually 
based on critical machine parameters and is therefore decou-
pled from human interaction, thus requiring knowledge of 
relevant process parameters (Kanawaday & Sane, 2017). 
In manual assembly applications, the relationship between 
sensor metrics and assembly activity has not been studied 
extensively. This relationship poses a challenge for moni-
toring manual assembly processes. Two approaches can be 
identified in the area of sensor-based process recording:

 ● The first is a human-centered approach: Sensors are 
used to detect people and their actions so that positions, 
movements and gestures can be recognized, and opera-
tor’s activities can be deduced. This can be done us-
ing body-worn sensors or camera systems with human 
movement detection software that provides information 
about the assembly task and the duration of the task. 
Ward et al. developed activity recognition of assembly 
tasks using body-worn microphones and accelerometers 
(Ward et al., 2006). Tao et al. present an approach for ac-
tivity detection in assembly systems using a wrist-band 
and a deep learning algorithm for classification (Tao 
et al., 2018). Liu et al. presents a method to recognize 
hand movement using a camera system and an object 
detection software. This information is used to identify 
assembly steps (Liu et al., 2019). KACZMAREK uses 
camera sensors and generates depth data to detect ges-
tures and assembly progress (Kaczmarek et al., 2015). 
In (Chen et al., 2020) machine learning is used to clas-
sify image data of assembly activities, enabling process 
detection. Critical aspects of these approaches are the 

the evaluation scenarios. There is no “correct” value here: 
there is a tradeoff between reacting swiftly to changes in the 
physical production and overreaction leading to constantly 
changed planning that can lead to non-acceptance of the 
system by the human operators in the production system. 
Good practice for setting these values in real-world applica-
tions will likely only reliably be found through extensive 
testing, they will be case-dependent and a question of plan-
ners’ preferences.

In addition to determining the proper reaction time for re-
planning, the implementation efficiency of the DT and the 
programming language both influence the potential reaction 
times of the DT as well as the computing requirements. In 
this research the question of efficient implementation and 
programming language was not part of the intended goals 
– the implementation in Python was chosen for efficient 
development and was able to support the required reaction 
speed on the conventional PC. The DT demonstrator works 
as intended, with the MQTT publisher-subscriber approach 
shown to be a feasible approach for event updates between 
virtual and physical twin.

Sensors and hardware

Problem description

To create a valid database for a constantly updated virtual 
image of the production system, events from production 
must be recorded and made available to the simulation. For 
this purpose, the ED introduced in section three, identifies 
events in the physical production environment and instantly 
transmits them to the virtual side of the DT. The standard 
way to automatically capture events in predominantly man-
ual assembly processes, that cannot be obtained by existing 
system logs or status data available in the equipment control 
layer, i.e. ERP/MES, is by means of (additional) sensors or 
cameras and AI-based machine vision. This section aims to, 
based on existing sensor concepts, develop an efficient sys-
tematic sensor and 10T concept for flexible assembly sys-
tems that can provide current process status data in the DT 
setting presented in the preceding section.

Related work

In recent years, Internet of Things (IoT) sensors have become 
widely available on the market. Features of these IoT sen-
sors include a variety of environmental parameters that can 
be measured with a sensor, a wireless data transfer and wire-
less power supply integrated in one device. The integration 
and connection of these sensors into the IT-environment 
in production systems is therefore simple and enables a 
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as well as the definition of measuring points in the as-
sembly process are the main challenges associated with 
this approach.

Developed solution

In the approach at hand, we have chosen the object-oriented 
approach and thus developed a method to analyze sensor 
data from environmental sensors. The reason for this is on 
the one hand to minimize the integration and implementa-
tion effort for companies and on the other hand to ensure 
the protection of employees’ privacy. The object-oriented 
approach has the advantage that no sensors must be attached 
directly to the person and at the same time no personal data 
of the employee is recorded. To record as many sensor 
measurement variables as possible, environmental sensors 
are ideal, since they can be very small and record several 
measurement variables at the same time. The sensors can 
be used without knowing in advance the exact measurand 
suitable to derive specific processes from the sensor sig-
nal curve. The iterative process and therefore the effort to 
integrate and test different sensors individually is signifi-
cantly reduced with environmental sensors, compared to 
the human-centered approach. Currently, no analysis has 
been done on how suitable process steps can be identified 
for automated tracking with environmental sensors. There-
fore, we developed a method to identify points or segments 
within assembly processes (e.g., specific movements within 
an assembly process step), that are suitable for a continu-
ous process recording. The method also specifies how to 
identify suitable sensor measurement variables and a way to 
interpret the sensor data to automatically detect the execu-
tions of processes.

The first step of the developed method is to identify suit-
able movements within an assembly process sequence that 
can be recognized by sensors. For a structured approach, 
we use the Methods-Time Measurement (MTM) approach, 
a predetermined motion time system that provides standard-
ized descriptions of movements for manual industrial pro-
cesses combined with elements involved in each task (De 
Almeida & Ferreira, 2009). An extended MTM representa-
tion has been compiled by the authors (Nausch et al., 2021), 
were MTM process categories are matched with potential 
sensor carriers (Fig. 6).

Since the object-oriented approach is used, the human 
involved in the assembly process is not available as a sensor 
carrier, thus a “Movement, visual inspection” process would 
have to be detected by other means, e.g. with a confirma-
tion button for the operator to push, once the step has been 
executed.

privacy protection of employees, including differing lo-
cal regulations, and the required effort in preprocessing 
and classifying training data.

 ● The second is an object-oriented approach: instead of 
capturing people directly, this approach focuses on 
capturing the product, tools or materials. Kärcher et al. 
use IoT sensors to detect ongoing assembly processes. 
Here, sensors are attached directly to tools and mate-
rials. Based on the sensor signal, the activity is iden-
tified (Kärcher et al., 2018). In this approach, there is 
no systematic method of how to select suitable points 
in the assembly processes to integrate sensors and how 
to choose sensor types. In several research projects, 
camera systems are used to detect objects using ma-
chine vision (Pierleoni et al., 2020). These approaches 
use image data of the current product to infer the as-
sembly progress and the assembly quality. Rebmann et 
al. uses a Business Process Model and Notation process 
description, followed by using sensors and a classifier 
to identify assembly processes (Rebmann et al., 2020). 
Hu et al. presents an IoT-based cyber-physical frame-
work for turbine assembly systems, where RFID sen-
sors are used to determine the location of operators and 
materials and thus to identify the assembly process step 
(Hu et al., 2020). The selection of appropriate sensors 

Fig. 6 Extended MTM representation, published by the authors in 
(Nausch et al., 2021)
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more complex than in the example, depending on the pro-
cess and sensor type, so that other pattern recognition meth-
ods could be necessary. Here, AI-based pattern recognition 
would be one of the most promising options. The same is 
true for camera and machine-vison based process detection, 
which is an example for very complex sensor signals – the 
advance of AI-methods has significantly improved options 
to automatically interpret complex (visual) data. Combin-
ing different types of sensors is another option to improve 
process detection accuracy potentially greatly: e.g., if a 
motion detection sensor is combined with an Automatic 
identification and data capture (AIDC), such as RFID or 

The result of an MTM analysis of an assembly pro-
cess is a tabular process description. Within this descrip-
tion, recurring or otherwise characteristic elements in the 
description can be identified, which can then be identified as 
sensor signal patterns, e.g. from motion sensors, thus con-
stituting suitable measuring points. Sensors can be classi-
fied and chosen depending on the use case and according to 
four dimensions (Jürgen Fleischer et al. 2018): Measurable 
quantities, energy source, external influence and data trans-
mission. Each of them has several characteristics which are 
represented in the following Fig. 7.

From the general classification of sensors, this leads to 
the special sensors that are required for the application case. 
There are a couple of sensors which are suitable to identify 
different tasks.

An overview of these various types of sensors is listed 
in Table 1.

To determine if a certain environmental sensor is suitable 
for detecting the characteristic process of an object, a sen-
sor must be attached to the object (see Fig. 8). Depending 
on the object, several manipulations (e.g.: a screwing pro-
cess) are carried out and the sensor signal pattern of the indi-
vidual executions is analyzed. If the sensor data from the 
individual runs do not show any correlation, either the sen-
sor sensitivity or the sensor position must be adjusted, and 
new tests carried out. If still no clear correlation between 
the sensor signals of a process can be detected, it is neces-
sary to revert to the MTM based identification of suitable 
measuring points in the process to find alternative measur-
ing points. If a pattern is detected, the sensor signals can be 
stored and an activation function is set, depending on the 
deflection pattern.

Figure 9 shows the sensor signals from two magnetom-
eters while performing an assembly operation (in this case 
a manual press operation) four times. Based on the sensor 
signal of the individual mounting executions, patterns in 
the signal were identified and an activation function was 
defined. In the above presented example, the activation 
function was defined according to the values of the two sen-
sors: If the signals exceed the identified (though statistical 
analysis of the multiple monitoring of the assembly opera-
tion) threshold values, the activation function is triggered.

Since multiple different processes could be executed with 
one tool or piece of equipment with sensors attached, the 
sensor data feed can be used to detect those different pro-
cesses. In that case, multiple activation functions are associ-
ated with that sensor data feed and can be triggered – e.g., 
a motion sensor on a manual press could detect different 
processes depending on the acceleration patterns. Multiple 
functions require sufficient differences between the activa-
tion functions – e.g., different threshold values or different 
value-patterns. The signals and patterns can become much 

Table 1 Sensor types and measurable assembly parameters, based on 
(Kärcher et al., 2018) and extended by three more sensor types
Type of sensor Task
RFID tags and 
reader

Localization of part, tool or jig
Movement detection

Accelerometer Movement and vibration detection
Magnetometer Movement by magnetic

field detection
Gyroscope Movement detection
Thermometer and 
hygrometer

Temperature and humidity
measurement

Ambient light 
sensor

Movement detection

Electronic scales Weight measurement, part
extraction check
Movement detection by removing and placing 
part, tool or jig on the scale
Localization and identification of part, tool 
or jig

Distance sensors 
(capacitive and 
inductive)

Part extraction check

6-axis force sensor Presence of part, tool or jig by measurement 
of force and torque in x, y and z

Ultrasonic sensor Measurement of distances between objects or 
fill levels

Gas sensor Check concentration of certain gases in the air

Fig. 7 sensor selection criteria (Nausch et al., 2021)
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barcode, a force sensor, or a machine vision system, the 
combined activation functions would lead to much higher 
detection accuracy then single sensor-detection. However, 
there is a trade-off between detection effort, investment and 
required accuracy, that must be considered when designing 
the system.

The sensor data feed for each sensor/process (a combina-
tion of sensors is also possible if a single signal is not suffi-
cient to safely detect a process) is continuously analyzed via 
the activation functions. Upon triggering the function, an 
event with a timestamp is created and logged as an indexed 
entry in a central event database – this constitutes the ED 
process already described in the context of the entire syn-
chronization process in Sect. “Synchronizing the DT with 
the production”.

Results

In order to test and validate the procedure, an experimental 
setup was implemented in the TU Wien Pilot Factory Indus-
try 4.0 (Hennig et al., 2019). In the case-study, a toy truck 
is assembled as a demonstration product. Figure 10 gives an 
overview of the workstation layout and modules.

The infrastructure of the pilot factory was first analyzed 
for the application of IoT sensors. Both wired and wireless 
sensors, with battery power supply and a Bluetooth connec-
tion for data transmission, were identified as suitable sensor 
technology for the application. The sensor data is trans-
ferred to a MySQL database.

The demonstration and evaluation were performed 
according to the approach described above:

 ● The process description was created using the extended 
MTM description. The assembly activities are described 
by 55 MTM codes. For each task, the corresponding ele-
ments involved have been added.

 ● Based on this MTM description, suitable measur-
ing points were identified. The list of tools, resources, 

Fig. 10 Overview of setup in the pilot factory test environment

 

Fig. 9 Example of sensor signal during four manipulations, published 
by the authors in (Nausch et al., 2021)

 

Fig. 8 CISS sensor attached to a manual press
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sensors as the disturbances here should be caught early to 
not lose time on the scarcest resources.

A major aspect to consider for the practical applicability 
of the developed ED concept is the ability to support the 
complexity and scale of real-life applications. Hundreds of 
processes and pieces of equipment are to be expected for 
an “average” production facility; thus, the ED system must 
support hundreds of measuring points and data feeds that 
must be analyzed. The CISS IoT technology used in the 
demonstration supports 7 sensors per IoT gateway and the 
industrial computer can connect to multiple IoT gateways, 
up to a total of 1.000 sensor feeds. In many industry applica-
tions these specifications could suffice, especially consider-
ing that not every single process has to be detected by the 
ED – a prioritization of relevant process gates could keep 
the number of sensors within practically feasible system 
specifications. It also must be noted that IoT technology is 
rapidly developing and the limits concerning system speed 
and size are likely to increase significantly in the coming 
years.

Visualization

Problem description and approach

The final step in the implementation of CRMS planning 
and optimization is to feed the information from the DT 
back into the physical world. The better and more timely 
the planning results can be communicated to the shop-floor 
staff, the better the prospects for a smooth execution of the 
plan (Matthias Tauber et al. 2019). For this purpose, a web-
based dashboard was developed, which visualizes the infor-
mation from the planning module, adapted to different roles, 
from operator on the shopfloor to an overview perspective 
for planners.

Related work

Gröger et al. (Gröger et al., 2013) have developed an opera-
tional dashboard for manufacturing, geared towards sup-
porting shopfloor level operations, based on a literature 
analysis followed by expert interviews. They identify 4 
major information needs:

 ● process context: conveying an understanding of the en-
tire process, e.g. by informing about past, current and 
upcoming production orders.

 ● process performance: monitoring current performance 
metrics, e.g. current cycle time.

 ● process knowledge: information resources on the pro-
cess, e.g. instructions.

materials and supply devices and small load containers 
that are assigned to measuring points was derived.

 ● The tools, material, containers, supply devices for the 
measuring points were equipped with sensors.

 ● Through monitoring the sensor data feed for repeated 
process executions for each measuring point and each 
process, recognition patterns (i.e., threshold values and 
patterns) are derived and stored in activation functions.

 ● The sensor data feeds were assigned to the activation 
functions. The functions are directly linked to the as-
sembly activities. Thus, the corresponding functions can 
be activated, and the matching activities can be marked 
as completed in the routing sheet by the EP module.

One of the analyzed and sensor-detected processes was 
the pressing of tires and rims of the toy truck, which we 
will show as an example for the measuring procedure. For 
this purpose, a CISS environmental sensor (Robert Bosch 
GmbH, 2022) was attached to the press and the sensor sig-
nal was measured during the performance of the activity 
(see Fig. 9). By operating the lever, the magnetic field and 
thus also the sensor signal changed. The activation function 
is based on a threshold value.

Of the 55 assembly tasks involved in the entire assembly 
process, 60% of the tasks could be clearly identified with 
environmental sensors. This offers enough possibilities to 
detect relevant steps within the assembly sequence. Since 
MTM analysis results in fine detail and thus small process 
segments, the steps most suitable for an easy sensor detec-
tion can be selected. The number of necessary sensor points 
depends on the availability of control-layer data (i.e., if a 
machine status is available and can be used to identify a 
process step, no further sensor point is necessary for that) 
and a combination of required reaction time from the DT 
and potential planning and control measures. For example, 
in high volume, highly automated assembly processes with 
short processing times, the reaction time should be very 
quick (e.g., within seconds), in order to be able to react to 
disturbances in the process – the time to detect disturbances, 
i.e. deviations from the plan, is shorter if there are more sen-
sor or other data gathering points within the process chain. 
Conversely, in the case of a more manual process, with 
longer processing times and possibly more time variance, 
the reaction does not have to be as fast – this means fewer 
sensor or other data points are sufficient for the available 
sensible planning and control measures. Since more sen-
sor points equal higher equipment cost and data process-
ing effort, it is sensible to add sensor points as frugally as 
possible, especially since adding more sensor points later if 
required is always an option. Potential bottlenecks within 
a process sequence are usually the first choice for placing 
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 ● Planner’s view (Fig. 11): the planners view consists of 
a dynamic Gantt chart which displays executed and fu-
ture jobs on a single timeline. The already completed 
jobs and assembly steps are played back to the system 
based on the sensor data, while the upcoming jobs in 
the respective stations future are sent to the system from 
the DT’s optimized planning. On the left side, a drop-
down menu is provided, where planners can select those 
jobs or product variants that should be highlighted. A 
color code helps to distinguish the jobs from each other. 
A mouse-over function provides more information on 
each order by clicking on the orders in the chart. The red 
vertical line is the current time, with past processes on 
its left and upcoming processes on its right.

 ● Station view (Fig. 12): The station view displays the cur-
rently calculated assembly paths of a certain selection 
of jobs through the assembly stations. The station view 
shows the worker the active assembly stations includ-
ing the active modules, i.e. which tools and processing 
capabilities are currently assigned to the workstation, as 
well as the allocation by assembly orders. Each job is 
represented by a colored line, the individual work steps 
as nodes within the respective station. The available 
modules in each station are displayed to the workers as 
simple icons. Like in the Planner view, the worker has 
the possibility to customize the dashboard by filtering 
jobs and active modules per station.

 ● Shopfloor worker’s view (Fig. 13): The Shopfloor View 
is a detailed view for the operational employee, analo-
gous to the Gantt chart representation from the Planners 
View.

 ● In addition to the features from the Planner’s View, i.e. 
and overview of jobs and job sequence, the workers are 
provided with information about running, soon to be 
completed and soon to be started jobs (see table on the 
right). For each section, the IDs of the operation, the 
jobs and the assigned station are displayed, as well as 
the remaining time until the end or start of a correspond-
ing activity.

 ● process communications: enabling direct communica-
tion with other stakeholders within the process-chain.

Tokola et al. (Tokola et al., 2016) emphasize the importance 
of role specific information and KPIs in manufacturing 
dashboards and the need to develop user-centered views. 
The visualization developed in the paper at hand focusses 
mostly on the process context and process performance 
aspect, since those two aspects are closely linked to the 
implementation of optimized plans for the assembly pro-
cess. The role specific information, following the user-cen-
tered paradigm, was considered by providing information 
for the planners, aimed at providing an overview of the plan 
and status of the entire assembly process, and for the shop-
floor staff, with station- and process-step dependent focused 
information.

Developed solution

The main goal of developing a supporting dashboard was 
to make the displays required for planning and executing 
assembly activities as clear and easy to understand as pos-
sible, without losing essential information or taking it out 
of context. To transfer the continuously changing informa-
tion from the two sources, namely the optimization model 
as well as the sensor data via the pre-processing module, to 
the respective employee, a web-based dashboard with three 
types of views was developed. The dashboard was imple-
mented in a web application on a local server and is fed by 
the data of the DT. It is based on the programming language 
R (version 4.0.4) and data visualization was implemented 
using the package R Shiny application. The elements dis-
played in the graphs include information about the variants 
to be produced, running, completed and pending jobs, the 
active stations including the active modules, as well as the 
duration of the activities. The following three user group-
specific views have been developed:

Fig. 12 Screenshot of the Station view

 

Fig. 11 Screenshot of planner’s view
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into a working demonstrator in a learning factory environ-
ment. The main contributions of the paper are:

 ● The development of a simulation-based optimization 
module that applies reinforcement learning and GAs to 
optimize the module configuration and job routing in 
CRMS, considering a multi-criteria objective function 
and constraints. The most innovative aspect lies in in the 
inclusion of RL to achieve an almost instant optimiza-
tion response for the most dynamic parts of the opti-
mization task, i.e. dynamic routing and job-workstation 
assignments, with encouraging initial results pointing 
towards a principal feasibility of the approach. Howev-
er, it also shows the current limitations and technology 
readiness level of this specific method-application as-
pect, i.e. restriction of RL support to a simplified system 
with backup-algorithms for now necessary for the full 
assembly system complexity. At the same time, this is 
an important indicator for the prioritization of research 
needs in this area of Optimized Control of CRMS.

 ● The design of a synchronization module that links the 
physical and virtual systems via sensors and event han-
dling, ensuring the consistency and reliability of the data 
exchange and enabling (near) real-time feedback and 
adaptation. Building on more theoretical and conceptual 
frameworks, the development in this paper shows how 
the crucial event handling to synchronize the physical 
and virtual sides of the DT for planning and control pur-
poses can be realized: (a) on a structural/conceptual lev-
el, but (b) also in practical terms, by providing a demon-
strator implementation and evaluation of the feasibility 
of the approach. This should not be understood as a 
prescribed blueprint for industrial DT implementations 
for CRMS. Rather, it is intended as an incremental step 
within a development progression aiming to increase 
the efficiency and adaptability of DT setups, creating a 
technology readiness level that supports the execution 
of large-scale industrial applications.

 ● The development of a sensor concept that utilizes IoT 
sensors to detect assembly-process steps to update status 
information for the processes in the assembly system, 
thus enabling a continuously updated digital shadowing 
of the real-world assembly system. This paper contrib-
utes a systematic approach to utilize state of the art lot 
sensor technology, based on the MTM process design 
method.

 ● The creation of a visualization module that communi-
cates the optimized plans and control measures to the 
shop floor staff, enhancing their awareness and under-
standing of the system status and performance. Here, 
the principle of user-centric information provision, 
identified in the literature review, was transferred into 

Results

Since the visualization is the main interface of the plan-
ning method with the human operators in the assembly, a 
major element of the development is incorporating feedback 
from operators on the three different layers (planner, sta-
tion, shopfloor worker) in iterative steps. In the demonstra-
tor development included in this presentation, the included 
steps were: an initial concept workshop from the develop-
ment team concerning the basic functionality (i.e. providing 
status information on orders at different workstations and 
the upcoming orders as well as the basic concept of differ-
ent user-groups), followed by a workshop with students and 
staff working at the TU Wien Pilot Factory Industry 4.0 in 
which the three layer views were conceptualized and finally 
a test workshop were the entire DT as presented in this paper 
was tested. This test was to establish the basic functionality 
and feasibility of the concept – a more thorough testing and 
evaluation must follow, which will enable detailed feedback 
and iterative improvement, especially of the visualization 
module. However, it must be noted that the goal is not the 
development of a ready-to-use software for industry use 
but rather a holistic concept that is demonstrated, potential-
evaluated and ready for implementation in existing industry 
IT environments. Thus, a significant part of the visualization 
development in terms of usability will have to be included 
in that final development step, beyond research papers.

Discussion and outlook

The main goal of this paper was to develop a demonstrator 
for a DT approach for a CRMS or matrix production setting. 
All four identified necessary elements, from simulation and 
optimized planning and control, through synchronization of 
the DT with the physical manufacturing system, to IoT sen-
sor-based status data generation and a visualization module 
for different user groups, were developed and integrated 

Fig. 13 Screenshot of the Shop floor worker’s view
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irrespective of this question of how the status data connec-
tion is established.

Concerning the sensors, the basic feasibility of the 
approach of using functions to detect events could be shown. 
In a next step it is planned to include other sensor systems 
like cameras with an object recognition method, in addition 
to “traditional” sensors, for contactless identification of fur-
ther parts and materials to record assembly processes more 
reliably. This can also reduce the cost and necessary infra-
structure as cameras could be considered a universal sensor, 
with the process specific detection capability “outsourced” 
to an AI detection algorithm that can be trained to work for 
a large variety of processes. For such systems the activa-
tion function must be adapted to the interface of the object 
recognition, but this does not represent a contradiction in 
the methodical procedure and will be the content of further 
research projects. Scaling the system with IoT components 
together with the synchronization of the DT for larger sys-
tems, with hundreds of objects, is another subject of the 
ongoing research track.

Concerning the visualization and the interaction of human 
planners with the planning method, a basic concept could be 
demonstrated that considers requirements for operators on 
the shopfloor as well as those of planners. The visualization 
must be part of the graphic user interface of a planning tool 
and usability aspects must be considered in the context of 
implementing the status visualization in traditional planning 
views of MES and process control software; while some 
aspects of this can be part of research, a big part will likely 
be addressed in user-centric software development.

A major next step, encompassing and addressing most of 
the limitations, will be a demonstration in an industrial dem-
onstrator where the developed method is transferred from 
the current learning factory to a real-world industrial appli-
cation. This will enable a more comprehensive evaluation 
(a) of the real-world optimization benefits of the approach, 
e.g. compared to manual planning or traditional planning 
approaches, and (b) of the usability and it-implementation 
and performance aspects of the approach. Next to the men-
tioned technical challenges, there are also practical ques-
tions concerning the applicability and real-life benefits of 
flexible manufacturing concepts, i.e. evaluating the cost 
benefit ratio of additional implementation effort versus 
the flexibility benefits for production systems (Perwitz et 
al., 2022), or evaluating acceptance and for these produc-
tion concepts. This is another category of future research 
that will impact mainly the relevance of methods. Intelli-
gent methods to optimally plan and control flexible assem-
bly systems in turn also have the potential to reduce their 
implementation and operational effort while increasing the 
benefits though increased resource utilization due to a better 
planning quality.

a working demonstrator, for which initial user-feedback 
could be collected.

While this is a demonstration of the feasibility of the con-
cept of a constantly optimized flexible production system 
that provides the productivity benefits of flowline produc-
tion systems with considerably more flexibility, there are 
still major challenges to overcome until this concept is 
ready for industry use:

The simulation is sufficiently developed, as the neces-
sary adaptions for simulations in conventional linear pro-
duction systems were relatively easy to implement, i.e. the 
process sequence flexibility or the ability to re-configure 
the production system structure during the simulation. The 
optimization could be demonstrated as well, although the 
RL approach for dynamic routing and workstation alloca-
tion must be developed further in order to handle the full 
complexity case with multiple products, hundreds of orders 
and multiple stations, which can be expected in full-scale 
production environments. The RL approach is meant to 
show the most promising research trajectory in providing a 
responsive optimization, which is especially important for 
CRMS, where flexibility and constant changes are part of 
the concept.

Concerning the synchronization of DT and real-world 
production system, the approach developed in this demon-
strator is meant to show the feasibility of the event manage-
ment with planned events and those that have already taken 
place and were detected by sensors. While the demonstrator 
features a solution that directly accesses the control layer of 
the devices and sensors, an alternative option would be that 
the event manager could have a data interface only with an 
existing MES or process control software and not access the 
control layer directly – or a combination of both is also pos-
sible: i.e., accessing most status date from a central data link 
to the MES or process control software and directly access-
ing the status of certain IoT sensors for especially time-crit-
ical status data. This decision is process dependent and can 
be illustrated with two examples from the meat production 
industry were the author’s research group have created DTs 
for PPC in conventional automated production settings (i.e. 
not for flexible manufacturing systems): in the production of 
bacon, the processes are on a timescale of minutes to many 
hours, while in a poultry processing plant, processes can be 
on a timescale of fractions of a second (here, the speed of a 
line can reach 5 products per second, which are then auto-
matically distributed to workstations for automatic process-
ing units). While in the first case a status update from the 
ERP/MES system is sufficient, in the second case it might 
be beneficial to directly access sensor data from the control 
layer to enable responsive split-second decisions. The pre-
sented event handling approach is relevant and applicable 
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