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Abstract

Current and the future radio frequency (RF) transmitters have to cope with grow-

ing data rates and support simultaneously numerous wireless standards. To this

end, one of the increasingly desired features is the ability to adjust the center fre-

quency of the transmission signal over a wide bandwidth setting. This capability

leads the way to flexible RF front-ends supporting multi-mode and multi-channel

operation.

Advanced, quadrature type digital transmitter concepts combine re-configurable

RF signal generation with high efficiency power amplification. However, most of

the state-of-the-art transmitter solutions are optimized for limited center frequency

settings. Therefore, in this thesis, novel pulsed encoding and behavioral modeling

techniques are presented to improve the center frequency agility.

Firstly, a novel way of digital pulse-width modulation (PWM) of quadrature se-

quences is given. With suitable noise shaped encoding methods, the distortion due

to aliasing can be shifted away from the signal band. Thus, improved transmission

signal dynamic range can be obtained for a large scale of intermediate frequency

settings.

Secondly, the inherent quadrature imbalance related to the digital up-conversion

technique is analyzed and suitable compensation techniques are presented. The

presented quadrature noise shaped encoding algorithms enable suppression of the

conjugate quantization noise and conjugate image components in the signal band

of up to 50 dB. Thus, digital encoding of RF pulsed sequences with improved

center frequency tuning can be enabled.

Thirdly, two complex baseband behavioral models, which capture the analog cir-

cuitry based non-linear effects of the transmitter are introduced. According to the

simulation and measurement based validation results, the models are effective for

a multitude of center frequency settings.

hruotsalainen
Unterstreichen
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Chapter 1

Introduction

1.1 Demand for center frequency agility

The evolution of wireless mobile networks and electronic wireless devices during

the past 30 years has led to ubiquitous availability for e.g. telephony, internet

access, and high quality sound and video. Over the past few years, the wireless

connectivity has become hugely popular due to the integration of the various

services into affordable, portable devices including lap-tops and smart phones.

Thus the growing trend in mobile communications tends to more communication

devices per person incorporating more services.

Since the radio frequency (RF) spectrum, i.e. the medium, is a limited resource

and has to be shared among other terms of use, the current wireless standards need

to operate on numerous frequency bands ranging from a few hundred MHz to a

few GHz. From an engineering point of view, the required simultaneous support

for the several standards increases the complexity of the RF transceiver. In the

transmitter unit the conventional solutions incorporate a single RF transmitter

chain per a single frequency band. This in the end leads on the one hand to

more complex analog RF circuitry in hand-held devices and on the other hand to

hardware intensive RF base-stations. A more sophisticated solution would be to

enable re-use of the hardware for the different wireless standards, i.e. to enable

1



Chapter 1. Introduction 2

capability to multi-mode operation. For example in a smart-phone, a single multi-

mode RF transmitter could operate on different mobile communication standards,

depending on their availability. This kind of operation requires adaptation from

the RF transmitter to the bandwidth and the center frequency of the transmission

signal (fc).

The emerging radio technologies call for even higher degrees of reconfigurability.

One of the promising candidates to increase the spectral efficiency is a so called

cognitive radio concept [1], where spectrum sensing techniques are utilized to au-

tomatically determine the available RF spectrum for communication purposes.

Based on the spectrum identification results, the RF transceiver adjusts its pa-

rameters to the new transmission scenario. Hence, fc agile RF transmitters are

necessary to implement such radio concepts.

1.2 Towards digitally intensive transmitters

In Figure 1.1 the conventional RF transmitter architecture based on the super

heterodyne principle is illustrated, where a band-limited baseband signal is firstly

up-converted in two stages and finally the RF transmission signal is amplified by

a linear RF power amplifier (PA) for transmission. Such transmitters are suitable

for generation of wideband RF signals with high dynamic range. However, the

concept is prone to the following undesired effects

• Nonlinear dynamic effects of the PA

• Quadrature imbalance effects

• Low PA efficiency

• Sensitivity to temperature drift and aging

• Difficult reconfiguration and integration
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Despite the fact that the quadrature imbalance effects and power amplification

related non-linearity can be suppressed to some extent by digital signal processing

methods [2], the intensive analog component design and the limited PA efficiency

makes the architecture unattractive for future wireless networks.

DAC

DAC

Digital baseband 

processing unit

90°
LO1 +

LO2

PA

I

Q

Figure 1.1: Block diagram of super heterodyne RF transmitter.

The advancements in silicon technology during the past decade have increased the

clock rates well into the GHz range. Eventually, according to the ITRS roadmap,

next to decreased power consumption the maximum available on-chip clock rate

shall double between the years 2014 and 2026 [3]. Thus, replacement of the analog

components of the up-conversion path with a suitable hardware performing direct

digital RF signal generation constitutes a transmitter architecture with higher

flexibility via programmability. This idea is strongly related to the software defined

radio concept, in which the goal is to make the radio fully reconfigurable by means

of digital signal processing hardware [4].

Digital 1-bit 

RF signal 

encoding

I

Q SMPA

Figure 1.2: Block diagram of digital RF transmitter.

Figure 1.2 presents a digital RF transmitter concept, which is also called Class-S

PA [5] or Delta-Sigma transmitter [6]. The RF signal generation is established

with digital pulse modulation techniques, where an over-sampled digital sample

sequence is encoded into a two level sequence. Hence, the resulting pulsed RF

signal is suitable for the excitation of a switched-mode PA (SMPA), which enables
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power amplification with high drain efficiency [7]. Due to the digital pulsed encod-

ing, the amplified RF signal contains quantization noise and distortion products

that need to be suppressed by a band-pass filter before transmission. On the one

hand the advantages of the digital transmitter include

• Reconfigurable and scalable RF signal encoding

• Potentially 100% PA drain efficiency

• RF signal generation insensitive to analog component based quadrature im-

balance effects, temperature drift or aging

On the other hand design issues related to the implementation of a digital trans-

mitter comprise

• Large amount of quantization noise

• RF pulse generation and SMPA affect the RF signal encoding, which leads

to increased distortion

• A band-pass reconstruction filter with steep transition bands is required to

successfully suppress the out-of-band distortion products

In the literature, multiple digital RF transmitter concepts have been introduced.

Some of the earliest demonstrations implement the signal encoding by band-pass

sigma-delta (BPΣ∆) modulation [8]. Later this structurally quite simple design

has been employed for Class-D RF PAs [9, 10]. Although the BPΣ∆ encoding

enables a wide fc tuning, the digital implementation of the encoder is required to

operate at a frequency that is a multiple of fc. Thus, implementations with state-

of-the-art re-configurable hardware would allow the utilization of the transmitter

up to a few hundred MHz. This drawback was alleviated by substituting the digital

RF sequence encoding by a combination of complex baseband sequence encoding

and a digital up-conversion technique [11]. Over the years, this approach drew

more attention and various encoding methods were suggested including Σ∆ mod-

ulation [12–17], pulse-width modulation (PWM) [18, 19], as well as pulse position
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modulation [20]. Further digital RF transmitters include digital RF-PWM based

solutions [21–23] digital polar transmitters [24] and digital out-phasing transmit-

ters [25].

1.3 Goals and hypothesis

This Thesis concentrates on the digital RF transmitter illustrated in Figure 1.3,

employing PWM encoding in complex baseband. Despite the numerous efforts

of the previous works, there are still important issues to be addressed in order

to make the full potential of the concept available. First of all, the previously

proposed encoding methods allow, in general, only for a limited adjustment of

fc. Secondly, the role of the analog circuitry based imperfections in the power

amplification stage is less understood from the transmission signal linearity point

of view.

PA+
Digital

PWM 

Modulator

Baseband sequence 

encoding

Digital up-

conversion

Power 

amplification

0 f 0 f ffSW/4 ffSW/4fIFfIF

Figure 1.3: Quadrature type digital RF transmitter.

Based on the above given critical points, the presented work targets at two general

goals:

• Enable a continuous and wide fc adjusting.

• Identify techniques to capture the distortion of the power amplification stage.

The given goals allow for the formulation of the two main hypotheses of this Thesis:
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• Improved digital noise shaped encoding techniques shall mitigate the encoding

based distortion over signal band for multiple fc settings.

• Complex baseband behavioral modeling approach shall be an effective way to

represent the analog circuitry related distortion

1.4 Outline

The remainder of this Thesis is organized as follows. Chapter II gives a brief

overview of the methods relevant for the digital transmitter in question. After

describing the concepts of noise shaping and of digital up-conversion, which are

the corner stones of the encoding part, the distortion mechanism of the power

amplification stage is explained. Chapter III aims at PWM encoding of digital

quadrature sequences. Motivated by harmful aliasing of the digital PWM process,

a novel closed-loop modulator is given which shifts the PWM related distortion

away from the signal band. The characteristics of the modulator are revealed by

extensive simulations. Subsequently, novel designs of quadrature noise shapers

leading to enhanced digital up-conversion techniques are given in Chapter IV. Af-

terwards, two new complex baseband models tailored for the complex baseband

encoded sequences are demonstrated in Chapter V for behavioral modeling pur-

poses. The performance of the models is assessed by simulation and measurement

based validation setups. Finally, Chapter VI delivers next to the concluding points,

also possible directions for future work.

hruotsalainen
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Chapter 2

Methodology

This Chapter aims to give a compact review of the signal processing methods

relevant for the quadrature type digital transmitter considered in this Thesis. At

first, the single bit encoding of the complex baseband sequences will be covered.

Secondly, a digital up-conversion method is explained, which is required to con-

vert encoded baseband sequences into RF pulse sequences. Finally, the distortion

mechanism related to the power amplification stage of the digital transmitter is

described for the encoded pulsed RF signals.

2.1 Quadrature noise shaped encoding

Noise shaped coding or noise shaping refers to a generalized technique to manipu-

late quantization noise in various applications [26]. One of the most popular noise

shaped encoding methods is Sigma-Delta (Σ∆) modulation, which has been uti-

lized widely in digital-to-analog (DAC) and analog-to-digital (ADC) conversion in

audio applications [27], in RF receivers [28, 29] as well as in digital RF transmitters

[15, 30]. Figure 2.1 a) shows the generalized noise shaper structure for encoding of

digital quadrature sequences x(n). The type of modulation is determined by the

7
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x(n)

y(n)v(n)

Re{v(n)}

Im{v(n)}
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filter
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L1

Q

Q

x(n)

y(n)v(n)Loop 

filter

L0

L1

+

e(n)

a)

b)

K

Figure 2.1: General structure of a quadrature noise shaper with a) generic
quantizers and b) a linearized quantizer model.

choice of the quantization operations, which are here denoted by generic quantiz-

ers Q. Hence, such framework which covers multiple types of digital modulation to

complex valued sequences will be referred to as quadrature noise shaped encoding.

The mechanism behind the shaping of the quantization noise works as follows.

During a single encoder cycle the generated complex valued symbol y(n− 1) from

the previous cycle will be fed back to the input of the modulator, where an error

signal is formed. The error is fed further to loop filters L0(z) and L1(z) and

finally the current complex valued bit is generated by two Q operators. Thus,

y(n) contains the input signal and quantization error stemming from the current

cycle and a superposition of the previous quantization errors weighted by the

L0(z) and L1(z). With a suitable selection of the loop filters the magnitude of the

quantization noise will be weighted in the frequency domain so that the harmful

distortion near the signal band is minimized. In the literature this is phenomenon

is commonly referred to as noise shaping.
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In order to gain a better understanding on how the generic noise shaper affects the

quantization noise in the frequency domain a linearized model [31] is utilized, which

is originally used to analyze Σ∆ modulators [27]. In the linearized model shown

in Figure 2.1 b) the quantizers are substituted by a combination of a gain element

K and a complex valued noise source e(n), which is assumed to be uncorrelated

with x(n). Although e(n) cannot fully reproduce the nonlinear effects of the

quantization, the simplification allows for calculation of the transfer function for

both the signal and for the quantization noise conveniently. Given that for the

generalized noise shaper topology L0(z) = G(z)
H(z)

and L1(z) = H(z)−1
H(z)

the output of

the linearized encoder can be expressed as

Y (z) =
1

1 +KL1(z)
E(z) +

KL0(z)

1 +KL1(z)
X(z). (2.1)

Thus, e(n) is filtered by an infinite impulse response (IIR) type filter NTF(z) =

1
1+KL1(z)

, which is commonly referred to as the noise transfer function (NTF). Fur-

thermore, the order of the nominator and the denominator of the NTF1 determines

also the order of the noise shaper (N). Since the goal of the noise shaping is to

minimize the frequency content of e(n) near the signal band, it is customary to

define the NTF so that the stop band is centered around the center frequency of

the input signal. Secondly, x(n) will be modified by STF(z) = KL0(z)
1+KL1(z)

, which in

turn is called the signal transfer function (STF). Particularly in DAC applications

L0(z) is often chosen so that x(n) remains unchanged during encoding.

Up to this point no restrictions are put on the NTF. However, due to the fact that

only the quantization errors previous to the current encoder cycle are weighted

restricts the first coefficient of the numerator of the NTF(z) to be equal to one.

This property is often referred in Σ∆ literature as the realization criterion. Hence,

the NTF magnitude response |NTF (jω)|2 exhibits in general a single or multiple

stop-band regions and regions with positive gain. This reflects the fundamental

principle of noise shaping: The harmful quantization noise is suppressed around

the band(s) of interest and amplified in the out-of-band regions. According to the

1Commonly equal
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Gerzon-Craven theorem the optimal noise shaping performance is obtained when

the NTF is of minimum phase [32]. When this condition holds, the integrals over

the positive gain regions and over the stop-band regions are equal.

The most important figure of merit (FoM) for a noise shaper is the power of the

remaining quantization noise in the signal band. The noise power of the linearized

model can be given by

Np =
σ2
e

π

∫ ω2

ω1

|NTF (ejπω)|dω, (2.2)

where σ2
e denotes the variance of e(n), ω1 the beginning of the signal band and

ω2 the end of the signal band. Moreover, let ∆ω = ω2 − ω1. As it turns out, the

quantity that has the most dramatic effect on Np is a ratio called over-sampling

ratio (OSR) defined as follows

OSR =
fs,x
fs
, (2.3)

where fs,x denotes the sampling frequency of the input signal and fs the operating

frequency of the encoder, respectively. In general noise shaped encoders operate at

fs that is well beyond the Nyquist frequency of the input sequence. In order to see

the significant relation between Np and OSR it is useful to examine an exemplary

1st order NTF with NTF (z) = 1 − z−1. For such NTF Np can be expressed as

a function of OSR as Np = π2σ2
e/3(OSR)3 [27]. Hence, Np reduces exponentially

as OSR increases. This characteristic is true also for other NTFs and, therefore,

noise shaped encoders are also called over-sampling data converters. A further

important characteristic of a modulator is the maximum noise gain defined as

|NTF (z)|∞, where |.|∞ denotes the Chebyshev norm. This property is commonly

used in conjunction with the stability analysis of noise shaped encoders.
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2.2 Digital up-conversion technique

The popular method to produce digital pulsed RF sequences [18] is shown in Fig-

ure 2.2. Given that the path between y(n) and p(n) can be established in the

digital domain by a few logical binary operations leads to an extremely simplistic

up-conversion strategy. Consequently, the computational complexity of the dig-

ital pulsed RF modulator employing digital up-conversion is largely dominated

by the complex baseband encoding part. This in turn is advantageous from a

fully digital transmitter design point of view, since the operating frequency of the

baseband sequence encoding can be scaled suitable for reconfigurable hardware.

Further, in contrast to analog quadrature mixers commonly employed in super-

heterodyne and direct conversion RF transmitters, the digital up-conversion does

not suffer from analog component based non-linear distortion or quadrature imbal-

ance effects. Due to the straightforward digital implementation, the up-conversion

+

0
-1

1
ILO(n)

QLO(n)

p(n)
+

+
Rs

y(n) yu(n)

hma

yu,I(n)

yu,Q(n)

0
-1

1

Figure 2.2: Structure of the digital up-conversion block

technique has been widely utilized in CMOS based digital RF signal synthesizers

[13, 33–35] as well as for signal generation purposes in digital RF transmitters

[12, 14, 16, 36, 37]. The practical implementations of the up-conversion tech-

nique include designs with external high-speed multiplexers [12] as well as single

chip field-programmable-gate-array (FPGA) based solutions with integrated high-

speed serializers [36]. From the two alternatives, the latter is more attractive for

all-digital transmitters due to the scalability property of the FPGA.
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The functionality of the up-conversion is as follows. At first the complex valued

encoded baseband symbols y(n) are up-sampled by a carrier OSR Rs = fsw/fs,

where fsw denotes the RF pulse switching rate. In order to retain the two-level

sequence characteristics, the zeros contained in over-sampled symbols yu(n) are

replaced by copies of y(n). This operation can be represented by a convolution

with a finite impulse response filter hma(n) with impulse response defined as

hma(n) =

 1, 0 ≤ n ≤ Rs − 1

0, n ≥ Rs.
(2.4)

Finally, a pulsed RF sequence p(n) is generated by multiplying the real and the

imaginary components of yu(n), namely yu,I(n) and yu,Q(n), by tri-state pulsed

quadrature sequences ILO = [· · · , 0,−1, 0, 1, · · · ] and QLO = [· · · , 1, 0,−1, 0, · · · ].

1/fLO

ILO(n)

QLO(n)

yu,I(n)

yu,Q(n)

p(n)

Figure 2.3: Sequences involved in the digital up-conversion

It can be noted that the two multiplication operations can be easily employed by

discarding every second sample and by changing of the sign of every fourth sample.

The detailed mathematical description of the digital up-conversion becomes

p(n) = [yu,I(n)ILO(n) + yu,Q(n)QLO(n)] ∗ hma(n), (2.5)

where ∗ denotes the convolution operation. This mapping operation of the over-

sampled and filtered complex baseband symbols is illustrated for the sake of clarity

in the time domain using pulsed waveforms in Figure 2.3. On the other hand the
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quadrature sequences are in fact sampled versions of the local oscillator (LO)

signals, where the sampling frequency is equal to fsw and the frequency of the

LO signals fLO = fsw/4. This means that the DC of the y(n) after up-conversion

locates at fsw/4. By observing the pulsed waveform of p(n) given in Figure 2.3 it

becomes clear that the phase of the yu(n) determines the phase of the RF pulse.

Since in this thesis the complex baseband encoding is considered two-level, there

are in total four distinct phase settings for yu(n).

2.3 Nonlinear intersymbol interference

It is commonly expected that the transmission signal dynamic range in the digital

transmitter can be adjusted rather arbitrarily by selecting NTF properly. This

assumption, made in the early demonstrations of digital transmitter concepts [8]

as well as in the numerous follow-up works [9, 38, 39], is easy to motivate if the

SMPA stage of the transmitter exhibits only memoryless non-linearity. As it is

well known, such non-linearities in combination with constant envelope signals,

including the two-level pulsed RF signals, cause only a DC offset to the amplified

signal. However, the extensive research of microwave PAs has demonstrated that

the non-linear memory effects, especially in wideband PAs cannot be neglected

[40]. This suggests that for digital transmitters, where energy of the out-of-band

quantization noise in comparison to the energy of the signal of interest is notable,

accounting for this behavior is even more important. The effect of analog circuitry

based memory on the transmission signal linearity in digital transmitters was first

studied in [41]. One of the main results was that the non-linear memory implies

non-linear bit-to-bit interaction for the pulsed RF signal, also referred to as non-

linear inter-symbol interference (nISI). As it turns out nISI is also present at

magnetic storage channels [42], high-speed audio DACs [43] as well as RF-DACs

[44].

In the previous works on nISI related to digital transmitters [41, 45–47] the ex-

istence of nISI is explained by the asymmetry between the rising and the falling

hruotsalainen
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edges of the RF pulse. This reasoning can be demonstrated by a relatively simple

mathematical analysis in time domain. First, the continuous time pulsed signal

pd(t) of the discrete time encoded pulse sequence p(n) can be expressed as

pd(t) =
∞∑

n=−∞

p(n)u(t− nTRF), (2.6)

where u(t) denotes the unit pulse waveform and TRF the duration of a single RF

pulse. Next, let pb(n) = (p(n) + 1)/2 denote binary version of p(n), where −1

is mapped to 0. With these signals, the pulse asymmetry can be modeled by

mapping a residual waveform wres(t) to a rising pulse edge as follows

pisi(t) = pd(t) +
∞∑

n=−∞

[pb(n)− pb(n)pb(n− 1)]wres(t− nTRF), (2.7)

where pisi(t) denotes the distorted version of pb(t). It is immediately visible from

(2.7) that the residual term is partly a non-linear function of the current and the

past RF bit, which implies nISI.

z-1 z-1 z-1

ROM

pb(n)

p(t)

Figure 2.4: LUT based model for nISI.

However, at RF bit rates in the low GHz regime the nISI is more likely a function

of more than two adjacent RF pulses. This hypothesis was confirmed by [44]

in which the authors showed that even for pulsed signal generation alone some

of the higher order nISI products are dominant in the pulsed RF signal. For

these purposes the authors of [44] introduced a look-up table (LUT) based model,

which is able to represent the nISI related to a time-invariant non-linear system

with finite memory. As illustrated in Figure 2.4 the LUT based model includes

a storage of 2MRF + 1 different waveforms, which are selected dependent on the
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current and the previous MRF entries of pb(n). Despite the fact that the LUT

based model is able to capture all possible nISI products, it does not make a

distinction between the linear and the non-linear part of the non-linear system.

To circumvent this problem the authors presented a Wiener type two-box model,

which is under some conditions equivalent to the LUT based model. Secondly,

a generalized Wiener-Hammerstein based model was given in [42], which is also

able to replace the LUT based model. In the following it will be shown that

the generalized Wiener-Hammerstein model can be easily derived given that the

nonlinear system can be represented by a Volterra series.

Since the encoding is performed in discrete-time, it is reasonable to restrict the

nISI modeling to be done in this domain as well. The discrete-time Volterra model

with two-level excitation reads

pisi(n) = h0 +
P∑
i=1

Vi[p(n)], (2.8)

where the ith order Volterra kernel Vi[p(n)] is given as

Vi[p(n)] =

MRF−1∑
m1=0

· · ·
MRF−1∑
mn=0

hi(m1, · · · ,mn)p(n−m1) · · · p(n−mn). (2.9)

By recognizing that p(n −mn)2k = 1 and that p(n −mn)(2k−1) = p(n −mn) the

kernels with even and/or odd order powers reduce to the lower order kernels. What

remains are the product terms involving all different combinations of time lags up

to MRF. This reduced model can be expressed conveniently as follows

pisi(n) = h0 +
2MRF∑
i=1

hiISIip(n), (2.10)

in which the ith nISI operator ISIi is described as

ISIip(n) =
∏
k∈Ki

p(n− k), (2.11)
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where Ki ⊆ P(S) denotes the ith index array and P(S) is the power set of S =

{1, · · · ,MRF}. As the result of each product term becomes either −1 or 1, the

model is able to represent 2MRF different output values for the memory depth of

MRF. Thus, (2.10) is a discrete time equivalent to the generalized continuous time

nISI model presented in [42]. In contrast to the LUT based model, (2.10) is a

decomposition of a DC part, a linear impulse response as well as a non-linear

impulse response for the nISI terms.

2450 2475 2500 2525 2550
−100

−80

−60

−40

−20

0

Frequency (MHz)

E
st
im

a
te
d
P
S
D

(d
B
/
H
z)

p(n)p(n-1)p(n-2)

p(n)p(n-1)

p(n)

Figure 2.5: nISI in frequency domain.

In Figure 2.5 the spectra of p(n) as well as two exemplary nISI sequences p(n)p(n−

1) and p(n)p(n − 1)p(n − 2) are illustrated near the signal band. As it is clearly

visible, the power of both nISI sequences is significantly higher in comparison to

the power of the residual quantization noise around the signal band. Evidently,

the source of the residual nISI based distortion is the high amount of noise shaped

out-of-band quantization noise which due to the multiplication between the RF

pulse sequence entries modulates back to the signal band.



Chapter 3

Digital pulse-width modulation of

quadrature sequences

Pulsed encoding of the quadrature sequences in digital domain constitutes the first

part of the digital transmitter. In this Chapter the digital pulse-width modulation

(PWM) as a potential type of encoding is studied. After a brief introduction, the

distortion mechanism of the discrete time PWM is explained. Motivated by the

descriptions of the conventional digital PWM processes and their distortion be-

havior, a novel closed-loop PWM modulator for complex baseband signals is given.

The modulator utilizes noise shaping to push the harmful distortion products away

from the signal band. The advantage over prior quadrature type encoders is that

the input signal can be located on an arbitrary intermediate frequency. Finally,

the characteristics of the modulator are analyzed in detail by simulations.

3.1 Digital pulse-width modulation

The evolution of the computational resources has inspired implementations of

PWM in the digital domain. The early applications concentrating on low-frequency

signal modulation included e.g. highly efficient power converters and audio ampli-

fiers [48–50]. As the clock rates of the digital signal processing hardware advanced

17

hruotsalainen
Unterstreichen

hruotsalainen
Unterstreichen



Chapter 3. Digital pulse-width modulation of quadrature sequences 18

into the high MHz and low GHz regime, a broader range of applications was en-

abled including RF transmitters [8]. The digital PWM enjoys the same preferred

qualities as other linear and nonlinear digital signal processing methods. The

modulation in the digital domain is exactly defined and not affected by analog

component imperfections. In addition, the simplest variants of the digital PWM

can be implemented with very low computational complexity. However, the digital

PWM as well as the analog domain PWM implement nonlinear modulation, which

results in distortion products in the vicinity of the signal band. The digital imple-

mentation of the PWM means that the generated PWM signal has limited time

resolution. This limitation, as explained more detailed below, leads to distortion

levels much higher than would be expected from a continuous time PWM.

3.1.1 Continuous time pulse-width modulation

The fundamental principle of the PWM is to convert a band-limited signal into a

stream of variable length pulses with a fixed pulse repetition rate. A multitude of

techniques to perform the determination of the pulse lengths has been proposed

[51]. In this thesis, a method called natural sampling PWM is considered due to

its superior distortion performance in the baseband [52].

Figure 3.1. presents the basic mechanism of the natural sampling PWM for contin-

uous time excitation. The pulsed output signal is obtained by a comparison of the

excitation x(t) and a repetitious carrier signal. Both signals are restricted between

[−1, 1]. The choice of a sawtooth waveform as the carrier, as shown in Figure 3.1,

results in a single transition per PWM pulse. Hence, this type of modulation is

called single edge PWM. Further, if the sawtooth carrier slope is chosen increasing

or decreasing the resulting modulation is called trailing edge PWM (TPWM) or

leading edge PWM (LPWM), respectively. Since these two types of modulation

differ only by a change of sign, only TPWM will be analyzed in the following. The

pulsed TPWM signal can be expressed in the time domain as a function of the

excitation as follows [52]
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Figure 3.1: PWM generation in continuous time domain.

pwmTE(t) = x(t)+
∞∑
k=1

2

kπ
[sin(2πkfPWMt)−(−1)ksin(2πkfPWMt−kπx(t))], (3.1)

where fPWM denotes the PWM carrier frequency. From (3.1) it can be identified

that the TPWM consists of the excitation, of sinusoidal components located at

multiples of fPWM and copies of phase modulated excitation located at multiples

of fPWM. In the literature the sinusoidal components are commonly referred to as

carrier harmonics.

The most interesting and important attribute of the natural sampling PWM is that

when fPWM is chosen appropriately, the distortion due to the phase modulation

can be made negligibly small. The frequency domain equivalent to (3.1) is

PWMTE(f) = X(f)

+
∞∑
k=1

(−1)k
∞∑
n=1

(jkπ)(n−1)

n!
[Sn(f + kfPWM) + (−1)(n−1)Sn(f − kfPWM)], (3.2)

where Sn(f) denotes the Fourier transform of x(t)n. Figure 3.2. shows an ex-

emplary case of |PWMTE(f)|2 for a sinusoidal excitation. Next to the first eight



Chapter 3. Digital pulse-width modulation of quadrature sequences 20

0 1 2 3 4 5 6 7 8
−350

−300

−250

−200

−150

−100

−50

0

50

Normalized frequency (f/fPWM)

E
st
im

a
te
d
P
S
D

(d
B
/
H
z)

Figure 3.2: Continuous TPWM in the frequency domain.

carrier harmonics and phase modulation products, it is visible that the frequency

band near the signal is nearly distortion free as stated above.

Alternatively, a periodical triangular signal can be utilized for the carrier signal.

Since the triangular waveform can be represented as a combination of subsequent

sawtooth waveforms with increasing and decreasing slope, a single PWM cycle

obtained by a comparison with the triangular waveform is in fact a combination

of TPWM and LPWM. This results in two pulse transitions per one triangular

signal period. Hence the type of the modulation is called asymmetric double-edge

PWM (DPWM). Similar to TPWM, a time domain expression as a function of

the excitation for the DPWM exists as well [52] and it becomes

pwmD(t) = x(t) +
∞∑
k=1

2(−1)k

kπ
[sin(2πkfPWMt+ kπ

x(t) + 1

2
)

− sin(2πkfPWMt− kπ
x(t) + 1

2
)]. (3.3)

In contrast to TPWM, as visible from (3.3) DPWM does not contain separate

sinusoidal components. This means that in principle DPWM is free from the
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carrier harmonics. However, each of the two phase modulation products contains

a sinusoidal component. On the one hand for the phase modulation products

mapped onto the even multiples of fPWM, the sinusoidal components cancel due

to a phase difference of π. On the other hand, for the phase modulation products

on odd multiples of fPWM, the phase difference between the products is zero and

thus for DPWM there are harmonic products only at odd multiples of fPWM. The

frequency domain representation of (3.3) becomes

PWMD(f) = X(f)

+
∞∑
k=1

(−1)k
∞∑
n=1

[
(j2kπ)(2n−2)

2(2n−2)(2n− 1)!
(S2n−1(f + 2kfPWM) + S2n−1(f − 2kfPWM))

− (j(2k − 1)π)2n−1)

j22n−1(2n)!
(S2n(f + (2k − 1)fPWM) + S2n(f − (2k − 1)fPWM))]. (3.4)

Figure 3.3. shows an exemplary case of |PWMD(f)|2 for a sinusoidal excitation.

As explained above, no peaks in spectral power are visible at even multiples of

fPWM. Furthermore, similar to TPWM the DPWM exhibits very small levels of

distortion near the signal band.

3.1.2 Discrete time Pulse-width modulation

The results regarding time and frequency domain presentations of the previous

sub-section for the continuous time PWM are well studied and known practically

since the first frequency domain analysis [51]. In contrast, the distortion of the

digital PWM due to the limited time resolution is much less investigated. The

work presented in [53–55] gives the first insights into how the quantization of the

PWM pulse edges affects the spectrum of the digital PWM sequence. The brief

analysis given here is based on the work of [54].

As depicted in Figure 3.4, the discretized version of natural sampling PWM is

equal to the continuous time natural sampling PWM sampled by a sampling rate

fs. On the other hand, the sampling process can be applied separately to the input
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Figure 3.3: Continuous DPWM in frequency domain.

signal and to the carrier signal. Thus, as illustrated in Figure 3.4, the modulation

by the sampled signals yields the sampled continuous natural sampling PWM.

Therefore, the time domain representations of the digital TPWM and the DPWM

as a function of the excitation can be obtained by evaluating (3.1) and (3.3) at the

sampling instants. The evaluations lead to the following formulation for TPWM

pwmTE(n) = x(n) +
∞∑
k=1

2

kπ
[sin(2πkfPWMt)− (−1)ksin(2πkfPWMt− kπx(n))],

(3.5)

and for DPWM

pwmD(n) = x(n) +
∞∑
k=1

2(−1)k

kπ
[sin(2πkfPWMt+ kπ

x(n) + 1

2
)

− sin(2πkfPWMt− kπ
x(n) + 1

2
)]. (3.6)
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Figure 3.4: PWM generation in discrete time domain.

From the above expressions it is already clear that for the sampled PWM sequences

the Nyquist criterion for band-limited signals is violated. This result is not sur-

prising since the continuous time PWM signals have effectively infinite spectral

spread. As a result of sampling the frequency domain versions of (3.5) and (3.6)

become

PWMTE,s(f) =
1

ts

∞∑
l=−∞

PWMTE(
f

ts
− 2πl

ts
), (3.7)

and

PWMD,s(f) =
1

ts

∞∑
l=−∞

PWMD(
f

ts
− 2πl

ts
), (3.8)

respectively, where ts denotes the sampling interval. Hence the entire spectral

content of the continuous time PWM is mapped onto multiples of the sampling

frequency fs, which in the end yields a repetitious spectrum for the digital PWM.

Thus, the frequency content related to the carrier harmonics and to the phase

modulated products crossing 0.5fs fold back to the baseband.

This phenomenon, regularly referred to as aliasing, is illustrated in Figure 3.5 for a

sampled TPWM with sinusoidal excitation, where fs = 8fPWM. It is clearly visible

that the baseband signal content is no more distortion free. In the exemplary case

the first PWM harmonic coinciding with the signal band is the 8th harmonic.



Chapter 3. Digital pulse-width modulation of quadrature sequences 24

0 1 2 3 4 5 6 7 8
−350

−300

−250

−200

−150

−100

−50

0

50

Normalized frequency (f/fPWM)

E
st
im

a
te
d
P
S
D

(d
B
/
H
z)

Figure 3.5: Mechanism of discrete time PWM aliasing.

The further phase modulated harmonic products occupy increasing ever wider

bandwidths, which leads to further aliasing. Thus, the digital PWM suffers from

severe destructive distortion, which is illustrated in Figure 3.6. Obviously, aliasing
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Figure 3.6: Spectrum of discrete time PWM.
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can be reduced in the conventional implementations of digital PWM by selecting

fPWM high enough. However, the finite time resolution supported by the current

reconfigurable hardware limits the achievable transmission signal dynamic ranges.

In fact, the distortion levels may not be sufficiently small to support requirements

for modern wireless standards [19]. Therefore, alternative methods to suppress

the aliasing effects have to be considered.

3.2 Digital PWM for complex baseband signals

based on quadrature noise shaped encoding

As presented in the previous Section the sampled PWM processes suffer from alias-

ing, which leads to a poor dynamic range especially when the fPWM is close to fs.

This property is unacceptable for modern transmission signals with stringent lin-

earity requirements [56]. Therefore, it is of interest to search suitable techniques,

which allow for optimization of the magnitude of the aliasing components and,

thus, improvement of the signal quality. The previously given methods with this

goal include e.g. multi-level PWM concepts, which effectively cancel the aliasing

products [57]. Furthermore, band-limited PWM technique was given in [54], where

the digital PWM sequences are analytically composed so that only the harmon-

ics, which do not contribute to aliasing, are included in the modulation. These

techniques, however, require either multi-stage PA or additional DACs, which com-

plicate the design of the digital transmitter. Hence, this sections aims to provide

solution to the single bit PWM encoding of the quadrature baseband sequences.

Moreover, in order for the digital transmitter system to support multi-channel

operation sufficient signal quality shall be guaranteed for the encoded RF signal

at various fc settings.
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3.2.1 Quadrature Σ∆ PWM

The common problem for most of the PWM based noise shaped encoders is that

the aliasing process needs to be addressed for a satisfactory encoding performance

in terms of attainable dynamic range. For this reason a multitude of so called

open-loop encoder topologies have been given that perform the digital PWM and

the aliasing mitigation by a noise shaped encoding, separately [58–60]. When

such encoders are applied for oversampled and band-limited sequences located at

fθ in complex baseband, the optimal encoding performance is obtained for a single

intermediate frequency setting, namely when fIF = 0 and fθ ≈ 0. Clearly, such

limitation restricts the multi-channel operation of the digital transmitter.
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pwm(n)

e(n)

y(n)

+

_

+

_

Re{y(n)}

Im{y(n)}

+H(z)

+

x(n)

-

pwm(n)

e(n)

e(n)

+H(z)

+ +

a)

b)

Figure 3.7: a) Error feedback structure of QΣ∆PWM and b) the linearized
model of the former.

In Figure 3.7 a) a novel quadrature type digital PWM modulator for complex

baseband signals is given. The modulator is based on a discrete time version of

closed-loop PWM [61], where the digital PWM operator is included inside a noise

shaper loop. Since the modulator topology is closely related to a quadrature Σ∆
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modulator [28, 62], the modulator will be referred to as QΣ∆PWM. The closed-

loop topology of the QΣ∆PWM enables modifications not only to the harmful

aliasing products, but also to the non-aliased products in a relatively simple man-

ner. Furthermore, with separated noise shaping part and PWM generation part,

the novel structure can be utilized easily for many kinds of PWM.

For a practical realization of the QΣ∆PWM an error feedback noise shaper topol-

ogy is chosen due to the possibility to implement the weighting of the quantization

noise rather arbitrarily. The linearized model of the QΣ∆PWM with error feed-
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Figure 3.8: Typical spectrum of a QΣ∆PWM encoded sequence depicted over
a) the entire encoded sequence bandwidth and b) near the signal band. The
magnitude response of the corresponding NTF is depicted by the dashed line.

back is shown in Figure 3.7 b). For such loop topology NTF(z) = 1 −H(z) and

STF(z) = 1, where H(z) denotes the loop filter. Hence, the input-output relation

for the linearized model can be written as

PWM(z) = NTF(z)E(z) +X(z). (3.9)

This means that the distortion products will be weighted by NTF and x(n) remains

unchanged, as desired. Figure 3.8 depicts an exemplary power spectral density

estimates of pwm(n). As clearly visible from Figure 3.8 a) the noise shaping

loop implements an NTF (dashed line), which in turn modifies the aliased PWM
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harmonics. Hence, as seen in Figure 3.8 b) the signal band dynamic range is

notably improved.

3.2.2 Noise transfer function design

In general, digital RF signal encoders based on noise shaped encoding employ

NTFs that are of either low-pass type [12], band-pass type [8] or high-pass type

[63]. Popular choices for the NTFs in various RF signal encoders include IIR

filters of typically Butterworth, Chebyshev or maximally flat all-pole designs [64].

The historical background of these filters is that they are well suited for the noise

shaper topologies used in the Σ∆ ADC converters. However, as explained in

section 2.1 the noise shaped encoders operating in the digital domain are in general

not restricted to implement an NTF of a specific type. Therefore, alternative

NTF designs have been developed, which are optimal in terms of e.g. Np or

other application related design metric [65–67]. Nevertheless, the utilization of

the Σ∆ modulator based NTFs in QΣ∆PWM as well as other RF signal encoders

is justified for the following reasons

• They fulfill the Gerzon-Craven theorem for optimal noise shaping.

• The respective loop filter realizations require fewer computational opera-

tions, thus leading to a lower computational complexity.

• The properties of the Σ∆ modulators implementing those NTFs are well

studied.

• The existence of a well documented, widely popular Σ∆ toolbox [68].

One of the fundamental advantages of the QΣ∆PWM is the possibility to utilize

a complex valued NTF. This yields two important properties. Firstly, the noise

notches can be arbitrarily shifted in the over-sampled complex baseband to a

desired fIF. Secondly, the |NTF (jω)|2 can be defined to be asymmetric with

respect to DC. The first property enables the fc tuning since, as presented earlier



Chapter 3. Digital pulse-width modulation of quadrature sequences 29

in Chapter 2.2, the frequency content of the encoded complex baseband sequence

will be mapped around a fixed carrier frequency. The second property is useful

in a situation where multiple signals are to be encoded simultaneously that have

distinct Np requirements. Furthermore as shown in [69], the second property

enables also a more advanced NTF design for RF signal encoding that fulfills the

requirements set for spurious emissions and spectral mask.
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Figure 3.9: Magnitude responses of exemplary 2nd order Chebyshev type
NTFs. The real valied prototype NTF located at DC is depicted by the dashed

line and the complex valued NTF is depicted by the bold line.

The design of the complex valued NTFs can be established by a technique called

frequency translation method [70]. At first a prototype lowpass type NTF is

designed. Such a 2nd order low-pass type NTF based on Chebyshev IIR filter

designed with the ∆Σ toolbox [68] is illustrated in figure 3.9 by the dashed line.

In the z-domain the transfer function of the NTF is as follows

NTF(z) =
1− 1.995z−1 + z−2

1− 1.1216z−1 + 0.4478z−2
. (3.10)

Here OSR = 32 and |NTF (z)|∞ = 1.5. The Chebyshev type filters are beneficial

for RF encoders, since they enable flat signal band noise power also for lower OSRs.

Given that the coefficients of the numerator and the denominator of the proto-

type NTF are given in vectors NTFn = [1 b1 · · · bN ] and NTFd = [1 a1 · · · aN ],
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respectively, the complex valued NTF can be obtained as follows

NTF(z) =
NTFnzΨ

NTFdzΨ
, (3.11)

where

Ψ =


1 0 . . . 0

0 e(jπfs/fIF) . . . 0
... . . .

. . . 0

0 0 0 e(Njπfs/fIF)

 (3.12)

and z = [1 z−1 · · · z−N ]. An example for the magnitude response of a translated

NTF is illustrated in Figure 3.9 by the bold line. Finally, the coefficients of H(z)

are obtained by evaluating H(z) = 1
1−NTF(z)

.

3.3 Performance evaluation of QΣ∆PWM

As explained before, the QΣ∆PWM incorporates digital PWM operators in a

feedback loop. In contrast to purely linear systems for which exact time and fre-

quency domain input-output relations can be obtained, such analysis turns out to

be exhaustively difficult for closed loop PWM systems. In fact, apart from analysis

presented for some limited Σ∆ loop topologies [71], a generalized technique that

explains exactly the functionality of an arbitrary noise shaped encoder, up to the

author’s best knowledge, does not exist. For these reasons, the most commonly

utilized methods to characterize noise shaping structures include linearized models

and computer simulations [27]. Thus, in this thesis the same methodologies will

be used to analyze the performance of the QΣ∆PWM.

The main purpose of the analysis is to deliver the answers to the following questions

relevant for digital RF transmitter design purposes.

• What is the expectable level of distortion for a reconstructed transmission

signal?
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• Are there modulator settings that yield inherently superior noise shaping

performance?

• Are there modulator settings that lead to unreliable performance?

Table 3.1: Simulation parameters

fs ∆ω fIF fPWM |NTF (z)|∞ N σ2
x

800 MHz 25 MHz 0 fs/6 1.5 2 0.1

Unless noted otherwise, the modulator settings given in Table 3.1 are utilized

throughout the performance study. The simulations are performed for two different

input sequences. The first one is a sinusoid with frequency equal to 400 kHz and

the second one is a 20 MHz LTE signal with peak-to-average-power-ratio equal

to 10 dB. The chosen fs settings and input sequences represent the present day

scenario, where a state-of-the-art reconfigurable hardware is utilized to implement

a modulator that encodes modern broadband transmission sequences. A single

data point is obtained as an average of 20 distinct modulator runs.

3.3.1 Signal to noise and distortion ratio

A metric that is frequently utilized to describe the distortion performance of a

noise shaped encoder is signal-to-noise and distortion ratio (SNDR) defined as

SNDR =

∫ ωs,2

ωs,1
|S(ejπω)|2dω∫ ω2

ω1
|S(ejπω)− Sr(ejπω)|2dω

, (3.13)

where ωs,1 and ωs,2 denote the band edges of the input signal, S(ejπω) the spec-

trum of the input signal and Sr(e
jπω) the spectrum of the reconstructed signal.

Hence, in the case of QΣ∆PWM SNDR relates the input sequence power to the

distortion products falling into the reconstruction bandwidth stemming from the

digital PWM. In digital domain SNDR can be conveniently evaluated using a sin-

gle power spectral density estimate of the encoded sequence. The procedure used

here for an accurate estimation is the one given in [64] (pp. 365-388).
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Figure 3.10: SNDR evaluated for various OSR settings for a) sinusoidal se-
quence and b) LTE sequence.

At first the SNDR as a function of OSR was evaluated and the results are shown in

Figure 3.10. As predicted by the linearized model for the corresponding 2nd order

NTF, doubling the OSR increases the SNDR by 16 dB. The given prediction is

valid for both PWM types and excitation sequences. It is also visible that the

choice of TPWM yields a slight increase in SNDR. In the implementation point

of view, the lowest possible OSR is desirable due to lowered clock rates and thus,

reduced hardware power dissipation. However, for the considered setup, the OSRs

between 8-16 result in SNDRs that are most likely unsuitable for modern RF

transmission usage. On the other hand, the OSRs between 64-256 correspond to

fs settings between 1.6-6.4 Ghz for which presently no reconfigurable hardware

is available. Therefore, the OSRs ranging from 20 to 40 represent the realistic

settings for which tolerable distortion levels are available.

The dependency between SNDR and σ2
x is illustrated in Figure 3.11. For a si-

nusoidal excitation, the SNDR shown in Figure 3.11 a) grows monotonously for

both modulation schemes up to σ2
x = −4 dB, after which due to over modulation

the harmonic distortion inside the reconstruction band is increased. The SNDR

obtained for the LTE excitation shown in Figure 3.11 b) shows no compression
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Figure 3.11: SNDR evaluated for various σ2
x settings for a) sinusoidal sequence

and b) LTE sequence.

despite the full scale magnitude setting for σ2
x = −10 dB. This can be explained

by the Gaussian amplitude distributions of the real and the imaginary parts of the

excitation, resulting from the orthogonal frequency multiplexing modulation used

in LTE. Therefore, the digital PWM operators are driven into over-modulation

less frequently, which leads to less harmonic distortion.
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Figure 3.12: SNDR evaluated for various fIF settings for a) sinusoidal se-
quence and b) LTE sequence.
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At next, the SNDR as function of fIF was investigated for the tuning range between

−0.5fs ≤ fIF ≤ 0.5fs. According to the linearized model, the frequency shifting

operation applied on the prototype NTF shall not affect the magnitude response

of the distortion products. This property is visible in the simulated results given

in Figure 3.12. The SNDR for both excitations over the complete Nyquist range

is nearly constant apart from a few fIF settings for TPWM, where the PWM

carrier harmonics are located in the signal band. The wide fIF tuning beyond

fPWM is possible for digital closed loop PWM modulators since the noise shaper

and the digital PWM operators are performing independently. This is a clear

advantage over digital open-loop PWM modulators, which in general require the

highest frequency component of the excitation to be located well below fPWM

for the correct determination of the PWM duty cycles. Thus, for the considered

simulation settings a total fIF tuning range of 800 MHz can be obtained, which

potentially enables a very flexible multi-channel and multi-mode operation for a

fully digital transmitter.
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Figure 3.13: SNDR evaluated for various fPWM settings for a) sinusoidal
sequence and b) LTE sequence.

The influence of fPWM on the SNDR is shown in Figure 3.13 for fPWM = fs/k,

where k = [2, 40]. Due to fixed fs, the amount of in-band aliasing products is

high due to low duty cycle resolution for large fPWM. This leads to worse SNDR,
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which is clearly the case for both modulation schemes and excitation sequences.

On the other hand, an improved distortion performance is obtained by decreasing

fPWM. However, as pointed out later in sub-section 3.3.2, for a specific fs setting

the average pulse repetition rate increases rapidly with decreasing fPWM and thus,

ultimately leading to an encoding that deviates significantly from PWM. This

explains the rapid improvement in SNDR for fPWM > fs/12 especially in the case

of DPWM.
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Figure 3.14: SNDR evaluated for various |NTF(z)|∞ settings for a) sinusoidal
sequence and b) LTE sequence.

Finally, the dependency of noise shaping performance on |NTF(z)|∞ was studied

by evaluating SNDR for |NTF(z)|∞ = [1.05, 2]. For the chosen 2nd order Cheby-

shev type NTF the results are illustrated in Figure 3.14. Obviously, the relation

is non-linear for the given range and, therefore, for |NTF(z)|∞ > 1.4 the obtained

improvement in SNDR at the expense of increased out-of-band noise gain becomes

smaller. On the other hand, as |NTF(z)|∞ grows, so does the magnitude of the

complex valued PWM input. Eventually, the PWM operators are driven into

over-modulation, which causes a compressive effect on the noise shaped quantiza-

tion noise. This in the end leads to a reduced SNDR. Moreover, it is visible that

TPWM yields improvement between 0-2.5 dB in comparison to DPWM.
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3.3.2 Average pulse repetition rate

In digital open-loop PWM based modulators the PWM duty cycles are obtained

always for a single PWM carrier cycle at a time. Therefore, the corresponding pulse

rates per real valued input sequences are known in advance as well. In contrast

to the open-loop modulators, the closed loop based PWM modulators including

QΣ∆PWM determine the PWM output one bit symbol at a time. Hence, as

it turns out, certain combinations of QΣ∆PWM parameter settings lead to an

encoding with more than one pulse transitions per PWM cycle. Although this

undesired modulator behavior is clearly in contradiction to the original definition

of PWM, in the noise shaped encoder performance point of view, the operation

with multiple transitions is admissible. As long as the spectrum of the pulse

encoded complex valued baseband sequence over the signal band fulfils the given

design criterion, the encoder is performing its task as desired. However, since

one of the main motivations to utilize PWM is to decrease the number of pulse

transitions per time unit, it is relevant to find out how the different settings affect

the output of the QΣ∆PWM in time domain. For this reason, a unit of measure

for pulse transition investigation called average pulse repetition ratio (APRR) is

defined as follows

APRR = APR
fs

fPWM

, (3.14)

where APR denotes the average pulse rate. In digital domain the evaluation of

APR for a real valued PWM sequence can be easily performed by interpreting

translating the digital pulsed sequences into binary sequences and counting the

average of the rising pulse edges as follows

APR =
1
2
(pwmr(n) + 1)[1

2
(pwmr(n) + 1)− 1

2
(pwmr(n− 1) + 1)]

lPWM

, (3.15)

where pwmr(n) denotes a finite length real valued PWM sequence and lPWM

the length of the PWM sequence. From (3.14) it can be easily interpreted that

APRR = 1 applies for PWM with strictly one single transition per carrier cycle.
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Obviously for PWM with multiple transitions per carrier cycle, APRR > 1. Fur-

ther, over-modulation, where no pulse transition occurs for certain PWM cycles,

may lead to APRR < 1.
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Figure 3.15: APRR evaluated for various OSR settings for a) real and b)
imaginary parts of the sinusoidal sequence and c) real and d) imaginary parts

of the LTE sequence.

At first the APRR was evaluated for various OSR settings. As visible in Fig-

ure 3.15, the obtained results for real and imaginary parts of the input sequences

are nearly equal regardless of the OSR and furthermore, independent on the type

of the excitation. The modulator noise shaper settings combined with the chosen

fPWM causes APRR > 1 . However, it can be observed that the utilization of

DPWM yields an improved APRR. This is understandable, since as explained in

Section 3.1.1, except for possible multi-transitions, there are no pulse transitions

in between the carrier cycles, and thus, the amount of individual pulses is reduced.
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Figure 3.16: APRR evaluated for various σ2
x settings for a) real and b) imag-

inary parts of the sinusoidal sequence and c) real and d) imaginary parts of the
LTE sequence.

The APRR dependency of σ2
x is illustrated in Figure 3.16. From the nearly

constant APRR for both excitations and modulation types between −40dB <

10log10σ
2
x < −10dB, it can be interpreted that the input sequence has only a mi-

nor effect on APRR. For the sinusoidal excitation, 10log10σ
2
x > −10dB brings the

modulator into state of over modulation, which in turn decreases APRR. This ef-

fect may be utilized for low PAPR excitations to reduce APRR. However, as stated

before, the over modulation comes at the cost of increased harmonic distortion.

The strong effect of noise shaping parameters on APRR is clarified in Figure 3.17

where APRR is evaluated as a function of |NTF(z)|∞. It can be observed that

already above |NTF(z)|∞ = 1.2 multi-transitions occur for the TPWM based mod-

ulator. By comparing the given APRR values with the corresponding SNDR values
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Figure 3.17: APRR evaluated for various |NTF(z)|∞ settings for a) real and
b) imaginary parts of the sinusoidal sequence and c) real and d) imaginary parts

of the LTE sequence.

from Figure 3.14, it can be deduced that since the relation between |NTF(z)|∞
and the noise shaping performance is nonlinear, so is also the relation between

|NTF(z)|∞ and APRR. In contrast to TPWM, the DPWM modulator shows

APRR ≈ 1 up to approximately |NTF|∞ = 1.4.

Figure 3.18 demonstrates the APRR behavior for −0.5fs ≤ fIF ≤ 0.5fs settings.

Rather unexpectedly, the slope of the APRR shows both increasing and decreasing

characteristics for both real and imaginary components of the encoded sequences

even though the highest frequency component of the excitation sequence is located

beyond the lowest frequency component of the PWM carrier wave. This can

be explained by the real valued sub-filters of the complex valued NTF affecting

the real and the imaginary components of the modulator output. The distinct
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Figure 3.18: APRR evaluated for various fIF settings for a) real and b) imag-
inary parts of the sinusoidal sequence and c) real and d) imaginary parts of the

LTE sequence.

phase and magnitude characteristics of the sub-filters yield a noise shaping effect

dependent on the particular fIF setting on the digital PWM. Since the transition

band of the 2nd order NTF for the chosen OSR is relatively wide, the APRR is

degraded over a large fIF tuning range. Moreover, by comparing Figures 3.18 a)-b)

with Figures 3.18 c)-d) it becomes obvious that the given APRR values are nearly

independent of the excitation. This observation further consolidates the general

argument that the choice of NTF affects the APRR the most.

Finally, it was investigated how the choice of fPWM affects the APRR for the given

modulator settings. From the results for the real and the imaginary components

of the modulator output, given in Figure 3.19, only the last four settings (fPWM =

fs/2, fs/4, fs/6, fs/8) yield a PWM performance with APRR < 2. Referring to
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Figure 3.19: APRR evaluated for various fPWM settings for a) real and b)
imaginary parts of the sinusoidal sequence and c) real and d) imaginary parts

of the LTE sequence.

the SNDR analysis the effect of the noise shaping affects significantly the digital

PWM, which leads to a descreased APRR. In order to evaluate a pulse rate relative

to a fixed time unit, APR was additionally evaluated. The results depicted in

Figure 3.20. indicate that the lowest overall pulse transition rate can be obtained

for fs/8.

3.3.3 Stability analysis

According to the numerous simulation runs, the 2nd order QΣ∆PWM modulator

exhibits correct behavior in terms of SNDR for various excitations and modula-

tor settings. However, according to the theory of Σ∆ modulators, the desired
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Figure 3.20: APR evaluated for various fPWM settings for a) real and b)
imaginary parts of the sinusoidal sequence and c) real and d) imaginary parts

of the LTE sequence.

condition where a linear filter can be used to reconstruct the transmission sig-

nal cannot be guaranteed for arbitrary excitations or modulator parameters [72].

Due to the nonlinear dynamical characteristics of the QΣ∆PWM loop structure,

a modulator state, where the amplitude of the input to the PWM operators grows

unboundedly over time, can occur for particular modulator settings independent

of the chosen NTF. Hence, the resulting two-level modulation becomes heavily

distorted. In engineering literature this undesired condition is commonly referred

to as modulator instability. In the case of QΣ∆PWM as a part of pulsed RF

signal conversion in a RF transmitter, the modulator instability is catastrophic.

Even a slight increase in distortion due to a malfunctioning modulator will lead to

an increased in-band and adjacent channel distortion, which in turn falsifies the

modulation scheme of the transmission signal. In the worst case, the instability

leads to significant information loss as the wireless communication is blocked for
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multiple users. Therefore, it is a demand to investigate the possible causes of the

modulator instability. In literature a multitude of methods have been given to
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Figure 3.21: Example function of A(K) plotted as a function of K for a 4th

order NTF.

analyze the stability of Σ∆ loop structures [72–74]. In general, for modulators

utilizing NTFs with N ≤ 2 analytical parameter bounds for modulator stability

exist. For higher order NTFs with N > 2, the analysis becomes more complicated

and hence, the stability analysis methods for this type of modulators are often

based on numerical simulations [27]. On the other hand, this means that for the

higher order NTF based modulators, the simulation based stability bounds at best

are approximations and that additional simulations with realistic excitations are

required to ensure the modulator functionality. One of the most often applied

approximate rule for Σ∆ modulators is a so called Lee’s rule [75], which simply

states that when |NTF|∞ < 2 the corresponding modulator is likely stable. This

constraint for NTF, however, has been shown to be very conservative for stability

prediction [64] and that more elaborate analysis shall be used instead. Indeed,

it is questionable whether such Σ∆ stability analysis guidelines apply also for a

larger family of noise shaped encoders including QΣ∆PWM.

In the following, the stability of the QΣ∆PWM is studied by means of linearized

modeling techniques [76]. The substitution of the digital PWM operators by a
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combination of a complex valued noise source and a linear gain element led to

a convenient tool to inspect distortion behavior of the modulator. According to

the theory of digital linear invariant systems, the bounded-input-bounded-output

(BIBO) stability of such linearized models can be guaranteed if the poles of the

NTF are inside the unit circle. The range of quantizer gains for which this property

holds can be easily verified for an arbitrary NTF by evaluating 1
1+KL1(z)

for various

K and subsequently by calculating the magnitudes of the poles. The next logical

step in stability analysis would be to extract the quantizer gain for QΣ∆PWM.

Since an exact analytical relation of the quantizer gain and the closed loop PWM

type modulators is to the author’s best knowledge at this date not available, the

quantizer gain has to be estimated from simulated data. The minimum mean

square estimate [76] for a real valued K reads

K =
E[y(n)pwm(n)]

σ2
y

, (3.16)

where E[.] denotes the expectation operation and σ2
y the variance of y(n), respec-

tively. Next, the gain of the quantization noise A(K) due to the variable K can

be defined as

A(K) =
E[pwm(n)]2

σ2
e

, (3.17)

where σ2
e denotes the variance of e(n) in the linearized model. This function allows

for an approximate analysis on how the modulator with a specific NTF responds to

different quantizer gains. An exemplary illustration of (3.17) is given in Figure 3.21

for a 4th order NTF with OSR = 32, |NTF |∞ = 1.25 and 0 < K < 2.

With the help of the illustration, the instability of the modulator can be explained

as follows. Given a possible scenario where a modulator yields K between 1.5-2

results in higher NTF noise gain. For the next modulator cycles, the subsequent

values of K for two-level modulation are likely to decrease, which in turn reduces

A(K). If this kind of quantizer gain behavior can be ensured for all modulator

cycles, then it can be stated that the corresponding modulator is stable. On the

contrary, if a K for which the derivative of (3.17) becomes negative is obtained,

likelihood for modulator instability rises. In such a case, the following K values



Chapter 3. Digital pulse-width modulation of quadrature sequences 45

−20 −18 −16 −14 −12 −10
0.75

0.875

1

1.125

1.25
a)

10 log10σ
2
x

K

 

 
TPWM
DPWM

−20 −18 −16 −14 −12 −10
0.75

0.875

1

1.125

1.25
b)

10 log10σ
2
x

K

 

 
TPWM
DPWM

Figure 3.22: Estimates of K for a) sinusoidal sequence and b) LTE sequence
evaluated for various σ2

x.

shall increase in order to decrease A(K). However, for two-level modulation the

opposite is more likely to happen, which in the end leads to modulator instability

due to a vicious circle of decreasing K and thus, exponentially increasing A(K).

The real and imaginary quantizer gain values for −20 < 10log10σx < −10 were

evaluated by utilizing the given 4th order NTF. The results for real and imaginary

components of the encoded LTE and the sinusoidal excitations are depicted in

Figure 3.22. The main result is that the quantizer gains are very close the unstable

zone regardless of the excitation sequence power back-off. Hence, the modulator at

hand is more likely to become unstable, even though |NTF |∞ < 2, which clearly

is in contradiction to Lee’s rule.

3.4 Summary

This Chapter discussed different variants of digital PWM. It became obvious that

the conventional digital PWM is a less suitable encoding method for center fre-

quency agile digital transmitters. By employing noise shaped encoding techniques,

the QΣ∆PWM with an enhanced signal band distortion power was designed. The



Chapter 3. Digital pulse-width modulation of quadrature sequences 46

novel modulator enables also optimization of quantization noise power for vari-

able fIF. Thus, as the encoded complex baseband sequences are up-converted to

a pulsed RF sequence, a very wide fc tuning range is enabled. The following

attributes of the encoding technique shall be underlined

• With the help of the encoding in over-sampled complex baseband the already

available re-configurable hardware resources can be utilized for the encoding.

• The obtained SNDR estimates are promising in terms of applying the mod-

ulator for mobile communication purposes. With increasing hardware clock

rates, even higher fs and OSRs become available, which in turn facilitates the

design of digital transmitters compatible with the stringent signal linearity

constraints of the wireless standards.

• The performance analysis revealed some important properties of the novel

modulator. The first finding is that the SNDR behavior is nearly indepen-

dent of the modulator input. Conversely, the selection of the NTF has the

most significant effect on the noise shaping. In fact, it was observed that a

reduction in Np does not yield a linear increment in SNDR. Furthermore,

the selection of the NTF affects the digital PWM as well. It was observed

that some specific NTFs lead to additional pulse transitions in PWM cycles.

This leads to an undesired increase in APRR.

• Finally the stability of QΣ∆PWM was studied. The results suggest that

in contrary to Σ∆ modulators the QΣ∆PWM modulator does not fulfil the

popular Lee’s rule. Hence, lower order conventional NTFs shall be utilized

for closed loop PWM modulators.
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Enhanced digital up-conversion

methods

The second operational block of the quadrature digital transmitter up-converts

an encoded quadrature sequence to an RF sequence in digital domain. When

the digital up-conversion is utilized together with a quadrature encoder such as

QΣ∆PWM, the carrier frequency fc can be adjusted by selecting fIF accordingly.

However, as learned later on, the SNDR of the RF symbol sequences deviates from

the value of the encoded complex baseband sequences as fIF > 0. In this Chapter

the mechanism for the harmful distortion is analyzed and based on this, suitable

compensation techniques are developed.

4.1 Quadrature imbalance problem

Despite the very low computational costs, the digital up-conversion technique suf-

fers from inherent quadrature imbalance, which degrades the signal band dynamic

range and thus limits the fc agility of the transmitter system. The imbalance

effect can be easily understood by interpreting the multiplications by ILO(n) and

QLO(n) as sub-sequent sampling and modulating operations for yu(n). Since the

sampling of the yu,Q(n) is performed with a phase lag of π/4 in comparison with

47
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yu,I(n), there is a constant phase imbalance between the quadrature components.

It shall be noted that this phase imbalance mechanism arises in digital second

order sampling schemes used in digital receiver architectures [77] as well. Despite

the fact that the digital up-conversion is a popular technique in digital transmitter

systems, the related imbalance problem is still less known.

In order to understand the role of the quadrature imbalance for the encoded se-

quences it makes sense to analyze the digital up-conversion technique in frequency

domain. Firstly (2.5) can be reformulated by utilizing complex valued representa-

tions of the real valued sequences yu,I(n), yu,Q(n), ILO(n) and QLO(n) as follows

p(n) =
1

2j

[
e−jnπ/2yu(n)− ejnπ/2y∗u(n)

]
∗ hma(n) (4.1)

for which the equivalent frequency domain formula becomes

P (jω) =
1

2j
[Yu(j(ω − π/2))− Y ∗u (j(ω + π/2))]Hma(jω) (4.2)

The result is the well-known fact that the spectrum of a real valued sequence is

conjugate symmetric. This analysis yields also important knowledge of the digital

up-conversion. On the one hand, it is desired that the content of yu(n) remains

intact during the up-coversion process. This condition can be easily guaranteed

for band-limited sequences as follows. If the bandwidth of Yu(jω) is less than

fsw/2, the spectral content of Yu(j(ω − π/2)) and Yu(j(ω + π/2)) is zero between

[0,−π] and [0, π], respectively. Thus, after summation in order to obtain the real

valued sequence, Yu(j(ω − π/2)) and Y ∗u (j(ω + π/2)) do not overlap. However, as

explained in Chapter II, the QΣ∆PWM modulated sequences contain significant

amount of PWM harmonics covering nearly the entire Nyquist range. Hence, after

up-conversion part of Y ∗u (jω)) is located in the signal band. In the context of digital

up-conversion this phenomenon will be referred to as conjugate quantization noise

folding 1. Further, the undesired spectral content contributed by the conjugate

image will be referred to as conjugate quantization noise.

1The quantization noise in the context of digital up-conversion denotes the distortion products
stemming contributed by noise shaped encoding, regardless of the type of encoding.
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4.2 Baseband modeling of digital up-conversion

Given that the pulsed encoding is applied for complex baseband sequences, it is

of importance to describe the conjugate quantization noise folding in the complex

baseband as well.

A baseband representation of the digital up-conversion can be obtained by shifting

the frequency domain formulation of the pulsed RF sequence (4.2) by π/2, which

yields the following baseband description

P (jω) =
1

2j
[Yu(jω)− Y ∗u (j(ω + π))]Hma(jω). (4.3)

The respective time-domain formulation thus becomes

pm(n) =
1

2j

[
yu(n)− ejnπy∗u(n)

]
∗ hma(n). (4.4)

In a fashion similar to the linearized noise shaped encoder model (2.1), the complex

valued sequence yu(n) can be divided into a signal part xu(n) and a quantization

noise part bu(n). Hence, similar to above analysis, translation of these components

leads to

pm(n) = xm(n) + bm(n), (4.5)

where

xm(n) =
1

2j

[
xu(n)− ejnπx∗u(n)

]
∗ hma(n) (4.6)

and

bm(n) =
1

2j

[
bu(n)− ejnπb∗u(n)

]
∗ hma(n). (4.7)

In practice, the transmission signal contained in xu(n) is band-limited and due

to over-sampling its spectral power is spread over a relatively narrow bandwidth.

Henceforth, the signal conjugate image x∗u(n) in (4.6) is harmful only for limited

fθ settings. On the other hand, as a result of noise shaped encoding bu(n) con-

tains spectral content over the entire Nyquist frequency range. Therefore, b∗u(n)

becomes an interferer during the digital up-conversion and, as discussed earlier,
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the consequences become much more severe from a signal band dynamic range

point of view.

In (4.6) and (4.7), the non-conjugate and the conjugate versions of the signal

and noise sequences are affected by hma(n), which effectively is a finite impulse

response (FIR) filter with an impulse response given by

hma(n) =

 1, 0 ≤ n ≤ Rs − 1

0, n ≥ Rs.
(4.8)

The frequency response of this moving average type filter can be expressed in

closed form as follows

Hma(jω) =
(1− e−jωRs)

(1− e−jω)
. (4.9)

On the other hand the modulation operation ejnπ followed by the convolution with

hma(n) in (4.7) and (4.6) can be substituted by another FIR filter hma,c(n) with a

following impulse response

hma,c(n) =

 (−1)n, 0 ≤ n ≤ Rs − 1

0, n ≥ Rs.
(4.10)

This enables reformulation of the complex baseband models into representations

of linear quadrature imbalance for complex valued input sequences. By further

recognizing that since ejnπx∗u(n) = x∗u(n) and ejnπb∗u(n) = b∗u(n) for even valued

Rs, i.e. Rs = Re (4.7) and (4.6) can be rewritten as

xm(n) =
1

2j
[xu(n) ∗ hma,e(n)− x∗u(n) ∗ hma,e,c(n)] (4.11)

and

bm(n) =
1

2j
[bu(n) ∗ hma,e(n)− b∗u(n) ∗ hma,e,c(n)] , (4.12)

where hma,e(n) and hma,e,c(n) denote hma(n) and hma,c(n) forRs = Re, respectively.

On the other hand in case of odd valued Rs, i.e. Rs = Ro the following equalities

hold ejnπx∗u(n) = ejnπ/Rox∗u(n), ejnπb∗u(n) = ejnπ/Rob∗u(n). Thus (4.7) and (4.6) for
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Ro settings become

xm(n) =
1

2j

[
xu(n) ∗ hma,o(n)− ejnπ/Rox∗u(n) ∗ hma,o,c(n)

]
(4.13)

and

bm(n) =
1

2j

[
bu(n) ∗ hma,o(n)− ejnπ/Rob∗u(n) ∗ hma,o,c(n)

]
, (4.14)

where hma,o(n) and hma,o,c(n) denote hma(n) and hma,c(n) forRs = Ro, respectively.

Similar to (4.9) closed form frequency response expressions for hma,c,e(n) and

hma,c,o(n) can be found as follows

Hma,c,e(jω) =
(1− e−jωRe)

(1 + e−jω)
(4.15)

and

Hma,o,c(jω) =
(1− e−jω + e−jωRo − e−jωRo+1)

(1− e−j2ω)
. (4.16)

With these expressions the frequency responses for (4.11) and (4.12) on the one

hand in case of Re become

Xm(jω) =
1

2j
[Xu(jω)Hma,e(jω)−X∗u(−jω)Hma,e,c(n)] (4.17)

and

Bm(jω) =
1

2j
[Bu(jω)Hma,e(jω)−B∗u(−jω)Hma,e,c(n)] . (4.18)

Further, for Ro the respective expressions for (4.13) and (4.14) read

Xm(jω) =
1

2j
[Xu(jω)Hma,o(jω)−X∗u(−j(ω + π/Ro))Hma,o,c(jω)] (4.19)

and

Bm(jω) =
1

2j
[Bu(jω)Hma,o(jω)−B∗u(−j(ω + π/Ro))Hma,o,c(jω)] . (4.20)
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Figure 4.1: Magnitude responses of a) Hma,e(jω) and Hma,e,c(jω) over the
pulsed RF sequence bandwidth b) Hma,e(jω) and Hma,e,c(jω) over the complex
baseband bandwidth c) Hma,o(jω) and Hma,o,c(jω) over the pulsed RF sequence
bandwidth and d) Hma,o(jω) and Hma,o,c(jω) over the complex baseband band-

width, where Re = 12 and Ro = 13.

In order to explain the role of the digital hold operation represented by hma(n) in

digital up-conversion for the two individual Rs settings, the magnitude responses of

Hma,e(jω), Hma,e,c(jω),Hma,o(jω) and Hma,o,c(jω), where Re = 12 and Ro = 13 are

illustrated in Figure 4.1. By examining Figure 4.1 a) and b) more closely, it can be

observed that Hma,e,c(jω) provides attenuation around DC. This property has been

exploited in various digital RF pulse modulators, where typically LPΣ∆ modula-

tors are utilized for encoding purposes. In order to enable a larger fc tuning range,

the noise shaping can be performed around fIF in complex domain as explained

in section 3.2.2. However, since the attenuation of |Hma,e,c(jω)|2 decreases rapidly

when the band of interest is moved towards positive or negative frequencies, the

gain in dynamic range due to complex valued noise shaped encoding is lost due to

the conjugate quantization noise folding. Contrary to Re settings the Ro settings

provide no attenuation at DC as shown in Figure 4.1 c) and d). This means that

for the conventional scenario, where the fIF and fθ locate near DC, the impact of

b∗u(n) becomes significant. In this case, the best choice would be to place the signal
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band near ±π/Ro, where Hma,o,c(jω) provides the largest attenuation. However,

due to the frequency translation of x∗u(n) in (4.19) the excitation sequence itself

becomes an interferer for these settings, which may turn out to be problematic

especially if the average signal power is high. Relying on the presented analysis,

it can be concluded that generation of pulsed RF sequences by a combination of

baseband encoder and conventional digital up-conversion technique allows only a

limited fc tuning range.

4.3 Conjugate quantization noise compensation

The analysis of the digital up-conversion procedure revealed that the method suf-

fers from an inherent quadrature imbalance problem, which degrades the dynamic

range of the transmit signal and, therefore, limits the fc tuning for the digital

transmitter. Thus, it is highly relevant to study ways to encounter this problem.

On the one hand, the possible solutions shall not change the form of the output se-

quence from the original two-level pulsed format. On the other hand, the potential

implementations shall be implementable with the available hardware resources.

Commonly discrete time quadrature imbalance problems that can be expressed

by a linear model can be alleviated by a compensating system, which performs

a phase and/or a magnitude equalization to the real valued components of the

input sequence [78]. With the compensating system placed either in front or

after the imbalanced system, the output of the two sub-sequent units results in

suppression of the conjugate image. A second possible solution for compensation is

to suppress the conjugate signal content from the input sequence. In the following,

such compensating techniques are presented for the digital up-conversion baseband

models.
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4.3.1 Delay based compensation method

In case of Re the quadrature imbalance can be represented by a pair of filters

operating on the original sequence and its conjugate image as given in (4.18).

Alternatively, a complex valued system can be expressed by its real valued com-

ponents. Thereby with Re{B(jω)} = 1
2
[B(jω) + B∗(jω)] and Im{B(jω)} =

1
2j

[B(jω)−B∗(jω)] (4.18) becomes

Bm,e(jω) = 1
4j

[B(jω)Hma,e(jω) +B∗(−jω)Hma,e(jω)]

+ 1
4j

[B(jω)Hma,e(jω)−B∗(−jω)Hma,e(jω)]

− 1
4j

[B∗(−jω)Hma,e,c(jω) +B(jω)Hma,e,c(jω)]

− 1
4j

[B∗(−jω)Hma,e,c(jω)−B(jω)Hma,e,c(jω)] .

(4.21)

Given that a pre-compensating system has the following frequency domain de-

scription Pcomp(jω) = α(jω) + jβ(jω) the combination of Pcomp(jω) and Bm,e(jω)

reads

Bm,e,eq(jω) = 1
4j
α(jω) [B(jω)Hma,e(jω) +B∗(−jω)Hma,e(jω)]

+ 1
4j
β(jω) [B(jω)Hma,e(jω)−B∗(−jω)Hma,e(jω)]

− 1
4j
α(jω) [B∗(−jω)Hma,e,c(jω) +B(jω)Hma,e,c(jω)]

− 1
4j
β(jω) [B∗(−jω)Hma,e,c(jω)−B(jω)Hma,e,c(jω)] .

(4.22)

The goal is to find out proper α(jω) and β(jω) that lead to mutual cancelation of

B∗(−jω) in (4.22). This condition is fulfilled when

α(jω)Hma,e(jω)B∗(−jω)− β(jω)Hma,e(jω)B∗(−jω) =

α(jω)Hma,e,c(jω)B∗(−jω) + β(jω)Hma,e,c(jω)B∗(−jω). (4.23)

Now by setting α(jω) = 1 and equating (4.23) leads to the following solution for

Pcomp(jω)

β(jω) =
Hma,e(jω)−Hma,e,c(jω)

Hma,e(jω) +Hma,e,c(jω)
= e−jω, (4.24)
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which is equivalent to a unit delay placed on the imaginary path. The obtained

solution has an intuitive explanation. Since the multiplication by ILO(n) and

QLO(n) can be interpreted as subsequent modulation and sampling operations,

where the sampling instants have a relative phase lag of π/4, β(jω) acts as a phase

correction mechanism to remove the phase difference. Furthermore, by evaluating

(4.18) with the corrected B(jω) leads to Bm,e,eq(jω) = B(jω)[1
j

∑Re/2
i=1 e−2jωi]. This

equals to B(jω) weighted by a transfer function with a low-pass characteristic in

the baseband.

4.3.2 Additive compensation method

An alternative compensation technique for removal of the conjugate image is

formed by injecting a filtered conjugate image of the input sequence to the input

of the imbalanced linear system [78]. Thus, the filtered conjugate image becomes a

canceling image sequence at the output of the system with quadrature imbalance.

Let γe(n) denote an unknown linear transfer function with corresponding frequency

response Γe(jω) in the case of Re. Then by substituting bu(n) by bu(n)+γe(n)b∗u(n)

(4.12) becomes

bac,e(n) = 1
2j
{[bu(n) + γe(n) ∗ b∗u(n)] ∗ hma,e(n)−

[b∗u(n) + γ∗e (n) ∗ bu(n)] ∗ hma,e,c(n)}
(4.25)

with the following frequency response

Bac,e(jω) = 1
2j
{[Bu(jω) + Γe(jω)B∗u(−jω)]Hma,e(jω)−

[B∗u(−jω) + Γ∗e(−jω)Bu(jω)]Hma,e,c(jω)}.
(4.26)

Now the desired cancelation condition can be determined by setting the two con-

jugate images in (4.26) equal and solving for Γe(jω). Hence, a solution can be

obtained as

Γe(jω)B∗(−jω)Hma,e(jω) = B∗(−jω)Hma,e,c(jω)

Γe(jω) = Hma,e,c(jω)

Hma,e(jω)
= (1−e−jω)

(1+e−jω)
.

(4.27)
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Figure 4.2: Magnitude response of Γe(jω).

The resulting Γe(jω), which is independent of the choice of Re, is real valued and

has properties of a π-phase filter with a constant phase response. This means

that the relevant information is given by |Γe(jω)|2, which is illustrated in Fig-

ure 4.2. Therefore, a cancellation is achieved when a frequency dependent mag-

nitude weighting is properly applied to the injected conjugate image sequence.

Finally by inserting Γe(jω) into (4.26) a compensated baseband model in case of

Re reads

Bm,e,eq(jω) =
1

2j
[B(jω)Hma,e(jω)− Γ∗e(−jω)Hma,e,c(jω)B(jω)]. (4.28)

From (4.28) it can be seen that the injected conjugate image yields a copy of the

original input sequence to Bm,e,eq(jω). Since the two sequences are matched in

phase, the additive conjugate quantization noise compensation leads to an ampli-

fication of the quantization noise. However, the amplification factor is for realistic

modulator settings very small due to attenuation delivered by Γ∗e(−jω)Hma,e,c(jω)

and thus the difference in quantization noise power described by un-compensated

model (4.18) and compensated model (4.28) can be regarded negligible.

Following the lines of the derivation presented above an analogous compensa-

tion scheme can be found for Ro settings. Again, γo(n) represents the weight-

ing function for the injected conjugate image with frequency response Γo(jω).
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In order to ensure correct frequency alignment for the canceling image, the in-

jected conjugate sequence has to be shifted by π/2. Thus by substituting bu(n)

by bu(n) + γo(n) ∗ ejπn/Rob∗u(n) (4.14) becomes

bac,o(n) = 1
2j
{
[
bu(n) + γo(n) ∗ ejπn/Rob∗u(n)

]
∗ hma,o(n)−[

b∗u(n) + γ∗o(n) ∗ ejπn/Robu(n)
]
ejπn/Ro ∗ hma,e,c(n)}

(4.29)

with frequency response equal to

Bac,o(jω) = 1
2j
{[Bu(jω) + Γo(jω)B∗u(−j(ω + π/Ro))]Hma,o(jω)−

[B∗u(−j(ω + π/Ro)) + Γ∗o(−jω)Bu(jω)]Hma,e,c(jω)}.
(4.30)

Thus, the conjugate terms from (4.30) disappear when

Γo(jω)B∗(−j(ω + π/Ro))Hma,o(jω) = B∗(−j(ω + π/Ro))Hma,o,c(jω)

Γo(jω) = Hma,o,c(jω)

Hma,o(jω)
.

(4.31)

A closed form solution for Γo(jω) can be found by inserting (4.16) and (4.9) into

(4.31), which gives

Γo(jω) =
(1− e−jω + e−jωRo − e−jωRo+1)

(1− e−jωRo)(1 + e−jω)
. (4.32)

This solution is again a real valued transfer function with constant zero phase

characteristics on the complex baseband. Therefore, similar to the case of Re the

cancelation for Ro settings is obtained by manipulating only the magnitude of the

additive conjugate term according to (4.32).

In Figure 4.3 a) an exemplary |Γo(jω)|2 is shown for Ro = 5. Further illustrations

of the baseband part of |Γo(jω)|2 for various Ro settings are given in Figure 4.3 b).

Ultimately, the compensated baseband model for Ro settings in frequency domain

reads

Bm,o,eq(jω) =
1

2j
[B(jω)Hma,o(jω)− Γ∗o(−jω)Hma,o,c(jω)B(jω)]. (4.33)

The same argumentation regarding quantization noise amplification due to an
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Figure 4.3: Magnitude responses of Γo(jω) for a) Ro = 5 and for b) various
Ro settings.

additional copy of B(jω) as presented for the case of Re applies for Ro settings as

well, and thus |Bm,o,eq(jω)|2 ' |B(jω)|2.

4.3.3 Magnitude equalization based compensation

Next to the presented delay based and additive pre-compensation methods, the

conjugate quantization noise folding can be alternatively encountered by manipu-

lating the magnitude of quantization noise.

As presented in section 3.2.2 the noise shaping in the complex baseband can be

performed around fIF. Therefore, the harmful conjugate quantization noise pro-

portion in complex baseband locates at −fIF and −fIF + π2 in case of Re and Ro,

2fIF is normalized between [−π, π]
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Figure 4.4: Conjugate quantization noise folding compensation by additional
noise shaping for a) Re settings b) Ro settings.

respectively. On the one hand, if an additional noise shaping is performed at these

settings, the overlapping conjugate quantization noise can be suppressed below

the quantization noise floor defined by the noise shaping performed at the signal

band. This method is illustrated in frequency domain for ideal NTFs for Re and

Ro settings in Figure 4.4 a) and b).

4.4 Noise shaped encoders employing conjugate

quantization noise compensation

The closed-form descriptions of the conjugate quantization noise folding in com-

plex baseband enabled derivation of compensating systems which effectively lead

to a complete suppression of the conjugate image. However, the pre-compensating

systems were derived given that the sampling frequency is equal to fsw. In order

to decrease computational complexity the noise shaped encoding is performed at

the lowest possible fs, for which sufficient SNDR is obtained. This in turn means

that Rs > 1 for a realistic scenario given the state-of-the-art reconfigurable hard-

ware and the transmission settings of modern wireless communication networks.

Therefore, the given compensation models employed in noise shaped encoders

need to operate at fs as well. Further due to specific NTF design constraints the

compensation conditions have to be approximated which results in only a partial
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suppression of the conjugate noise. On the other hand, the fact that the rele-

vant part of the harmful conjugate noise locates at signal band can be utilized to

optimize the compensation performance.

4.4.1 Linearized models describing conjugate quantization

noise folding

The linearized modeling of the noise shaped encoders presented in Section 2.1 can

be further utilized to study a system consisting of the modulator and the complex

bandpass model of the digital up-conversion. Hence, the compensated modulator

in the general case can be expressed by a description of a quadrature imbalanced

linear system in which the LTI systems operating on the non-conjugated and

the conjugated noise sequences are denoted by NTF and image NTF (INTF),

respectively. By considering only the baseband proportions of (4.18) and (4.20)

the following equivalent baseband descriptions are obtained

Beq,e(jω) =
1

2j
[B(jω)Hma,e(jω/Re)−B∗(−jω)Hma,e,c(jω/Re)] . (4.34)

and

Beq,o(jω) =
1

2j
[B(jω)Hma,o(jω/Ro)−B∗(j(ω + π))Hma,o,c(jω/Ro)] . (4.35)

The combined linearized model can be thus obtained by cascading the two imbal-

anced systems and by computing the input-output relations for the original and

the conjugated copy of the excitation noise E(jω). In frequency domain these

relations in case of Re and Ro become

Ye(jω) = NTFtot,e(jω)E(jω)

+ INTFtot,e(jω)E∗(−jω), (4.36)

NTFtot,e(jω) = [NTFe(jω)Hma,e(jω/Re)

+ INTF∗e(−jω)Hmac,e(jω/Re)] (4.37)
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INTFtot,e(jω) = [INTFe(jω)Hma,e(jω/Re)

+ NTF∗e(−jω)Hmac,e(jω/Re)] (4.38)

and

Yo(jω) = NTFtot,o(jω)E(jω)

+ INTFtot,o(jω)E∗(jω), (4.39)

NTFtot,o(jω) = [NTFo(jω)Hma,o(jω/Ro)

+ INTF∗o(jω)Hmac,o(jω/Ro)] (4.40)

INTFtot,o(jω) = [INTFo(jω)Hma,o(jω/Ro)

+ NTF∗o(jω)Hmac,o(jω/Ro)], (4.41)

where NTFtot,e(jω), INTFtot,e(jω), NTFtot,o(jω) and INTFtot,o(jω) denote the

total NTF for Re, the total INTF for Re, the total NTF for Ro and the total INTF

for Ro, respectively. These models are illustrated in cascaded form in Figure 4.5 a)

and b).

From the compensation point of view, the relevant information is delivered by

INTFtot,e(jω) and INTFtot,o(jω) around the signal band. More precisely a knowl-

edge of whether the average power of conjugate quantization noise exceeds the

average power of the original noise shaped quantization noise is of interest. For

this purpose a performance metric commonly applied for imbalanced quadrature

Σ∆ data converters called image rejection ratio (IRR) can be utilized [29]. By

assuming that the variance of the quantization noise is equal to one, the equations

for IRR in the case of Re and Ro read

IRRe =

∫ ω2

ω1
|NTFtot,e(jω)|2∫ ω2

ω1
|INTFtot,e(jω)|2

(4.42)

and

IRRo =

∫ ω2

ω1
|NTFtot,o(jω)|2∫ ω2

ω1
|INTFtot,o(jω)|2

, (4.43)

where ω1 and ω2 denote the edges of the signal band.
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Figure 4.5: Equivalent baseband descriptions for a combination of the lin-
earized modulator model and the complex baseband model of the digital up-

conversion in case of a) Re and b) Ro settings.

4.4.2 Noise shaped encoders with additive compensation

The second technique for a complete mitigation of conjugate quantization noise

introduced in section 4.3.2 based on additive canceling the conjugate term involves

a convolution by a constant phase filter (4.32). Since such filters have anticausal

impulse responses, they are usually utilized in off-line applications, where the

complete data set to be processed is available [79]. A second option for realizing

a constant phase filter is to delay the impulse response by a constant value, which

gives a linear phase filter [80]. This solution, however, implies a phase lag in

form of a constant group delay which is undesirable for RF transceiver usage.

In pulsed RF signal generation purposes the modulator is operating on-line and

the input data symbols are in general unknown. Furthermore, NTFs and INTFs

of compensated noise shapers have to fulfill the realization criteria. For these
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reasons an alternative strategy is proposed for inclusion of the additive conjugate

quantization noise cancelation to a quadrature noise shaped encoder.

A filtering operation by a zero-phase filter can be interpreted as a frequency de-

pendent magnitude component adjustment. Hence the simplest zero-phase filter

is a multiplication by a constant. This allows for convenient and straightforward

approximations to (4.27) and (4.32). By evaluating the given constant phase filters

at fIF the approximations become Γ̂e = Γe(jfIF) and Γ̂e = Γo(jfIF). Therefore,

the optimal cancelation performance is obtained only at a single frequency setting,

namely at the center of the signal band. However, due to over-sampling it can

be assumed that the approximation error along the signal band does not increase

notably.

y(n)
F(z)+

+ (.)*

Γ

+

z-1

(.)*
+

Γ
e(n)

e(n) -

-

-
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v(n)

Ro: Γ = (-1)nΓo(jfIF) Re: Γ = Γe(jfIF)

Figure 4.6: Modified error feedback noise shaper structure employing additive
conjugate quantization noise cancelation
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In order to incorporate the additive conjugate quantization noise compensation

by constant multiplication approximations into a noise shaper structure, a mod-

ified error-feedback topology is proposed. The novel architecture is given in Fig-

ure 4.6 a). The simple modification by an addition of a weighted conjugate image

of the encoded output sequence leads on the one hand to a new relation between

F(z) and NTF and on the other hand makes the compensation performance de-

pendent on F(z). To see how these arguments apply it is convenient to study the

linearized form of the modified error feedback structure, which is given in Fig-

ure 4.6 b). The NTF/INTF pair as a function of F(z) can be found3 by applying

z-transformation to the linearized structure. The relations become

NTFe(z) = 1− z−1[F (z)+|Γe(jfIF)|2F ∗(−z)F (z)]
1−z−2|Γe(jfIF)|2F ∗(−z)F (z)

INTFe(z) = z−1Γe(jfIF)[F (z)+F ∗(−z)F (z)]
1−z−2|Γe(jfIF)|2F ∗(−z)F (z)

NTFo(z) = 1− z−1[F (z)+|Γo(jfIF)|2F ∗(z)F (z)]
1−z−2|Γo(jfIF)|2F ∗(z)F (z)

INTFo(z) = z−1Γo(jfIF)[F (z)+F ∗(z)F (z)]
1−z−2|Γo(jfIF)|2F ∗(z)F (z)

,

(4.44)

where NTFe(z), INTFe(z), NTFo(z) and INTFo(z) denote the NTF for Re, the

INTF for Re, the NTF for Ro and the INTF for Ro, respectively. However, from

these relations the functionality of the modified error feedback structure is still

difficult to interpret. For clarification let F(z) = Fb(z)/Fa(z). After substitution

and a few algebraic manipulations it can be shown that NTFe(z) and INTFe(z)

become

NTFe(z) =
Fa(z)F∗

a(−z)−2|Γe|2Fb(z)F∗
b (−z)−Fb(z)F∗

a(−z)
Fa(z)F∗

a(−z)−|Γe|2Fb(z)F∗
b (−z)

INTFe(z) =
ΓeFb(z)F∗

a(−z)−ΓeFb(z)F∗
b (−z)

Fa(z)F∗
a(−z)−|Γe|2Fb(z)F∗

b (−z) .
(4.45)

Next, by stating that |Γe|2Fb(z) ≈ 0 the above simplifies into

NTFe(z) ≈ Fa(z)−Fb(z)
Fa(z)

INTFe(z) ≈ Fb(z)Γe[F∗
a(−z)−F∗

b (−z)]
Fa(z)F∗

a(−z) ≈ F(z)ΓeNTF∗(−z)
(4.46)

Thus, without the residual terms NTFe(z) reduces to the original error-feedback

loop coefficients given in section 3.2.1. Secondly INTFe(z) can be interpreted as a

3See Appendix A for derivation.
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weighted conjugate version of NTFe(z) with additional convolution by F(z). This

means that the compensation becomes dependent on characteristics of F(z) in the

signal band. The error feedback loop filters related to the conventional prototype

NTFs discussed in Section 3.2.2 exhibit approximately unit magnitude and zero

phase characteristics near the signal band. Therefore, the influence of F (z) can

be considered negligible for those NTFs especially in the case when the OSR

is chosen high enough. It can be summarized that the modified error-feedback

structure delivers a rough approximation of the additive conjugate quantization

noise compensation that is preferable for narrow signal-band settings.

4.4.3 Noise shaped encoders with delay based compensa-

tion

For Re settings an intuitive and simple compensation scheme consisting of a sin-

gle unit delay element was obtained in Section 4.3.1. However, since Re ≥ 2 the

corresponding delay in complex baseband is a rational number equal to 1/Re. A

common digital signal processing tool for realization of such non-integer delays is

called fractional delay (FD) filter [81]. Firstly, from a noise shaping point of view

it would be desirable to modify only the phase characteristics of the quantization

noise. Conversely a FD filter, which modifies also the magnitude response, may

lead to unnecessary noise shaping and, thus, more likely to increased instability.

Secondly, it can be argued that the absolute phase information of the real and the

imaginary components of the quantization noise is not critical as long as the mag-

nitude of the quantization noise is minimized around the signal band. Therefore,

an all-pass filter that implements a rational delay difference between the real and

the imaginary components of the complex valued sequence is a sufficient solution.

The phase characteristics of the noise shaped quantization noise contained in a

complex valued encoded sequence is defined by NTF. Thus, an equalized NTF

with delay based compensation can be composed of a complex valued all-pass
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filter C(z) and a prototype NTF(z) as follows

NTFd(z) = C(z)NTF(z). (4.47)

It is important to notice that the NTF realization criteria apply also to NTFd(z).

This can be guaranteed when the first coefficient of C(z) is equal to one. The

strength of the given method is that NTFd(z) can be readily used in an exist-

ing noise shaper topology. For instance, the loop filter coefficients for the error

feedback structure can be obtained straightforwardly NTFd(z) = 1− z−1F (z).

The remaining task is to find coefficients for C(z) such that the design constraints

given above are fulfilled to some extent. Since C(z) is actually a quadrature

imbalanced linear system, it turns out that the estimation task can be treated

as an equalization problem, where C(z) is cascaded with a counter imbalanced

system. Ideally, the complex valued output of the cascade becomes a fractionally

delayed version of the complex valued input. Due to multiple design constraints,

i.e. the NTF realization criteria and the all-pass criteria, the design task can be

relaxed by concerning only the relative group delay difference around the signal

band.

Let D(z) = z−1/Re + j denote a reference system, which consists of an ideal FD

element placed on the real path. The output of the cascaded system can be thus

expressed by using the average and the difference transfer functions as follows

Cavg,t(z) = Cavg(z)Davg(z) + C∗diff(z)Ddiff(z),

Cdiff,t(z) = Cdiff(z)Davg(z) + C∗avg(z)Ddiff(z).
(4.48)

On the other hand, given that C(z) = R1(z) − Q1(z) + j(R2(z) + Q2(z)) the

above expressions with real valued transfer functions for real and imaginary paths
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become

Cavg,t(z) =

1
2
(z−1/Re + 1)1

2
[R1(z) +R2(z) + j(Q1(z) +Q2(z))]+

1
2
(z−1/Re − 1)1

2
[R1(z)−R2(z)− j(Q1(z)−Q2(z))]

=

1
2
z−1/Re [R1(z) + jQ2(z)] + 1

2
[R2(z) + jQ1(z)].

(4.49)

Cdiff,t(z) =

1
2
(z−1/Re + 1)1

2
[R1(z)−R2(z) + j(Q1(z)−Q2(z))]+

1
2
(z−1/Re − 1)1

2
[R1(z) +R2(z)− j(Q1(z) +Q2(z))]

=

1
2
z−1/Re [R1(z)− jQ2(z)] + 1

2
[−R2(z) + jQ1(z)].

(4.50)

With expressions (4.49) and (4.50) the optimization goals can be interpreted

straightforwardly. Firstly, |Cavg,t(z)|2 shall be minimized around the signal band.

Secondly, the complete magnitude response of C(z), namely |Cavg(z)|2 + |Cdiff(z)|2

shall remain close to unit magnitude. This description casts the original all-pass

filter design problem into a constrained optimization problem. Such techniques

for filter design purposes have been earlier utilized for quadrature mirror filter

banks [82], where the constrained optimization problem is re-formulated into an

unconstrained form. In order to apply such transformation to estimate FIR type

complex all-pass filters with the above given criteria in unconstrained fashion let

γ(jω) = [1 e−jω · · · e−jωL]T (4.51)

γfd(jω) = [1 e−jω−1/Re · · · e−jωL−1/Re ]T (4.52)

a = [1 R1,2 + jQ2,2 · · ·R1,L + jQ2,L]T (4.53)

b = [1 R2,2 + jQ1,2 · · ·R2,L + jQ1,L]T, (4.54)

where L denotes the order of the FIR filter, R1,n, R2,n and Q1,n, Q2,n the nth co-

efficient of the filters R1(z), R2(z) and Q1(z), Q2(z), respectively. Thus, Cdiff,t(z),
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Cavg(z) and Cdiff(z) become

Cdiff,t(jω) =
1

2
aHγfd(jω)− 1

2
bHγ(jω) (4.55)

Cavg(jω) =
1

2
aTγ(jω) +

1

2
bTγ(jω) (4.56)

Cdiff(jω) =
1

2
aHγ(jω)− 1

2
bHγ(jω). (4.57)

At next, the total cost function JTOT can be expressed with the above expressions

as follows

J1 =

ω2∑
ω=ω1

|Cdiff,t(jω)|2 (4.58)

J2 =
2π∑
ω=0

||Cdiff(jω)|2 + |Cavg(jω)|2 − 1|2 (4.59)

JTOT = J1 + αJ2, (4.60)

where J1 describes the magnitude of the conjugate image along the signal band

between [ω1ω2], J2 the deviation from the ideal all-pass response and α a weighting

for the all-pass error.

Finally the coefficients a and b can be calculated iteratively by following the steps

given below

1) Initialize a and b with random complex exponentials locating inside unit. Ad-

ditionally set α so that α < 1.

2) Perform optimization for JTOT.

3) Evaluate the obtained values of J1 and J2. On the one hand, if the resulting J1

is unsatisfactory, increase α and return to 2). On the other hand, if the resulting J2

becomes prohibitively large, decrease α and return to 2). If both J1 and J2 cannot

mutually fulfil the a priori defined error bounds, then it can be expected that the

optimization goals are too tight for the given parameter settings. It this case, a

larger L may be considered for possibly improved conjugate image suppression.

Otherwise the optimization procedure has produced suitable coefficients.
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Figure 4.7: Magnitude responses of a) complex all-pass filter C(z) and cor-
responding equalized conjugate image transfer function and b) NTF and INTF

with delay based compensation.

Figure 4.7 a) presents magnitude responses of an exemplary complex-allpass filter

obtained with the above optimization routine implemented with the Matlab opti-

mization toolbox function fminunc forRe = 14,L = 12, ω1 = 0.295 and ω2 = 0.305.

By combining the complex all-pass filter with a prototype NTF with fIF = 0.3,

the complete conjugate quantization noise on the signal band is suppressed well

below the average quantization noise power as illustrated in Figure 4.7 b).

4.4.4 Noise shaped encoders with magnitude response equal-

ization based compensation

In contrast to the delay based and to the additive compensation methods, the

conjugate quantization noise compensation technique relying on additional noise

shaping does not require any structural modifications to the noise shaper part of

the modulator. Furthermore, as long as the modulator operation remains stable,

the average conjugate quantization noise power can be suppressed well below the

average quantization noise power in the signal band. Hence, by optimizing the

magnitude response of the NTF properly, the desired signal band noise shaping

performance for the RF pulse sequences can be restored for arbitrary fIF and Rs

settings.
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Figure 4.8: Exemplary magnitude responses of NTF and INTF with mag-
nitude response equalization based compensation in case of a) Re = 8 and b)

Ro = 7.

Obviously it is desirable to find out the minimum amount of quantization noise

suppression on the image band which results in a condition where the conjugate

quantization noise power on the signal band can be considered negligible. This is

important because the additional noise shaping leads to an increase in the NTF

order and as shown in Section 3.3.3, the QΣ∆PWM modulators employing higher

order NTFs are more prone to modulator instability. Given the linearized mod-

els (4.36) and (4.39) and a prototype NTF, the corresponding IRR values can be

evaluated for uncompensated modulators by evaluating (4.42) and (4.43). These

measures define the relative average noise power difference between the signal band

quantization noise and the signal band conjugate quantization noise. Hence, by

introducing a scaled copy of the prototype NTF NTFim(z) with quantization noise

suppression equal to IRR + δ, (δ > 0) at −fIF or −fIF + π for Re and Ro settings

respectively, the desired conjugate quantization noise suppression can be obtained.

The small positive valued constant δ ensures that the average power of the sup-

pressed conjugate quantization noise in the signal band is strictly lower than the

average quantization noise power. Finally, the NTF with compensation can be

obtained by convolving the prototype NTF with NTFim(z). Exemplary magni-

tude responses illustrating the compensation performance of the given method

in frequency domain are given in Figure 4.8 a) for Re = 8 and in Figure 4.8 b)
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for Ro = 7. Albeit non-optimal, the given technique allows for straightforward

implementations with the existing NTF design tools [68].

4.5 Conjugate signal compensation

Next to the conjugate quantization noise component an image of the over-sampled

complex baseband signal becomes an interferer for distinct fθ and Rs settings dur-

ing digital up-conversion. In principle, the same compensation techniques derived

for the conjugate noise in Section 4.4 are directly applicable for the suppression

of the conjugate image component. Contrary to the conjugate quantization noise

rejection techniques, which require realizations compatible with the noise shaped

encoder topologies, the conjugate signal component compensation can be imple-

mented without such constraints. The previous work on the topic includes ap-

proximations of (4.27) by a FIR filter and approximations of the FD 1/Re by an

estimated FIR type FD filter [80]. In context of digital up-conversion of pulsed

baseband sequences containing a single transmission signal the compensation is

necessary on a relatively narrow bandwidth. Therefore, the wideband compensa-

tion performance obtained by the FIR approximations is largely unnecessary. On

the other hand, the methods for implementing the additive compensation tech-

niques given in Section 4.4.2. are an effective way to perform the conjugate signal

compensation for both Re and Ro settings. Given the multiplicative approxima-

tions Γ̂e = Γe(jfθ) and Γ̂e = Γo(jfθ) the compensated xu(n) becomes

xac,e(n) = xu(n) + Γ̂exu(n)∗, (4.61)

for Re settings and

xac,o(n) = xu(n) + (−1)nΓ̂oxu(n)∗, (4.62)

for Ro settings. This way the compensation is optimized always at fθ and, more-

over, no additional phase lag is involved contrary to the FIR filter based compen-

sation.
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4.6 Simulation results

In order to verify the conjugate quantization noise compensation properties of the

various enhanced digital up-conversion techniques it is essential to study the in-

band distortion characteristics of a pulsed RF sequence, produced by a modulator

employing the noise shaper topology given in Section 3.2.1. The primary motiva-

tion for the evaluations is to reveal fc settings for which the signal band distortion

performance can be expected to be close to that of the complex baseband encoder.

For these purposes the noise shaper part of the QΣ∆PWM modulator was sub-

stituted by the corresponding compensated topologies and sub-sequently, exten-

sive simulations were performed on MATLAB for numerous modulator parameter

combinations. Firstly, the intensive computer simulations complement the approx-

imate distortion performance evaluations delivered by the linearized models. Sec-

ondly, since all of the considered compensation strategies lead to modified NTFs,

the repetitious simulation runs shall reveal possibly unstable modulator behavior.

Table 4.1: Simulation parameters

fsw ∆fNTF Rs fIF,fθ fPWM |NTF|∞ N

10 GHz 25 MHz 2–14 (0–0.5)fsw
Rs

fsw
6Rs

1.5 2

Unless otherwise noted, the considered common parameter settings are those listed

in Table 4.1. The selected fsw, Rs, fθ and fIF parameters equal to fc tuning ranges

between approximately 714− 5000 MHz.

4.6.1 Conventional digital up-conversion

At first, a simulation case without conjugate signal and noise compensation was

studied. The IRR and SNDR results for different Re settings are shown in Fig-

ure 4.9. As already predicted by the linearized digital up-conversion baseband

model in Section 4.2 the effect of the conjugate quantization noise on the dynamic
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range becomes significant for fIF >> 0. The evaluated IRR figures given in Fig-

ure 4.9 a) suggest that only a small fraction of the potential fc tuning range can

be expected being conjugate quantization noise free.
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Figure 4.9: Evaluation of a) IRR and b) SNDR performance for various Re
settings.

This is confirmed by the SNDR results shown in Figure 4.9 b). By comparing

the conjugate quantization noise free settings at fIF = 0 to the ones with fIF > 0

it can be observed that in the worst case the dynamic range is degraded by over

50 dB. For the higher Re settings the loss in SNDR becomes milder on the average

due to the weighting of Hma,e,c(jω), which for the complex baseband proportion

decays as Re grows.
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Figure 4.10: Evaluation of a) IRR and b) SNDR performance for various Ro
settings.
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In case of Ro settings the respective IRR and SNDR evaluation results are illus-

trated in Figure 4.10. By observing the IRR values depicted in Figure 4.10-a) it

becomes clear that except for a few parameter combinations, the conjugate quan-

tization noise folding contributes negatively to the signal band dynamic range.

Normalized intermediate frequencies fIF for which the uncompensated modula-

tor achieves positive IRR can be found near fIF/fs = 0.25. At this setting the

conjugate image of the NTF stop-band overlaps with the original NTF stop-band

and thus, the interfering conjugate quantization noise is suppressed. However, as

noted in Section 4.1 next to the conjugate signal band quantization noise also the

conjugate signal image overlaps with the signal band which degrades the dynamic

range further.

The above given analytic predictions are verified by SNDR evaluations shown in

Figure 4.10 b). The achieved SNDR is again on the average very far from the ideal

complex baseband sequence. Furthermore, the conjugate signal folding corrupts

the otherwise conjugate quantization noise free normalized fIF settings for which

fIF/fs ≈ 0.25.

Based on the above SNDR evaluations it can be argued that without compensation

the quantization noise enhancement gained by the noise shaped encoding is lost

for most of the fIF settings during the digital up-conversion regardless of the Rs

settings. The loss in dynamic range due to conjugate signal and quantization noise

is significant and the resulting SNDRs suggest that the resulting adjacent channel

leakage ratios (ACLR) for the reconstructed transmission signals become in most

cases insufficient in terms of linearity requirements for modern RF base-station

usage [56].

4.6.2 Additive compensation

The error feedback noise shaper loop structures implementing the additive com-

pensation techniques were employed in QΣ∆PWM modulator to investigate the

potential improvements in signal band dynamic range. Secondly, the impact of the
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modified loop structures to the properties of the corresponding NTFs is studied

as well.

2 4 6 8 10 12 14Re

0 0.1 0.2 0.3 0.4 0.5
1.4

1.5

1.6

1.7

1.8

1.9

2

Normalized frequency (fIF/fs)

‖N
T
F
e
‖ ∞

+
‖I
N
T
F
e
‖ ∞

a)

0 0.1 0.2 0.3 0.4 0.5
−100

−90

−80

−70

−60

−50

−40

Normalized frequency (fIF/fs)

A
ve
ra
g
e
n
o
is
e
p
ow

er
(d
B
)

b)

0 0.1 0.2 0.3 0.4 0.5

−20

0

20

40

60

Normalized frequency (fIF/fs)

IR
R

(d
B
)

c)

0 0.1 0.2 0.3 0.4 0.5
20

30

40

50

60

70

80

90

Normalized frequency (fIF/fs)

S
N
D
R

(d
B
)

d)

Figure 4.11: Evaluation of a) Maximum compensated NTF gain, b) compen-
sated NTF average noise power, c) IRR and d) SNDR for various Re settings.

As explained in Section 4.4.2 the implementation of the additive compensation

technique by the modified error-feedback loop leads also to a modified version of

the original NTF. Since the goal of the compensation strategies is to maintain

the dynamic range delivered by the original baseband encoding, it is of interest to

study the properties of the modified NTFs. In Figure 4.11 a) the maximum gain

for the modified NTF is given for the considered modulator parameter settings in

case of Re settings. Clearly between 8 <= Re <= 14 the modified loop structure

has only a minor effect on the maximum NTF gain. For Re < 8 the residual

terms in the modified NTF lead to significant changes of the NTF shape and thus

to increased maximum NTF gain as well. The rapid increase in the maximum

NTF gain for combination of low Re and high fIF settings may lead to modulator

instability especially for modulators with higher order NTFs. On the other hand

the average noise powers of the modified NTFs remain well behaved and are close
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to those of the original NTFs. The only major difference can be observed for

Re = 2 where fIF approaches the Nyquist frequency. In that case the effect of the

residual terms becomes dominant since Γe ≈ 1 and the shape of the modified NTF

deviates significantly from the original NTF.

The IRRs related to the NTF of the loop structure with additive compensation

are given in Figure 4.11 c). Obviously, when Re ≥ 8 the strictly positive IRRs in

dB scale for every simulation setting suggest that the complex baseband dynamic

range is restored for the available fc tuning range. The SNDR results illustrated

in Figure 4.11 d) confirm the predicted compensation performance. Except for

a few fIF settings, where the signal band dynamic is negatively affected by the

PWM harmonics, the presented SNDR values are close to those obtained for the

baseband signal. The inadequate conjugate quantization noise compensation for

Re < 8 can be explained by the approximations in the implementation of the

additive compensation technique. The loss in dynamic range for these settings

lies between 2− 20 dB. Nevertheless, a notable improvement in comparison to the

uncompensated modulator settings is achieved.

In case of Ro settings the impact of the compensated loop filter on the maximum

NTF gain as shown in Figure 4.12 a) becomes significant for Ro ≤ 5. Clearly,

the gain increases for decreasing fIF. This is because the maximum value of Γo

is obtained at fIF = 0 and thus the harmful effects of the residual terms become

more notable for small fIF and Ro. However, according to the average noise power

results shown in Figure 4.12 b) the noise shaping properties of the modified NTF

at the signal band can be regarded similar to that of the original NTF.

As illustrated in Figure 4.12 c) IRR values suggesting sufficient compensation

for conjugate quantization noise free performance can be regarded for Ro ≥ 9.

By comparing the SNDR results given in Figure 4.12 d) with the ones without

compensation given in Figure 4.10, it can be recognized that on the average the

SNDR performance is enhanced significantly. A further comparison reveals that

for Ro = 3 and fIF ≈ 0.1 an SNDR improvement of over 50 dB can be obtained.
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Figure 4.12: Evaluation of a) Maximum compensated NTF gain, b) compen-
sated NTF average noise power, c) IRR and d) SNDR for various Ro settings.

4.6.3 Delay based compensation

In order to evaluate the performance of the delay based compensation technique,

12th order complex all-pass FD filters were computed for the considered fIF settings

using the optimization technique presented in Section 4.4.3. The maximum gain

constraint was set equal to 1.5 and the desired image rejection rate was set equal

to −60 dB. The compensated NTFs were implemented by error-feedback noise

shaper topologies.

Since the magnitude responses of the FD filters are only approximately of all-

pass type, the maximum gain of the estimated filters affect the maximum gain

of the compensated NTFs. This effect is shown in Figure 4.14 a). Clearly, the

deviation from the all-pass response grows with increasing fIF, which results in a

worst case increment in the NTF maximum gain between 10%− 33%. The nearly

static average noise power results given in Figure 4.14 b) indicate the fact that



Chapter 4. Enhanced digital up-conversion methods 78

2 4 6 8 10 12 14Re

0 0.1 0.2 0.3 0.4 0.5
1.5

1.6

1.7

1.8

1.9

2

2.1

Normalized frequency (fIF/fs)

‖N
T
F
e
‖ ∞

+
‖I
N
T
F
e
‖ ∞

a)

0 0.1 0.2 0.3 0.4 0.5

−90

−80

−70

−60

−50

Normalized frequency (fIF/fs)

A
ve
ra
g
e
n
o
is
e
p
ow

er
(d
B
)

b)

0 0.1 0.2 0.3 0.4 0.5
−20

0

20

40

60

Normalized frequency (fIF/fs)

IR
R

(d
B
)

c)

0 0.1 0.2 0.3 0.4 0.5
30

40

50

60

70

80

90

Normalized frequency (fIF/fs)
S
N
D
R

(d
B
)

d)

Figure 4.13: Evaluation of digital up-conversion technique with delay based
compensation for a) maximum compensated NTF gain, b) compensated NTF

average noise power, c) IRR and d) SNDR for various Ro settings.

the magnitude responses of the complex all-pass filters are sufficiently flat over the

signal band.

In comparison to the additive compensation technique for Re settings the delay

based compensation employing the FD filters improves the IRR performance even

further as seen from Figure 4.14 c). Apart from Re = 2 the dB scaled IRR results

are well above zero for every normalized fIF setting. The decreased IRRs for

Re = 2 and fIF/fs > 0.25 are due to the above given maximum gain constraint

set for the FD filter optimization. The SNDR performance given in Figure 4.14 d)

for 4 ≤ Re ≤ 14 is nearly constant, which demonstrates successful conjugate

quantization noise rejection. In addition, for Re = 2 the conjugate quantization

noise cancelation, albeit imperfect, delivers again up to 50 dB improvement of the

dynamic range.
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4.6.4 NTF magnitude response equalization based com-

pensation

The conjugate quantization noise mitigation by additional noise shaping was im-

plemented as described in Section 4.4.4 for the given simulation settings. Since the

required magnitude response equalization with a 2nd order prototype NTF leads

to a 4th order compensated NTF, the maximum prototype NTF gain was set to

1.2 in order to ensure the stability of the compensated modulator. Furthermore,

the conjugate image NTFs were designed so that a minimum IRR margin of 3 dB

was guaranteed.
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Figure 4.14: Evaluation of digital up-conversion technique with NTF magni-
tude response equalization based compensation for a) maximum compensated
NTF gain, b) compensated NTF average noise power, c) IRR and d) SNDR for

various Re settings.

The increment in maximum compensated NTF gain due to the noise shaping

at the conjugate band is illustrated for Re settings in Figure 4.14 a). For the

considered prototype NTFs the growth of the maximum compensated NTF gain

is more subtle for higher Re due to lower average NTF noise power. However, for
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lower Re with higher OSR and, thus, higher average NTF noise power as well,

the need for the compensation becomes more prominent. This in the end leads

to higher compensated NTF gain and, therefore, a lower maximum gain setting

shall be considered for the prototype NTF with N > 2. The constrained maximum

NTF gains cause evidently loss in an achievable dynamic range as suggested by the

average noise power results shown in Figure 4.14 b). This is a drawback especially

in the case when moderate OSRs are available for the baseband sequence encoding.

The IRR and SNDR results shown in Figure 4.14 c) and d) confirm the fact that

the properly applied conjugate image NTFs enable suppression of the conjugate

quantization noise at the signal band below the signal band quantization noise for

arbitrary fIF of Re settings. However, despite theoretically conjugate quantization

noise free operation the SNDR results are for most of the simulation settings

inferior to those obtained by delay based or additive compensation methods. In

addition it shall be noted that the involved additional noise shaping affects the

magnitude of the input sequence to the PWM block of the QΣ∆PWM modulator.

This may lead to modified noise shaping properties due to enhanced quantizer

gain.

The same argumentation given above for Re settings holds also for Ro settings

regarding the maximum compensated NTF gain. At fIF = 0 the average power of

the conjugate quantization noise at the signal band is the largest, which causes an

increment in the maximum compensated NTF gain of approximately between 4%−

14% depending on the Ro setting. On the other hand as visible in Figure 4.15 a)

near fIF/fs = 0.25 the signal and the conjugate band NTF stop-bands overlap,

which relaxes the image rejection requirements. The average noise power levels

given in Figure 4.15 b) are again decreased due to the limited prototype NTF

maximum gain.

With properly adjusted conjugate signal band noise shaping settings the conjugate

quantization noise can be rejected also in the case of Ro settings. The IRR evalua-

tions shown in Figure 4.15 c) validate this proposition for the linearized modulator

model. By observing the SNDR values from Figure 4.15 d) it becomes clear that
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Figure 4.15: Evaluation of digital up-conversion technique with NTF magni-
tude response equalization based compensation for a) maximum compensated
NTF gain, b) compensated NTF average noise power, c) IRR and d) SNDR for

various Ro settings.

except for a few fIF settings, for which the PWM harmonics and the conjugate

image folding degrades the SNDR a nearly constant distortion performance can

be guaranteed over the entire fIF tuning range.

4.6.5 Conjugate signal compensation

The performance of the approximative conjugate signal suppression technique

given in Section 4.5 was assessed by simulating QΣ∆PWM with both compen-

sated and uncompensated excitation. Since the conjugate signal folding is relevant

for limited fθ settings, only fθ = 3MHz/fs for Re and fθ = 0.5 + 3MHz/fs for

Ro configurations were considered. For these settings the conjugate signal image

locates in the signal band in all of the encoded pulsed sequences. The conjugate

quantization noise compensation for these simulation settings is not necessary,

since the corresponding IRRs are positive.
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Figure 4.16: SNDR performance without conjugate signal compensation
(dashed line) and with conjugate signal compensation (thick line) for a) Re

settings and b) Ro settings.

As visible from Figure 4.16 a) the improvement in SNDR due to the suppression

of the conjugate signal is notable here mainly for Re ≤ 8. For those settings,

the compensation method is able to restore the dynamic range close to that of

the encoded baseband sequence. Given that for Re settings the conjugate signal

image is already suppressed to some extent by Hma,c,e(jω) near fIF = 0, the average

power of the inherently suppressed conjugate signal image is below average power

of the quantization noise on the signal band when Re ≥ 10.

On the other hand, as explained in Section 4.2, for Ro settings Hma,c,o(jω) delivers

only a minor suppression to the conjugate signal image. This effect is observable in

Figure 4.16 b). The SNDR performance between 10−25 dB for the uncompensated

excitation confirms the fact that the conjugate signal folding for Ro settings causes

much severer degradation to the dynamic range. With compensation an improve-

ment in SNDR of up to 50 dB can be obtained. Due to the rough approximation of

Γo(jω) by a constant multiplication the applied compensation achieves only par-

tial suppression. This is valid for the considered lower Ro settings for which the

SNDR is degraded from the equivalent baseband performance by approximately

10 dB.



Chapter 4. Enhanced digital up-conversion methods 83

4.7 Summary

This chapter discussed the digital up-conversion technique and its suitability for

center frequency agile quadrature type digital transmitters. According to theoret-

ical analysis the inherent quadrature imbalance of the digital up-conversion leads

next to a conjugate signal image also to conjugate quantization noise folding. The

conjugate quantization noise content in the signal band causes reduced SNDR and

hence, limits the fc tuning severly.

It turned out that the imbalance problem can be effectively solved by a linear,

equalizing pre-compensation system. With complex baseband imbalance models

of the digital up-conversion, three solutions were obtained. The first one applies

a method frequently used in quadrature Σ∆ data converters, where additional

noise shaping to the conjugate quantization noise content is applied. The second

and the third technique are based on cancelation of the conjugate quantization

noise image by modifying the phase and the magnitude of the quantization noise.

Subsequently, with suitable approximations the linear compensating systems can

be embedded in a noise shaping loop.

The conjugate quantization noise and conjugate image rejection performance was

determined for various modulator settings by a linearized model of the QΣ∆PWM

as well as by extensive simulations. According to the IRR and SNDR evaluations,

a nearly full compensation can be achieved for many fs and fIF settings with all

three compensation techniques over the entire Nyquist range. Furthermore, the

cancelation based compensation techniques resulted in overall improved SNDR

in comparison to the noise shaping based compensation. This is the primary

advantage of the quantization noise cancelation. Without excess conjugate band

noise shaping, the quantization noise can be optimized only around the signal

band, which leads to a stronger noise shaping effect.

In summary, the appropriately compensated complex baseband encoding com-

bined with the digital up-conversion method constitutes a powerful way to pro-

duce pulsed RF sequences with a flexible fc tuning. This enables quadrature type
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digital transmitters supporting simultaneously multiple communication standards

operating on various channels.



Chapter 5

Behavioral modeling of the power

amplification stage

As mentioned in earlier Chapters, the fully digital pulsed RF signal encoding is

not prone to analog circuitry based non-ideal effects typical to an analog RF trans-

mitter signal generation part. However, digital to analog conversion of the pulsed

RF sequence and power amplification of the corresponding pulsed RF signal will

lead to a distorted version of the ideal two-level sequence and hence, potentially

to an increased unwanted residual signal content around the signal band. This

behavior is undesirable, since despite the mitigation of out-of-band quantization

noise by means of a reconstruction filter a large amount of in-band and adja-

cent channel distortion will limit the usage of the digital transmitter for wireless

communication networks with high transmission signal linearity constraints. This

chapter will present novel methods to characterize the analog component related

distortion effects in a computationally cost effective way.

5.1 Equivalent complex baseband nISI model

The characterization of nISI by the generalized nISI model becomes computation-

ally exhaustive due to the exponential growth in number of terms to estimate when

85
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the memory depth is large. This characteristic becomes an issue when the pulsed

RF signal is subject to long-term non-linear memory effects, which result in higher

order nISI terms. Obviously it is desirable to find nISI models with reduced com-

plexity, which show a performance that is close or equal to the generalized nISI

models.

A potential way to reduce the computational burden is to consider modeling of

the encoded complex baseband sequences instead of the pulsed RF sequence. This

technique enjoys the same benefits of the equivalent complex baseband modeling

of non-linear pass-band systems [83], namely the lower computational memory

requirements for block type identification, less training data and perhaps most

important, relaxed computational complexity. Since the encoding of the digital

transmitter considered in this Thesis is performed in over-sampled digital base-

band, the aforementioned method is a preferable choice.

5.1.1 Model derivation

An initial step to construct an nISI model for the complex baseband sequences

is to reformulate the complex imbalance model given in Section 4.1 for digital

up-conversion in terms of the real valued pwmI(n) and pwmQ(n) sequences.

Rs

+z-2

z-1

z-3

z-Rs+1

+

+

+

+

j

-1

-j

(j)Rs-1

pwmI(n)

pwmQ(n)

pwmI(n)

pwmQ(n)

pwmI(n)/
pwmQ(n)

Rs

Rs

Rs

Rs

Rs

Figure 5.1: Alternative complex baseband representation of the digital up-
conversion.
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Alternatively, (2.5) can be described by interleaving the corresponding pwmI(n)

and pwmQ(n) with proper signs and delay components. By applying down-

conversion by a multiplication with e−jnπ and re-sampling leads to an alternative

representation of (4.3) illustrated in Figure 5.1. Thus, the model output pwmbb(n)

can be expressed as a re-sampled version of

pwmbb,o(n) =

dRs
2 e∑
i=1

pwmI(n)z2(i−1)(−1)i + j

bRs
2 c∑
i=1

pwmQ(n)z2i−1(−1)i−1. (5.1)

Next, by recognizing that the operations contained in the parallel branches in

Figure 5.1 can be substituted by an FD element followed by a multiplication,

pwmbb(n) simplifies to

pwmbb(n) =

dRs
2 e∑
i=1

pwmI(n)z(2i−2)/Rs(−1)i + j

bRs
2 c∑
i=1

pwmQ(n)z(2i−1)/Rs(−1)i−1.

(5.2)

This kind of decomposition of the quadrature imbalance related to the digital up-

conversion gives information on how a single pulsed RF symbol affects pwmbb(n)

and thus, becomes a good starting point for the equivalent complex baseband nISI

model.

The next step is to consider which complex baseband symbols are present in the

nISI sequences given that MRF = MRs, where M is a positive integer. In order

to simplify the analysis it is convenient to investigate an exemplary case, where

M = 1 and Rs = 4. Additionally for convenience, let In = pwmI(n) and let

Qn = pwmQ(n). Figure 5.2 shows the four distinct sets of symbols involved for

each of the four RF pulse timing instants. Given that I2k
n = Q2k

n = 1, I
(2k−1)
n = In

and that Q
(2k−1)
n = Qn the relevant nISI terms contained in each of the sets include

the constant term and the sub-sets sk,n,4, 1 ≤ k ≤ 4 containing only the unique

symbol elements. In the exemplary case these sub-sets are given on the right-hand
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Qn -In -Qn In Qn-1 -In-1 -Qn-1 In-1

Qn -In -Qn In Qn-1 -In-1 -Qn-1 In-1

Qn -In -Qn In Qn-1 -In-1 -Qn-1 In-1

Qn -In -Qn In Qn-1 -In-1 -Qn-1 In-1

Unique symbols

Qn In

Qn In Qn-1

Qn In Qn-1 In-1

In Qn-1 In-1

Single modulator cycle

Figure 5.2: Complex baseband symbols involved when nISI memory depth is
equal to Rs = 4.

side in Figure 5.2. Finally, the nISI for the given settings stems from the products

between the elements of sk,n,4.

The unique symbol elements for each n in the general case with arbitrary Rs > 3

and M can be found straightforwardly by extending the example case. As it turns

out, there are four distinct cases. At first, when k = 1 there are 2M unique

elements in s1,n,M since in the RF bit domain a memory depth of Rs covers only

the symbols of a single modulator cycle. In the case of k = 2 the cardinality of

s2,n,M is equal to 2M + 1 as the involved symbols include those from s1,n,M and

an additional symbol due to an index shift by one. For 3 ≤ k ≤ Rs − 1 there

are in total 2M + 2 symbol terms as in this case sk,n,M is a super-set containing

s1,n,M and two additional symbols. At last, when k = Rs the cardinality of sRs,n,M

becomes 2M + 1 as sRs,n,M is a sub-set of sRs−1,n,M excluding one of the first of

the two symbols with time index n. Given the information on all possible unique

symbol sets, the equivalent complex baseband model can be formulated as follows

pwmisi(n) = h0 +
22M∑
i=1

h1,iISIis1,n,M + z−1/Rs

22M+1∑
i=1

h2,iISIis2,n,M

+
Rs−1∑
k=3

hk,iz
−(k−1)/Rs

22M+2∑
i=1

ISIisk,n,M + z−(Rs−1)/Rs

22M+1∑
i=1

hRs,iISIisRs,n,M , (5.3)
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where

s1,n,M = {Qn, In, · · · , Qn−M , In−M},

s2,n,M = {Qn, In, · · · , Qn−M , In−M , Qn−M−1}, (Rs = Re)

s2,n,M = {Qn, In, · · · , Qn−M , In−M , In−M−1}, (Rs = Ro)

sk,n,M = {Qn, In, · · · , Qn−M−1, In−M−1}, (3 ≤ k ≤ Rs − 1)

sRs,n,M = {In, · · · , Qn−M−1, In−M−1}, (Rs = Re)

sRs,n,M = {Qn, · · · , Qn−M−1, In−M−1}, (Rs = Ro). (5.4)

The two remaining Rs settings, namely Rs = 2, 3 can be treated as special cases.

For Rs = 3 in (5.3) the only active sub-sets are s1,n,M , s2,n,M and s3,n,M and for

Rs = 2 the respective active sub-sets are s1,n,M and s2,n,M .

5.1.2 Model parameter estimation

Given that (5.3) is linear in its parameters, linear regression can be utilized for

the parameter estimation. This technique is often applied to perform fitting of

discrete time Volterra models [84] based on batch processing, which is the aim

here as well. Firstly, (5.3) can be expressed for a given finite excitation sequence

of length L in matrix form as follows

pwmisi = Φh, (5.5)
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where

Φ =


1 i1,1 i2,1 ik,1 iRs,1

...
...

...
...

...

1 i1,L i2,L ik,L iRs,L


i1,l =

[
ISI1s1,l,M · · · ISI22Ms22M ,l,M

]T

i2,l =
[
ISI1s2,l,M · · · ISI22M+1s22M+1,l,M

]T

ik,l =
[
ISI1sk,l,M · · · ISI22M+2s22M+2,l,M

]T

, (3 ≤ k ≤ Rs − 1)

iRs,l =
[
ISI1sRs,l,M · · · ISI22M+1s22M+1,l,M

]T

h =
[
h0 h1,1 · · ·h1,22M h2,1 · · ·h2,22M+1 hk,1 · · ·hk,22M+2 hRs,1 · · ·hRs,22M+1

]T

pwmisi =
[
pwmisi(1) · · · pwmisi(L)]

]T

. (5.6)

A cost function that delivers the squared error between a training sequence pwmtrain

and pwmisi becomes

Jisi = ‖(pwmtrain −Φh)‖2 . (5.7)

Finally, the least squares solution ˆpwmisi that minimizes Jisi can be obtained by

pseudo inverse [85] as follows

ˆpwmisi = (ΦHΦ)−1ΦHpwmtrain. (5.8)

5.1.3 On the excitation sequence

Similar to the real valued nISI model (2.10) the equivalent baseband model (5.3)

can be interpreted as an alternative representation of the LUT model as well.

Thus, an arbitrary sequence of interleaved real and imaginary symbols corresponds

to a distinct complex valued output look-up table entry. For a correct model

behavior, the look-up table shall have an entry for every distinct combination of

the sets (5.4). On the contrary, a missing entry would lead to inadequate modeling

performance.

hruotsalainen
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Figure 5.3: Modeling error depicted in time domain for inadequately estimated
reference nISI system.

From a model parameter estimation point of view, for (2.10) to be equivalent with

a correctly functioning look-up table model, the training shall be performed with

excitation sequences which contain all possible symbol combinations for a given M .

An inadequate excitation including only a sub-set of the full symbol set leads to a

malfunctioning model. This behavior is illustrated in Figure 5.3, where the squared

error is calculated between the model output and the reference system output. In

this case M = 3 and the excitation sequence of length 12000 is a 10 MHz LTE

sequence encoded by QΣ∆PWM with fs = 833 MHz. After parameter estimation,

the obtained model was excited with another, similar validation sequence of length

80000. It is clearly visible from Figure 5.3 that the parameter estimation with

insufficient excitation causes bursty errors. The large error magnitude can be

explained by ill-conditioned ΦHΦ in (5.8), which in turn leads to large variations

in the estimated model coefficients.

The above example rises an important question regarding the block type model

fitting: What is the largest M that yields a consistently estimated model when

a reasonably long excitation is encoded by QΣ∆PWM? This is a relevant issue

when the modeling is e.g. utilized as a part of an on-line pre-distortion system.

In such a case the only excitation available is the encoded baseband sequence.

hruotsalainen
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Figure 5.4: Number of unique complex symbol sequences included in
QΣ∆PWM encoded sequence for various M .

An answer to the above stated question can be easily obtained by analyzing the

set of unique symbols (5.4) for a given excitation sequence and M . An example

result for such a computation is illustrated in Figure 5.4, where the unique sets

are evaluated for the above described QΣ∆PWM encoded validation sequence of

length 80000 and 2 ≤M ≤ 10. In this case for the memory depths 2 ≤M ≤ 4 the

sub-sets in (5.4) contain all the possible symbol combinations. On the contrary,

for M > 4 this property is not more valid for the considered excitation.

5.2 Experimental time delay neural network based

complex baseband model

The exploitation of the redundancy in the pulse encoded sequence led to savings

in computational complexity in comparison to the real valued generalized nISI

model. However, the number of the nISI terms still grows exponentially as a

function of the memory depth. This is undesirable especially in the case when

the PA stage exhibits long-term memory effects and the carrier OSR is low. In

that case the computational complexity of the equivalent complex baseband model
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becomes close to that of the generalized nISI model. Therefore, in this Section an

experimental complex baseband modeling technique is studied, which shall lead

to further savings in the computational burden.

5.2.1 Model description

For equivalent baseband modeling purposes of RF PAs with continuous RF signal

input signals a number of low-complexity models including simplified Wiener and

Hammerstein models [86], parallel versions of the latter [87] as well as memory

polynomials [88] have been proposed. These models can be considered as simplified

versions of the full-blown Volterra series representation. Recently, artificial neural

network (ANN) based models have been shown to outperform some of the above

listed models for the modeling of wide-band RF transmitters [89]. Moreover the

theoretical results indicate that an ANN can be used to identify Volterra models

[90] as well as non-linear models with discontinuities [91]. Hence, it is appealing

to apply ANNs to the complex baseband modeling of nISI.

XI(n)

XQ(n)

XI,c(n)

XQ,c(n)

XI(n-M)

XQ(n-M)

XI,c(n-M)

XQ,c(n-M)

YI(n)

YQ(n)

Input layer Output layer

hmaRs Rs

hmacRs Rs

X(n)

X*(n)

Complex imbalance model of digital up-conversion

Figure 5.5: Time delay neural network based complex baseband nISI model.

The proposed experimental ANN based model is depicted in Figure 5.5. The model

is composed of a pre-conditioning block, which regenerates the complex imbalance

of the digital up-conversion and a two layer time delay neural network (TDNN),

capturing the nISI effects. As it turns out this separation is helpful to reduce the

computational complexity. The pre-condition block is essentially equivalent with
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the complex imbalance model (4.3). However, instead of summing the conjugate

image at the output of the block, the real valued components of the non-conjugate

and the conjugate versions of the encoded baseband sequence, namely xi(n), xq(n),

xi,c(n) and xq,c(n) are fed to the input of the TDNN block. The nISI terms are

generated in the input layer of the TDNN, which consists of four delay lines of

depth Mi connected to Ni activation functions, which are of sigmoid type. It

shall be noticed that at least two activation functions are required to allow for

a correct mapping of the real and imaginary components of the input sequence.

Finally, the output sequence is composed in the output layer, which consists of

two linear activation functions. The input-output relation of the TDNN block can

be described as

y(n) = fo(Cofi(x
TCi))j, (5.9)

with the following vector variables

Ci =


ci,1,1 · · · ci,1,Ni

...
. . .

...

ci,4Mi,1 · · · ci,4Mi,Ni



Co =


co,1,1 co,1,2

...
...

co,Ni,1 co,Ni,2


j = [1 j]T

xi = [xi(n), · · · , xi(n−Mi)]
T

xq = [xq(n), · · · , xq(n−Mi)]
T

xi,c = [xi,c(n), · · · , xi,c(n−Mi)]
T

xq,c = [xq,c(n), · · · , xq,c(n−Mi)]
T

x = [xi
T,xq

T,xi,c
T,xq,c

T]T. (5.10)

The model complexity is dominated by the structure of the TDNN block. Obvi-

ously the total number of input and output layer weights is 4MiNi + 2Ni, which

results in an equivalent number of multiplications. Secondly, the evaluations of the
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activation functions fi(.) and fo(.) adds to the computational load. Nevertheless,

the model complexity does increase now as a polynomial function of Mi and Ni.

A further positive aspect of TDNN is associated to the stability of the model.

Albeit the variants of ANNs with feedback connections, such as recurrent neural

networks may yield a performance gain as presented in [89], the boundedness of

the layer state variables has to be taken into account during the modeling [92].

Due to an open-loop structure, such analysis is not necessary for the TDNN block.

A noteworthy drawback of the TDNN based model is related to the separation be-

tween the complex imbalance model and the nISI generation. By interpreting the

complex imbalance regeneration block as the parallel all-pass filter representation

given by 5.2, it becomes clear that the input layer activation functions receive all

fractionally delayed input sequence components. Therefore, the sigmoid function

output contains undesired mixed products between the differently delayed compo-

nents. These residual products may reduce the modeling performance. However,

the external complex imbalance model is the key to lower the computational com-

plexity, which is a highly desired feature in e.g. real-time applications.

5.2.2 Model parameter estimation

The TDNN block weights Ci and Co are trained by the popular Levenberg-

Marquard back-propagation algorithm [93]. This gradient based training method

is designed to perform parameter estimation for multi-layer ANNs. The cost func-

tion for the training algorithm is defined as

Jtdnn = ‖(pwmtrain − y)‖2 , (5.11)

where y denotes a vector holding the evaluations of (5.9) for different time indexes.

Here Jtdnn is a non-linear function of the weights contained in Ci and Co. Hence,

the minimization of (5.11) is a non-linear least squares optimization problem,

which is solvable by the Levenberg-Marquard algorithm.
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Figure 5.6: TDNN training performance for three training runs with random
initial conditions.

Although it has been reported that the Levenberg-Marquard algorithm yields

faster learning speed in comparison to the conventional gradient descent based

back-propagation algorithms [93], the convergence to the global minimum cannot

be guaranteed in general [94]. Instead, the training algorithm is likely to con-

verge to a one of the multiple of local minima of (5.11), which results in a reduced

modeling performance. The convergence performance is dependent on the selected

parameters of the training algorithm as well as on the initial weights. The sensi-

tivity to the initial model conditions is illustrated in Figure 5.6, where the TDNN

fitting routine is performed three times for the same training data, but with ran-

dom initial conditions. After 35 epochs, the difference between the best and the

worst mean-square-error is approximately 3 dB.
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5.3 Model validation

The last step in the behavioral modeling approach is to verify that the given mod-

els are functioning as desired. For the considered black-box modeling technique

the validation involves modeling by multiple excitation signals with different fc

settings. For validation purposes two different setups will be considered. Firstly,

an experimental simulation based setup will be utilized to demonstrate that the

identification works flawlessly. Secondly, a measurement based setup is used to de-

termine the performance of the given models for a realistic digital RF transmitter

architecture in terms of accuracy and computational complexity.

5.3.1 Simulation and measurement setup

Figure 5.7 shows the details of the complete system used to perform the behavioral

modeling. The parameters for QΣ∆PWM encoding with the additive conjugate

quantization noise compensation as well as for digital up-conversion are those given

in Table 5.1. It shall be furthermore stressed that fθ = fIF in every case. The

parameters are common for identification of both simulation and measurement

based systems.

Table 5.1: Modulator parameters

fsw Rs fIF, fθ fPWM |NTF |∞ N

10 GHz 12 (0–0.45)fsw
Rs

fsw
6Rs

1.5 2

The experimental simulation setup consists of a two-box Wiener model composed

of a FIR filter and a hyperbolic tangential static non-linearity. The sampling

frequency of the simulations is equal to fsw. As shown in [44], the Wiener model

is a special case of the general nISI model. The motivation to utilize this model

here is to produce long-term nISI effects in a computationally efficient way. The

coefficients of the 48th order FIR filter are shown in Figure 5.8. The filter taps are

generated randomly by a function e(n/8+10−4)cos(2πX(n)), where X(n) denotes
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Figure 5.7: Simulation and measurement based setups for model validation
purposes.

a discrete uniformly distributed random variable. This results in a non-linear

dynamical reference system with fading memory, which represents an RF SMPA.

The measurement system shown in the upper part of Figure 5.7 consists of a Sym-

puls BPG 40G-128M bit-pattern generator, TriQuint TGA4954-SL Pulse driver

and a LeCroy SDA 100G sampling oscilloscope. The generated RF bit sequences

are transferred first to the bit pattern generator, which generates an analog pulsed

excitation signal in a repetitive manner. The pulsed RF signal is amplified by the

pulse driver and the respective output signal waveform is captured by the sam-

pling oscilloscope. The bit pattern generator is clocked with a frequency equal to

fsw. The bit pattern generator and the sampling oscilloscope are syncronized with

the same RF clock. The effective sampling rate of the captured RF waveform was

chosen to be equal to 32fsw in order to avoid aliasing.
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Figure 5.8: Coefficients of the FIR filter part of the Wiener model used in the
simulation setup.

5.3.2 Figure of merits

An important part of the behavioral modeling is to find out how well the se-

lected model reflects the true behavior of the reference system. For this reason, a

multitude of FoMs have been introduced for RF PA modeling purposes.

The motivation in this thesis is to capture the nISI caused by non-linear dynamics

of the PA stage. Hence, it is critical to consider those FoMs intended to assess the

modeling performance of the nonlinear memory effects. According to the results

given in [95] good evaluation criteria for RF PAs exhibiting strong non-linear

memory effects include normalized mean square error (NMSE) and weighted error

spectrum power ratio (WESPR) [96]. The former is a time domain error measure,

whereas the latter is evaluated from spectrum estimates. The advantages of these

two FoMs are independence of the excitation signal and capability to accurately

assess the in-band as well as the out-of-band modeling performance.

NMSE is defined as

NMSE =

∑L
n=1 |ymod(n)− ymeas(n)|2∑L

n=1 |ymeas(n)|2
, (5.12)

where ymod(n) denotes the output of the behavioral model and ymeas(n) the mea-

sured output of the reference system, respectively. NMSE is often utilized to

capture the in-band modeling performance. WESPR, on the other hand, can be
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formulated as

WESPR =

∫ fc+0.5fb
fc−0.5fb

|W (f)E(f)|2df∫ fc+0.5fb
fc−0.5fb

|Ymeas(f)|2df
, (5.13)

where

W (f) =
max(|E(f)|))

max(|E(f)|)) + |X(f)|
(5.14)

is the soft threshold window and the E(f) = Ymeas(f)−Ymod(f) denotes the error

spectrum of the measured and modeled output spectra and X(f) the spectrum

of the excitation signal. The multiplication by W (f) gives more weight to the

less energetic spectral content. Thus WESPR is more practical to evaluate the

out-of-band modeling performance, where the distortion power is often lower than

the in-band signal power.

NMSEpwm NMSEbb WESPRbb

a) b) c)

Figure 5.9: Illustrations on the proportions of the signal spectrum that are
taken into account for a) NMSEpwm b) NMSEbb and c) WESPR.

In order to validate the performance of the equivalent complex baseband model,

NMSE is calculated for the complete pulsed complex baseband sequences and

denoted by NMSEpwm. Secondly, the modeling efficiency is investigated in terms of

NMSE and WESPR for the reconstructed baseband sequence, denoted by NMSEbb

and WESPRbb, respectively. The parts of the spectrum that are taken into account

for these FoMs are illustrated in Figure 5.9.

Finally, the computational complexity of the given nISI models will be assessed by

the number of multiplications required for computation of a single output sample.

5.3.3 Validation results based on simulations

The initial model validations were performed using the simulation based Wiener

model type reference system. The essential goal of the simulation based behavioral
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Figure 5.10: Simulated spectra shown a) over complete bandwidth of the
encoded sequences b) near the signal band for 1) excitation 2) simulated output
3) error without modeling 4) error with equivalent nISI model 5) error with

TDNN based model.

modeling is to verify that the proposed models are able to effectively capture the

baseband proportion of the long term nISI effects. Moreover, the desired function-

ality of the chosen model fitting algorithms can be justified from the successful

validation results.

Figure 5.10 a) presents spectra of 1) encoded pulsed excitation, 2) reference system

output, 3) error without modeling, 4) modeling error for equivalent baseband nISI

model with M = 3 and 5) modeling error for TDNN based model withMi = 10 and

Ni = 10. The first observation concerns the distortion due to nISI. As depicted

in Figure 5.10 b) the in-band as well as adjacent channel distortion energy in

3) is significantly higher in comparison to the quantization noise power in 1).

Secondly, also the amount of out-of-band nISI distortion in 3) is notable. The
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noise like characteristics of 3) is due to the fact that the nISI causes the out-of-

band quantization noise to fold back to the signal band.
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Figure 5.11: Simulation based modeling performance of the equivalent base-
band nISI model in terms of a) NMSE b) NMSEbb and c) WESPRbb, where

2 ≤M ≤ 3.

By observing the modeling error in 4) and by comparing it with 3) it becomes clear

that the equivalent baseband nISI model identifies the reference Wiener model

efficiently. Furthermore as visible in 5) the TDNN based model yields satisfactory

modeling accuracy over the complete encoded baseband sequence.

Next, it is of interest to evaluate the FoMs given in Section 5.3.2 to gain a more

detailed knowledge of the achieved modeling performance. In particular, as shown

in the previous chapter the properly compensated QΣ∆PWM allows for continuous
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adjustment of fc. Therefore, in the following the effectiveness of the two models

are evaluated for excitations with fIF ∈ [0, 0.2, 0.4, 0.6, 0.8].
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Figure 5.12: Simulation based modeling performance of the TDNN based
nISI model in terms of a) NMSE b) NMSEbb and c) WESPRbb, where Mi ∈

[2, 4, 6, 8, 10] and Ni = 10.

In figure 5.11 the considered FoMs are shown for equivalent baseband nISI model

for 2 ≤M ≤ 3. It shall be noted that for M > 3 some of the excitation sequences

are in violation with the necessary condition regarding the training sequence given

in section 5.1.3. Therefore, in order to demonstrate accurate and reliable validation

results, those parameters are omitted from the performed results. Nevertheless, it

can be seen that for already M = 2 the complex equivalent nISI model performs

well on both in-band and out-of-band frequency regions. By setting M = 3 NMSE,

NMSEbb as well as WESPRbb are further improved by approximately 15 dB. Given
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Figure 5.13: Measurement based spectra shown a) over complete bandwidth
of the encoded sequences b) near the signal band for 1) excitation 2) measured
output 3) error without modeling 4) error with equivalent nISI model 5) error

with TDNN based model.

that M = 3 equals MRF = 36 for Rs = 12, it becomes obvious that the baseband

model captures the significant proportion of the reference system memory, which

concerns 48 RF symbols. This in the end leads to an excellent modeling accuracy

for the given fIF settings.

Figure 5.12 depicts the modeling precision of the TDNN based nISI model, where

Mi ∈ [2, 4, 6, 8, 10] and Ni = 10. The obtained overall accuracy is clearly smaller

in comparison with the equivalent baseband nISI model. This reflects the draw-

backs of the TDNN based modeling i.e. the convergence to a local optimum

and the residual nISI terms. Nevertheless, according to NMSEbb and WESPRbb

the model achieves a satisfactory performance for the multiple fc settings with

reduced computational complexity. Secondly, as visible from all the evaluated

FoMs, no performance gains are obtained for Mi > 4. Referring to the discussion
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above, for those settings the equivalent MRF > 48, which clearly exceeds the finite

memory depth of the reference system. In addition, the TDNN based nISI model

remains well behaved for higher Mi settings although the excitation includes only

a subset of the higher order nISI terms. This suggests that the model fitting by

Levenberg-Marquard back-propagation leads to a better numerical stability.

5.3.4 Measurement based results

Further model validations concern real world measurements. The motivation for

the additional modeling tasks is twofold. Firstly, the usefulness of the black box

modeling approach for center frequency agile digital transmitters shall be ex-

plained. Secondly, the measurement based modeling is an effective method to

test the hypothesis concerning the higher order nISI. At first by investigating the

error spectrum 3) between the excitation 1) and the measured output 2) shown

in Figure 5.13, it becomes clear that the measurement system exhibits nISI. This

is particularly indicated by the raised noise floor of the measured output signal

near the signal band as shown in Figure 5.13 b). Most importantly, the obtained

error spectra related to 4), the equivalent baseband nISI model, and 5) the TDNN

based nISI model indicate that the respective models are working successfully.

In order to investigate the suitability of the given models for flexible fc digital

transmitter operation further model validations were performed. Excitation se-

quences were generated for 20 randomly chosen fIF settings between [0, 0.42]fs.

The modeling results for the equivalent baseband nISI model are shown in Fig-

ure 5.14. Again already moderate memory depths yield an accurate performance

over the considered fIF range. This allows for an interpretation that the reference

system exhibits only short term memory effects. Nevertheless, the difference in

NMSE between M = 2 and M = 3 is notable. As given in Table 5.2 a mean

improvement of approximately 2.5 dB in NMSE is observed. Further, as visible

from Figure 5.14 a) there is a fluctuation in NMSE of about 1.5 dB. This can be

explained by the varying statistical properties of the QΣ∆PWM encoded complex

baseband sequences. Although all of the sequences fulfil the condition for sufficient
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Figure 5.14: Measurement based modeling performance of the equivalent
baseband nISI model in terms of a) NMSE b) NMSEbb and c) WESPRbb, where

2 ≤M ≤ 3.

excitation, the unequally distributed nISI terms in the excitation blocks lead to

different parameter estimation results. For some excitations the nISI term dis-

tributions may result in favourable weighting of those nISI terms with dominant

distortion energy, and hence, to a lower NMSE 1. At next, NMSEbb and WESPRbb

measures given in Figure 5.14 b) and Figure 5.14 c), respectively, demonstrate that

the equivalent complex baseband nISI model yields nearly constant performance

close to the signal band. The variations in the obtained signal band results can

be explained by the unequally distributed frequency domain modeling error from

1This argumentation is of course valid only by assuming that the electrical properties of the
reference system do not change significantly.
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the least squares fit. The mean values for NMSEbb and WESPRbb are given in

Table 5.2. It can be observed that improvements of circa 1.5 dB for NMSEbb and

1.7 dB for WESPRbb can be obtained when M is increased from 2 to 3.

Table 5.2: Mean NMSE over fIF and number of multiplications for equivalent
baseband nISI model

M NMSE (dB) NMSEbb (dB) WESPRbb (dB) MUL
2 -40.4 -42.3 -55.5 656
3 -42.9 -43.6 -57.2 2624

Secondly, the measurement based modeling verifications were repeated for the

TDNN based model. The results are depicted in Figure 5.15 for various Mi and

the considered fIF settings. At first it can be seen that e.g. for Mi = 2 the

modeling results are on the average weaker in comparison to the equivalent nISI

baseband model. This is largely due to the mentioned residual terms and also

because of possible local minimum solutions. Nevertheless, the TDNN based model

successfully captures the nISI effects for a multitude fIF as demonstrated by NMSE

values shown in Figure 5.15 a). The improved NMSE results for Mi ≥ 4 seem

at first contradicting. As discussed above, for those settings the excitations do

not fulfil the condition for the sufficient excitation. Therefore, a more plausible

explanation is that the larger Mi settings allow for converge to local minimum

solutions for which the residual terms are more strongly suppressed. This reasoning

is supported by the mean NMSE values given in Table 5.3. As clearly visible, even

for Mi = 10 the obtained results do not overrule the respective measures for

equivalent baseband nISI model with Mi = 3. A similar performance increase can

be noted also for mean NMSEbb and WESPRbb values. Furthermore, as depicted

in Figures 5.15 b) and c) the modeling accuracy near signal band is, due to the

same reasons as for the equivalent baseband nISI model, more dependent on the

fIF setting.

The computational requirements in terms of multiplications (MUL) for the equiv-

alent complex baseband nISI model and for the TDNN based nISI model are listed

in Table 5.2 and in Table 5.3, respectively. The principal advantage of the TDNN
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Table 5.3: Mean NMSE over fIF and number of multiplications for TDNN
based nISI model

Mi NMSE (dB) NMSEbb (dB) WESPRbb (dB) MUL
2 -37.6 -37.9 -52.7 152
4 -38.3 -39.4 -55.1 232
6 -38.6 -39.4 -54.9 312
8 -40.9 -41.8 -56.3 392
10 -41.1 -42.7 -56.5 472

based model is the lower amount of multiplications ranging between 152 and 472

for 2 ≤ Mi ≤ 10. On the contrary for the equivalent baseband nISI model the

number of multiplications for M = 2 and M = 3 becomes 656 and 2624, respec-

tively. Hence, a significant reduction in computational complexity can be obtained

by utilizing the TDNN based model, especially for larger memory depths.

5.4 Summary

This Chapter presented novel behavioral models for digital RF transmitters. Those

models utilize the inherent redundancy of the RF sequence to perform the modeling

with a lower number of RF symbols in comparison to the generalized nISI model.

This in the end enables reduced computational complexity and savings in the

computational resources.

From the two proposed models, the first one is the Volterra series based equiva-

lent baseband nISI model and the second one is the TDNN based baseband nISI

model. According to the simulation and the measurement based model verifica-

tion results, both models show successful modeling performance for multiple fc

settings. Furthermore, the modeling accuracy of the models in terms of frequently

used FoMs is close to those reported for RF transmitters operating with band-

limited, wide-band RF signals [89]. The main difference between the two models

is that the TDNN based model exhibits polynomial complexity and the equiv-

alent baseband nISI model shows exponential complexity. However, the lower
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Figure 5.15: Measurement based modeling performance of the TDNN based
model in terms of a) NMSE b) NMSEbb and c) WESPRbb, where Mi ∈

[2, 4, 6, 8, 10] and Ni = 10.

TDNN model computational complexity comes at the cost of residual non-linear

terms and the possible local optimum solutions, which leads to reduced modeling

performance. This was indicated by the simulation results, where the equivalent

nISI model yielded over 10 dB performance gain in terms of NMSE, NMSEbb and

WESPRbb. Nevertheless, conforming to the measurement based results reflect-

ing a more realistic scenario, with a suitable selection of the TDNN based model

parameters, the performance difference can be reduced to a few dBs.

Finally, it can be stated that the given models are suitable tools for investigating

the nISI effects of digital transmitters. Moreover, the observed improvement in
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the modeling performance by increased memory depth supports the hypothesis,

that nISI is a function over multiple RF symbols.



Chapter 6

Conclusions

Digital RF transmitters have the potential to tackle the challenges of future wire-

less transmission systems. However, in order to bring the theoretical advances

closer to practice, further engineering efforts both in digital and analog domain

have to be taken. This thesis aimed at improving fc adjustability of the quadrature

type digital transmitters by means of digital signal processing techniques. To this

end, a novel PWM modulator, compensating quadrature noise shaped encoding

algorithms as well as new complex baseband behavioral models were introduced.

The most important aspects related to those contributions are summarized below.

Firstly, a novel QΣ∆PWM modulator to encode quadrature sequences was pro-

posed. Contrary to the conventional PWM methods, the closed-loop topology of

the QΣ∆PWM requires neither crossing point calculation nor specialized NTFs.

Furthermore, due to the close relationship with quadrature Σ∆ modulators, one

can apply the existing tools for e.g. NTF design, analytical Np calculations or

stability analysis. However, unlike the open-loop PWM modulators operating at

fPWM, QΣ∆PWM operates at fs > fPWM, which may lead to restrictions in the in-

put signal bandwidths on reconfigurable hardware implementations. Nevertheless,

the modulator operates as desired even when the highest frequency component of

the input signal is well beyond fPWM, which allows for wide fIF tuning. This in

turn is the first and the crucial step towards fc agility. Simulation based analysis

revealed some important and interesting facts. Most important, nearly constant

111
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SNDR can be guaranteed for the majority of available fIF tuning range. Secondly,

in terms of SNDR and APRR it is wise not to utilize too strong NTF, i.e. an NTF

with a high |NTF (z)|∞. The obtained results suggest also that an fPWM setting

leading to an optimal APR can be found iteratively for an arbitrary selection of

NTF. Also, according to quantizer gain analysis, QΣ∆PWM applying conven-

tional higher order, Σ∆ NTFs (N > 2) is likely to become unstable independent

of σx.

Secondly, as it turned out, it is not sufficient to perform noise shaping appropri-

ately over the signal of interest in complex baseband. The conjugate quantization

noise and image problem connected to the digital up-conversion leads to a severe

signal band distortion, which in the worst case, corrupts the complex baseband

noise shaping. By modifying the phase and amplitude of the quantization noise

in the complex domain, a cancelation of the conjugate quantization noise can be

obtained. Depending on the fc and OSR settings, the compensation yields an

improvement of up to 50 dB in SNDR. Furthermore, the cancelation based noise

shaping techniques outperform the techniques based on optimization of the quan-

tization noise magnitude. The main result of the presented, novel quadrature

noise shaped encoder topologies is that conjugate noise and the conjugate signal

image can be completely suppressed for many modulator settings over the whole

fc tuning range. This property is true especially for the modulator parameters for

which a realistic hardware configuration is available.

Thirdly, the distortion mechanism of the analog circuitry, i.e. the nISI, was stud-

ied. The particular encoding method used in the quadrature type digital trans-

mitters allows for complex baseband modeling of nISI with possiblity to access

memory depths much longer than what is currently possible with the generalized

nISI model. Additionally, the modeling over a limited bandwidth is suitable from

the system level point of view, since the relevant distortion products are those

that are left after the reconstruction by the band-pass filter. From the two pre-

sented models, the Volterra based equivalent complex baseband nISI model showed

in general improved modeling performance in comparison to the second, TDNN
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based nISI model. According to measurements both models exhibited NMSE be-

low −40 dB for multiple fc settings over 400 MHz fc tuning range.

6.1 Future work

A general motivation for future work is to increase the coding efficiency, i.e. the

ratio between σx and the average power of the encoded sequence. Convention-

ally improved coding efficiency, leading also to superior transmitter efficiency is

achieved by reducing the quantization noise power. This could be done e.g. by

including multi-level PWM support for QΣ∆PWM, which can attain coding effi-

ciencies of up to 78% [57]. Alternatively, the presented quadrature noise shaped

encoding methods to mitigate for conjugate quantization noise could be applied

with modifications to digital RF-PWM modulators such as those given in [21].

The further future aspects may include the following.

• The current development of computing hardware tends to multi-core pro-

cessor systems, which are effective for parallel computing tasks. Hence, par-

allelization of QΣ∆PWM in the same fashion as [97] would allow encoding

with a lower fs and thus enable potential support for higher transmission

signal bandwidths.

• The enhanced digital up-conversion techniques are effective in principle for a

single carrier setting. Conjugate quantization noise cancelation over multiple

bands would be a basis for advanced direct-to-RF multi-carrier digital RF

transmitters.

• To enable the utilization of the digital transmitters in wireless mobile appli-

cations, the nISI based distortion shall be effectively mitigated. Therefore,

novel linearization concepts that are effective to mitigate long term nISI shall

be developed. Possible ways to do this would include embedding the pre-

sented nISI models in the QΣ∆PWM noise shaping loop in the same fashion
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as [98]. A second approach involves an alternative noise shaping technique

with inherent nISI mitigation capabilities [44].
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Appendix A

Derivation of (4.44)

For Ro settings the z-domain transfer function between v(n) and e(n) becomes

V (z) = [E(z)− ΓoE
∗(−z∗)− z−1ΓoV

∗(−z∗)]F (z)

V ∗(−z∗) = [E∗(−z∗)− Γ∗oE(z)− z−1Γ∗oV (z)]F ∗(−z∗), (A.1)

where Γo = Γo(jfIF). Thus

V (z) = {E(z)− ΓoE
∗(−z∗)− z−1Γo[E

∗(−z∗)F ∗(−z∗)

−Γ∗oE(z)F ∗(−z∗)− z−1Γ∗oV (z)F ∗(−z∗)]} (A.2)

After a few algebraic steps we arrive at

V (z) =
E(z)[F (z) + z−1|Γo|2F ∗(−z∗)F (z)]

1− z−2|Γo|2F ∗(−z∗)F (z)

−E
∗(−z∗)[ΓoF (z) + z−1ΓoF

∗(−z∗)F (z)]

1− z−2|Γo|2F ∗(−z∗)F (z)
. (A.3)

Since Y (z) = E(z)− V (z) the complete tranfer function becomes

Y (z) = E(z){1− z−1[F (z) + |Γo|2F ∗(−z∗)F (z)]

1− z−2|Γo|2F ∗(−z∗)F (z)
}+

E∗(−z∗){z
−1Γo[F (z) + F ∗(−z∗)F (z)]

1− z−2|Γo|2F ∗(−z∗)F (z)
}

= E(z)NTFo(z) + E∗(−z∗)INTFo(z). (A.4)
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The transfer function for Re settings is obtained similarly. At first

V (z) = [E(z)− ΓeE
∗(z∗)− z−1ΓeV

∗(z∗)]F (z)

V ∗(z∗) = [E∗(z∗)− Γ∗eE(z)− z−1Γ∗eV (z)]F ∗(z∗), (A.5)

where Γe = Γe(jfIF). Hence,

V (z) = {E(z)− ΓeE
∗(z∗)− z−1Γe[E

∗(z∗)F ∗(z∗)

−Γ∗eE(z)F ∗(z∗)− z−1Γ∗eV (z)F ∗(z∗)]} (A.6)

Reorganization of the terms on the right hand side leads to

V (z) =
E(z)[F (z) + z−1|Γe|2F ∗(z∗)F (z)]

1− z−2|Γe|2F ∗(z∗)F (z)

−E
∗(z∗)[ΓeF (z) + z−1ΓeF

∗(z∗)F (z)]

1− z−2|Γe|2F ∗(z∗)F (z)
. (A.7)

Again, since Y (z) = E(z)− V (z) the complete transfer function becomes

Y (z) = E(z){1− z−1[F (z) + |Γe|2F ∗(z∗)F (z)]

1− z−2|Γe|2F ∗(z∗)F (z)
}+

E∗(z∗){z
−1Γe[F (z) + F ∗(z∗)F (z)]

1− z−2|Γe|2F ∗(z∗)F (z)
}

= E(z)NTFe(z) + E∗(z∗)INTFe(z). (A.8)
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