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Natural Language Understanding (NLU)

NLU



LLMs: unpredictable, risky, and expensive

● makes factual errors (“hallucination”)
● unpredictable (and stays that way)
● not configurable (not even for devs: no debugging)

● not explainable (or worse: false explanations)
● privacy and security concerns
● high computational costs (even for inference)
● compliance issues (EU AI Act, etc.)



Rule-based NLU @ TUW NLP



Use-case 1: BRISE-Vienna (2019-2023)



Use-case 2: OPC-UA Rule Editor (2022)



● Transparent and trustworthy

● Customizable and configurable

● Fully explainable

● Data privacy and security

● Low computational costs

● Based on open-source software

● Multilingual

Rule-based NLU @ TUW NLP
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Best of both worlds: LLMChecker


