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Lifetime of a freely decaying hollow atom

M. Werl ©,"* T. Koller®,' P. Haidegger®,' S. Wrathall®,' L. EBletzbichler®,' A. Niggas®,'
F. Aumayr®,' K. T6kési,” and R. A. Wilhelm®'-f
'TU Wien, Institute of Applied Physics, 1040 Vienna, Austria
2HUN-REN Institute for Nuclear Research (ATOMKI), 4026 Debrecen, Hungary

® (Received 18 July 2024; accepted 22 January 2025; published 18 February 2025)

Hollow atoms (HAs) are an exotic type of matter formed when a highly charged ion impacts on a surface,
capturing multiple electrons into highly excited states, leaving intermediate electronic states empty. Although
experimental fingerprints of HAs were found in high-resolution x-ray spectra, it has been widely believed that
HAs decay too rapidly to be studied directly. Using a simulation code for the full deexcitation cascade of the HAs,
based on rates from atomic structure codes for highly excited states, we show that the lifetime of an HA, scattered
under very grazing angles from a surface, can reach several tens of ps in free decay. In additional experiments, we
use Ar'** ions on a Ni(110) surface under incidence angles below 0.5°. Comparing ion charge state distributions
after scattering between experiment and simulation, we discuss the role of surface-stimulated decay in most
interactions. We show that by minimizing the incidence angle, the influence of surface-near processes can be

reduced and that HAs can exist for several picoseconds in free space.

DOLI: 10.1103/PhysRevResearch.7.013176

I. INTRODUCTION

Atoms in highly excited states with multiple electronic
core holes are fundamentally interesting building blocks to
study QED effects [1,2] and to build optical clocks [3,4].
Rydberg atoms contain one or few electrons in excited states
with high principal quantum numbers n [5]. Especially inter-
esting are their significant dipole moments, stemming from
their remarkable size: The radius scales with > and in some
cases, radii on the order of um (for states with n = 110) were
recorded [6]. Rydberg atoms can be produced by different
means, e.g., laser excitation, which creates an energetically
well-defined population. However, this method is limited
mostly to alkali metals, as the valence electron binding energy
of other elements is too high for fine-tunable optical frequency
lasers [6]. By using a multi-stage process involving super-
sonic beams to preexcite atoms, optical excitation can still be
utilized to create Rydberg states in noble gases [7]. Another
means of production, common in astrophysical and laboratory
plasmas, is electron impact excitation [8] or charge exchange
ionization [9]. In both cases, the energy transfer is ambiguous,
making it difficult to observe well-defined Rydberg states.
While also doubly excited Rydberg atoms have been recorded
[10], multiply excited states are usually limited to lower n
states. Autoionization of doubly excited states typically limits
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their lifetime to some fs [11,12] and the state may therefore
decay before any subsequent excitation is possible. Multiply
excited states are usually only found in high-collisionality
plasmas, where they can be used for plasma diagnostics [13].
High-intensity free electron laser (FEL) pulses can now be
used to create multiply excited clusters [14-16], or to form
double core holes by subsequent absorption of two x-ray pho-
tons in intense FEL pulses [17]. However, going from double
to multiple core holes in a FEL might prove challenging be-
cause of the increasing demand for higher intensities to reach
these interesting, yet exotic types of matter. Hollow atoms
(HAs), first discovered by Briand er al. using high-resolution
x-ray spectroscopy [18] may provide an alternative route.
Essentially, HAs are multiply excited atoms, where several
electrons occupy high-r states. They form upon slow (highly)
charged ion impact on a conductive surface, where slow refers
to ion impact velocities much smaller than the target ma-
terials Fermi velocity. Charge transfer of the weakly bound
conduction-band electrons leads to resonant electron capture.
For typical material work functions of ~5eV, electrons are
captured into states with n ~ gj,, where g, is the incoming
charge state [19]. HAs formed in this way are typically re-
ferred to first-generation HA 1s [20]. HAs can be created from
basically any element, which is ionized and extracted from
conventional ion sources (up to U°>* [21]) and the maximal
to be populated can be tuned with gj, and the target material
work function. While there is experimental evidence for the
formation of HAs [20,22-26], they are considered to exist
only in front of a surface for the duration of the ion impact,
which is on the order of a few femtoseconds.

Based on a HA cascade code with atomic decay rates
obtained using the atomic code (FAC) [27], we predict that an
HA can have a free decay lifetime of up to several 10 ps. This
makes them available for (time-synchronized) spectroscopic
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FIG. 1. Upon impact on a surface, an HCI (red) resonantly
captures electrons (blue) into states with n ~ g;,, forming an HA.
Subsequently, it deexcites radiatively and nonradiatively, until all
electrons reach a stable ground state.

analysis. For instance, by using multiply excited Rydberg
states as a perturbation while studying core-shell electronic
dipole transition moments could provide stringent tests for
fundamental QED studies [4]. To preserve the HA for this
extended time period, any stimulated decay owing to the
presence of the surface [28] must be avoided. In addition to
our theoretical predictions, we show experimental data for a
geometry, which avoids surface-near deexcitation as much as
possible. We find indications for long-lived HAs and discuss
differences to our theoretical predictions.

II. METHOD

A. Theoretical modeling

This paper extends a simulation code package origi-
nally designed to describe ion transmission through (mi-
cro)capillaries [29]. Projectiles with variable initial condi-
tions, such as mass, energy, or charge state, are traced. Image
charge effects and the particle trajectories are computed self-
consistently and the formation of the HAs is described with
the classical over-the-barrier (COB) model [19]. A Monte
Carlo approach with coupled rate equations is then used to
describe the deexcitation.

For the sake of clarity, we divide a particle trajectory into
two regions, the capture and the free decay region, respec-
tively, see Fig. 1. The capture region (shaded in purple) is
characterized by a distance at which the electrostatic potential
caused by the presence of the ion in front of the surface is
equal to or smaller than the material work function W. Here,
electrons are resonantly captured. The first capture occurs
at a distance of p. = ﬁ«/Sqm + 2 above the surface [19]
(p. and W are given in atomic units here), usually in the
range of 8 — 30 A. An electron capture reduces the projectile
charge state g and because of the corresponding modifica-
tion of the image charge potential, the next capture happens
at a smaller p. Inside the capture region resonant loss—the
counterprocess to resonant capture—is also considered. As
the projectile approaches, image charge acceleration becomes
more significant, increasing the projectile incidence angle
@in > ¢}, Where ¢ would be the incidence angle neglecting
image charge effects. After reaching a minimal distance pmin,
the particle is scattered. The scattering kinematics are not

emission

photon emission
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FIG. 2. For a given (excited) electron configuration, each de-
excitation step contains many parallel branches. Every process is
associated with a transition rate I' and the ejection of secondary
particles (photon or electron).

explicitly modeled in this paper, but pn;, is computed based
on a set of equations described in [30], valid for atomically
flat surfaces and small angles of incidence. In reality, atomic-
scale flatness over a range of some 10-100 nm is sufficient to
reproduce theoretical predictions.

Captured electrons begin to deexcite immediately via ra-
diative and Auger-Meitner (AM) pathways. The loss of an
electron inside the capture region is typically followed by
the (re)capture of another electron from the surface. After
scattering, once the distance is larger than p., no further cap-
ture is possible. This marks the free decay region, where the
projectile decays exclusively via AM and radiative processes.

Especially in the case of high incident charge states, many
electrons can be captured within the capture region. This
marks the beginning of a deexcitation cascade as sketched in
Fig. 2: From an initial state (index 0) with a corresponding
electron configuration, many different pathways and transition
processes lead toward a stable (ground) state. Each transition
is associated with a rate I';; and the ejection of secondary
particles; for a radiative transition a photon, and for AM,
an Auger electron. To model this cascade, a Monte Carlo
approach with coupled rate equations is used. Transition rates
can go up to 10" s7!; therefore a time step of dt = 1005
was used for the simulations presented here to ensure a suffi-
cient resolution of all relevant processes.

Important for this study is the use of transition rates
for highly excited states with many (spectator) electrons in
various intermediate shells. For the multitude of different
processes, especially for high n, this goes significantly be-
yond previous studies [19,29], which considered mostly initial
charge states <10 for light ions. The availability of slow,
heavy, highly charged ions up to U??>* at keV energies [31]
therefore demands a new approach. We use rates extracted
from literature [32] and complement them with calculated
rates from the FAC atomic structure code package [27]. It
should be noted that great progress was recently achieved
in understanding particularly long-lived transitions in highly
charged ions [33,34], but the decay of an HA is determined
mostly by the fastest possible transitions as they imply the
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largest branching ratio in all possible processes. Different
atomic structure codes, such as the Cowan code [35,36] and
the JAC code package [37] were compared and show good
agreement (see Fig. 7 in the Appendix).

Since the initial population of the HA is essential and
follows from the COB model, which only depends on n and
no other quantum numbers, we reduced the problem of the
cascade to include only the quantum numbers n of involved
electrons. We used the single-configurational average (SCA),
also used in previous paper [36]. Here, the averaged rate is
given by I'sca = % where w; = (2j; + 1) is a sta-
tistical weight depending on the initial state’s total angular
momentum j; and I'j; is the transition rate from state i to f.
Selection rules for the angular momentum quantum number
J disproportionately affect and, in practice, lower the result-
ing SCA-rates significantly. Our objective was to get lower
bounds for the lifetimes, and therefore only the fastest type of
transitions for j was considered. This means n;p — nys-type
transitions in the radiative case and n;s — nys transitions in
the AM case, where n;/n; are the initial/final n and p/s are
the respective / quantum numbers (1 and 0). Despite being
particularly short lived, Coster-Kronig transitions [38] were
not included, as they require very specific electronic configu-
rations that appear only in a negligible amount of cases in the
ensemble of all calculated trajectories.

The SCA-based rates for both types of transitions were
fit with nonlinear functions [see Egs. (1) and (2) in the
Appendix], also taking screening by spectator electrons into
account. The obtained fit function for radiative transitions
depends on n; and ny, and the well-established scaling of
radiative rates with the nuclear charge of Z* [39]. The rate for
AM transitions uses n; and ny of the respective electron and
the shell of the ejected Auger electron n’. The fit functions use
data for H-like transitions for the radiative case and He-like
transitions for the AM case. The effect of additional spectator
electrons, which do not directly participate in the process
but influence the process rate, was included by using multi-
plicative factors 2: They depend on the number of spectator
electrons and the n of the states they occupy. Details on all
the fit functions can be found in the Appendix and Fig. 8
therein.

For both types of transitions, the corresponding rates tend
to decrease towards higher n;, implying that high-n shells
can be populated relatively long. This is consistent with ex-
perimental observations for high-n Rydberg states [40]. AM
transitions show a clear preference towards small An = n; —
n; and their rates decrease rapidly for An > 1. In the radiative
case, the opposite is true: Transitions with higher An are
generally faster.

The lifetime for each individual pathway in the cascade
can be largely different and it is not straightforward to define
(average) lifetimes for HAs. Therefore, this study uses a few
distinct time points of a projectiles trajectory. These are (see
also Fig. 1):

(i) ti: Projectile enters the capture region, electrons can be
captured (p = p,).

(ii) 7,: Particle exits the capture region (o > p.). No fur-
ther capture is possible and the projectile starts to decay freely,
i.e., without influence of the surface.

(iii) 73: The projectile has “thermalized”, i.e., the number
of electrons in excited states N(73) has dropped to % X N(12)
of the value at 1,.

(iv) t4: No more electrons are in excited states, particle
has fully deexcited.

We use two different ways to define the lifetime of an
HA, since the number of electrons in excited states decays
exponentially. The first is the thermalization time in the free
decay region, i.e., the time difference 73 — 1,. For the second,
we use the full lifetime of an HA, i.e., the time difference from
the first captured electron () until all electrons have decayed
to their ground state (74).

Simulations presented in this paper were all performed
for noble gases (He, Ar, Kr, Xe) of varying charge states
scattering on an HOPG surface. To compare HAs formed by
different ion species and, hence, different scattering kinemat-
ics, incident energies and angles were chosen such that the
ratio of critical capture radius p. and distance of minimal
approach ppin(E, ¢in) remains roughly constant p‘ ~ 7. This
limits the interaction time with the surface to between 0.15 ps
for Ne and 0.35 ps for Xe, being comparable over all charge
states within a projectile species. Specifically, we varied the
ion kinetic energies from ~1keV at g;, = 5 to ~300keV at
gin = 50 and ¢y, between 0.05° and 1°.

B. Experimental setup

Experiments were also performed using the ion beam spec-
trometer at TU Wien [41]. The experiments were done with
Ar'** jons at kinetic energies of 63 keV under very grazing
angles of incidence on a well-prepared Ni(110) single crystal.
The sample was prepared using repeated cycles of sputter
cleaning with 0.5 uA of Ar™ ions at energies of 1.5 keV for
about 30 minutes and subsequent rapid thermal annealing
at 500°C. The surface quality was then verified using low-
energy electron diffraction (LEED). The experiments were
performed at a base chamber pressure of 2 x 10~ mbar. The
scattered particles were detected using a 2D position-sensitive
microchannel plate (MCP) detector. After the interaction, the
scattered particles first pass through a slit and then through a
pair of deflection plates to differentiate outgoing charge states.
To achieve very grazing angles, we first confirmed that the
sample had a nanoscale flat surface (over an area of several
100 nm) as measured using an atomic force microscope under
ambient conditions prior to sample preparation in the ion
beam spectrometer. Then, the sample and the ion beam were
aligned with respect to the vacuum chamber using a laser
diode in conjunction with the MCP. As a final step, the sample
was rotated in steps of 0.1° until scattered particles were
detected on the MCP. The resulting scattering angle distribu-
tion was used as a control parameter for the incident angle.
Uncertainty in the scattering angle is primarily determined by
the sample manipulator uncertainty, specified as +0.1°. The
MCP image of the beam (without any sample) lets us directly
measure the beam divergence in our experiment, which is
below 0.1°.

III. RESULTS

Figure 3 shows the lifetime distributions for some se-
lect cases. The orange histograms show the thermalization
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FIG. 3. Lifetime distributions for selected simulations. The or-
ange histograms represent the thermalization time (t3 — 1), the
blue ones the full lifetime (t; — 1;). A total of 10° particles were
simulated per ion charge state.

times while the blue histograms show the full lifetimes (cf.
Sec. IT A). For low initial charge states, such as Ar®t and
Kr®*, the two distributions appear similar, with the full life-
times shifted slightly towards higher values. For higher charge
states, e.g., Ar'® and Kr*¢* | the difference in the distributions
for the two definitions is more evident.

The median values of the lifetime distributions (cf. Fig. 3)
were used to define the mean lifetime for a specific charge
state. Figure 4 shows these lifetimes as a function of the
projectile type and charge state. The upper panel shows the
full lifetime (74 — 7;) and the lower panel shows the thermal-
ization time (73 — 7). While the data for Ne, Ar, and Kr go
up to bare projectiles, Xe only has data up to Xe*** owing to
numerical instabilities for higher charge states.

To benchmark the outcome of our calculations to experi-
ments one can use the final charge state distribution at 74. The
final charge state distributions for three different initial charge
states Ar® (blue), Ar'>* (red), and Ar'®* (green), are shown
in Fig. 5(a). During the deexcitation cascade, AM processes
cause a projectile to recharge and especially in the free decay
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FIG. 4. Calculated lifetimes of hollow atoms formed by grazing
scattering of highly charged ions on HOPG as a function of their
initial charge state. Red circles represents Ne, blue triangles Ar,
orange squares Kr, and green diamonds Xe. The upper panel shows
the full time and the lower panel shows the thermalization time.

for Ne (red), Ar (blue), Kr (orange), and Xe (green).

region, where no further electrons can be (re)supplied, the
HA can recharge almost back to gj,. From the distributions
in Fig. 5(a), we analyzed the mean values of the final charge
state distributions and they are shown in Fig. 5(b) as a function
of gi, and projectile type.

In general, we find that the lifetimes of HAs formed by
grazing-incidence scattering are in the range of several pi-
coseconds (cf Fig. 4). This is potentially long enough to
perform optical spectroscopy during the deexcitation with
modern ultrafast laser systems of various wavelength regions
including even X-FEL-based systems. The full lifetime is
longer than the thermalization time by a factor of about three,
consistent over all projectiles and charge states. The time
spent inside the capture region, 7, — 7y, is very short (0.15—
0.35 ps) and contributes very little to the lifetime, especially
at higher gj,. The difference in the two lifetime definitions can
therefore be attributed mostly to some electrons, which might
remain in long-lived high-n states, especially if energetically
no more AM processes are possible. The character of a multi-
ple excited state will most likely be gone then, implying that
the time where one can study the decay sequence is probably
limited to the thermalization time.

For the same ¢;,, lighter projectiles tend to have longer
lifetimes. This can be attributed to the scaling of radiative
decay rates with Z*, leading to faster deexcitation and corre-
spondingly shorter lifetimes for heavier projectiles. Generally,
higher gi, have longer lifetimes. However, if the projectile has
initial core shell holes, the lifetime can actually decrease. This
is especially noticeable for Ne'* (two K-shell holes), Kr?’*
(one L-shell hole), and Kr>*-Kr*®* (one or two K-shell holes,
respectively). Rates increase towards smaller 7, and K-shell
holes get filled substantially faster than empty states inn > 1.
While this applies to both radiative and AM transitions, AM
transitions decrease rapidly with larger An, meaning that core
shell holes are preferentially filled by radiative transitions.

For lower initial charge states, such as Ar®t, there are still
some neutral final charge states [see Fig. 5(a)]. For higher
charge states (Ar'?>*, Ar'®*) the distribution shifts to higher
final charge states and there are no neutral or low final charge
states. Heavier elements tend to have a lower final charge
state for the same gj,. This can again be attributed to the
higher radiative rates for heavier elements: More electrons
decay radiatively rather than by AM transitions, leading to less
recharging.

Let us now compare our results with experimental results.
Figure 6(a) shows Ar'*" ions with kinetic energies of 51 keV
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FIG. 6. (a) Charge state distribution of Ar'*" at 51 keV onto
a C surface with ¢, = 1.6°. Red shows experimental results [42],
while blue shows simulated results. The green/orange curves show
the simulation results when the magnitude of the deexcitation rates
is higher/lower by an order of magnitude. (b) Charge state distri-
bution of Ar'** at 63 keV onto a Ni(110) surface. Open symbols
show experiments performed at TU Wien, while full circles depict
results from our simulations. Red/blue show incoming angles of
o = 0.1°/0.3°, respectively. (c) Distance of minimal approach oy,
as a function of energy and incoming angles ¢, for different projec-
tiles with gy, = 14 for impact on a C surface. (d) Lifetime distribution
for trajectories from Fig. 6(b) with final charge states of go, = 8
(orange) and g, = 9 (blue) for the case of ¢;,, = 0.1°.

scattered on an HOPG surface with an incident angle of 1.6°
[42]. The experiment (red) found almost all particles to be
neutral after the interaction, with only small fractions of Ar't,
Ar?t, and Ar’t detected after the interaction. Simulations
(blue) without surface-near processes predict a charge state
distribution centered around Ar''*/Ar'?*, with the lowest
charge state being Ar’". The interaction time in this simula-
tion was on the order of 10-100 fs, comparable to our 7, time.
In Fig. 6(b), experimental and simulation results of scattering
Ar'** at energies of 63 keV from a Ni(110) single crystal are
shown. Red/blue depict incoming angles of ¢;, = 0.1°/0.3°.
The open symbols show measured charge state fractions,
while full symbols show results from our simulations. While
in this experiment the largest fraction of particles was neu-
tral, high final charge states up to Ar’* were also observed;
their relative fraction decreased in the case of ¢;, = 0.3° with
respect to @i, = 0.1°. The simulations predict a distribution
centered around higher charge states, with no neutral or low
final charges.

To get an estimate of the uncertainty of our rate-based
Monte Carlo approach, the magnitude of the (final) rates was
varied. Orange/green symbols in Fig. 6(a) show the resulting
final charge state distribution when decreasing/increasing the

process rates by an order of magnitude. The solid lines help
guide the eye on how the resulting distributions shift. Both
ten-times higher or lower rates shift the distribution towards
lower average final charge states, but for different reasons. In
the case of lower rates (orange), there is a higher proportion
of (nonrecharging) radiative deexcitations, leading to a lower
(and broader) final charge state distribution. In the case of
higher rates (green), the rates are so fast that most of the
deexcitation has already taken place while the projectile is still
inside the capture region where electrons can be resupplied.
As a result, some particles are already fully or mostly neutral-
ized at the start of the free decay region and cannot recharge
as much.

IV. DISCUSSION

In past experiments, the final charge states of highly
charged ions after interactions with materials have been mea-
sured in both in grazing-incidence scattering [42-44] as well
as transmission through 2D materials [45-47]. In contrast to
the simulation results presented in this paper, the measured
final charge states were mostly neutral, implying the presence
of deexcitation mechanisms other than those considered here.
In the case of transmission through 2D materials, such as a
single layer of graphene, the interaction time was very short
(1 fs) [45]. Still, this interaction time was enough for the
projectile to almost fully neutralize. In fact, the time depen-
dence of the charge decay was measured in the experiment
and showed an exponential decay with a time constant of
~2 — 10fs [47].

Figure 6(a) shows that most particles in the experi-
ments are neutral after the interaction under very grazing
scattering from atomically flat surfaces. Because of the
(single-configurational) averaged rates in our model, we might
be underestimating the impact of particularly long-lived states
and forbidden types of transitions. However, especially in
the case of higher initial projectile charge states (and con-
sequently more captured electrons), there are typically many
pathways through which the electrons can deexcite. We esti-
mate the effect of forbidden transitions on both the lifetime
and final charge state distributions to be negligible for a large
ensemble of particles. This, in turn, also means that our model
is less accurate for lower initial projectile charge states.

The remaining discrepancy between simulation and exper-
iment could be explained by additional, different deexcitation
mechanisms upon ion impact on a surface. Interatomic
Coulombic decay (ICD) was proposed [28] to be the most
likely candidate to explain these observations, as it does not
recharge the projectile and is the only mechanism that is
sufficiently fast (fs). This process is known to be extremely de-
pendent on the distance between projectile and target [47,48]
and drops rapidly for distances larger than ~3 A. Recently,
it was shown that the expected electron emission from ICD
indeed depends on the interatomic separation HCIs transmit-
ting through graphene [49]. Figure 6(c) shows the distances of
closest approach ppin, computed using the approach presented
in [30], as a function of projectile energy for two different
angles of incidence and particles with g;, = 14. In general,
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lower energies tend to increase ppi,. For very low energies,
the image charge becomes more dominant and py,;, decreases
again. In previous transmission and grazing-incidence exper-
iments [42—44], the minimal distance between projectile and
target was always < 3 A. To achieve ppin >3 A, a scattering
geometry with very grazing angles of incidence can be used.
This decreases the effect of ICD and one would expect a ten-
dency toward higher exit charge states. This is clearly visible
when comparing the results from Figs. 6(a) and 6(b). As ¢,
gets smaller, a higher proportion of high final charge states
is measured, implying that the effect of ICD can be (at least
to an extent) limited. While both experiments used slightly
different energies and targets, the targets have similar work
functions of W = 4.6 eV [50] for HOPG and 5.04 eV [51] for
Ni(110) and therefore we believe the influence to be minor.
The energies of the ions were very comparable for the two
experiments in Figs. 6(a) and 6(b). The lifetime distribution of
the trajectories with goy; = 8 (orange) and 9 (blue) for the case
with ¢, = 0.1° is shown in Fig. 6(d). The lifetimes of sev-
eral picoseconds compare well to the overall predicted result
from Fig. 4. This implies the possibility of actually preparing
hollow atoms with lifetimes of picoseconds in experiments
capable of producing ions in high enough initial charge states
[41,52-55].

An alternative approach to scattering could be the use of
thin, perforated membranes. Here, ions can pass through pin-
holes and capture electrons from the material at consistently
large interatomic distances, minimizing ICD effects. Ideally,
the membranes should be as thin as possible. We recommend
thicknesses on the order of a few nm. The ideal pore radius
would be on the order of the capture radius (8-30 A, see
Sec. IT A) to ensure trajectories passing far enough from the
surface while still capturing electrons. The existence of HAs
could be measured in situ using photoelectron spectroscopy
[56] and by measuring the deexcitation spectra [25,26]. The
charge state after the interaction helps in understanding the
branching ratio of AM processes during the deexcitation
process.

Considerable efforts have been made to find accurate and
suitable theoretical descriptions of ICD processes [47,57].
These approaches treated the captured electrons either in
an excited or a stabilized/ground state, without explicitly
calculating the dynamics. These approaches worked well to
describe past ion transmission experiments, where deexci-
tation via radiative and Auger pathways was assumed to
play a negligible role. To describe the processes occurring
during grazing-scattering geometries, and consequently at
larger distances from the surface, these models need to be
adapted.

V. CONCLUSIONS

We presented a simulation approach that describes how
highly excited ions form a hollow atom (HA) through electron
capture from a surface and how it subsequently deexcites
through typical radiative and Auger-Meitner (AM) pathways.
This way we were able to estimate the lifetimes of HAs as
well as their final, steady-state charge state distribution when

1014
o calculated data
= 9 - fit function
2 10BE e
e
12
g 10+
<t
T ol
L °
= 10 %%ee JAC [37]
= .
% 1010k N+ this work
<< dpn'p — 2p
109 . 1 . 1 . 1
0 10 20 30

shell of Auger electron n'

FIG. 7. Comparison of Auger-Meitner transition rates for tran-
sitions of type 4pn’p — 2p in a N ion as a function of the
shell of the Auger electron n’. To consider the fine structure, the
single configuration average (see text) was used. The dots are rates
computed with different atomic structure codes, the lower line is for
Refs. [19,29], and the solid line for this work representing the fit
according to Eq. (1).

decaying in a vacuum. We showed that the lifetimes of these
HAs, in our case formed by grazing-incidence scattering from
a surface, can reach up to 10 ps—significantly longer than
previously anticipated—making the HAs long-lived enough
to be studied in currently developed experiments with similar
timing resolution [58]. By comparing our simulation results
to both past and current experiments, we showed that charge
exchange with the surface is significantly more effective for
larger incoming angles, leading to more neutral final charge
states that cannot be explained using radiative and AM pro-
cesses alone. We discussed the importance of accounting for
other deexcitation processes, such as ICD, to describe highly
charged ion neutralization. We outlined other strategies to
avoid surface-near quenching of HAs.
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APPENDIX

Figure 7 shows single-configuration average (SCA, see
main text) Auger-Meitner rates for the transition 4pn’'p — 2p
as a function of the shell of the Auger electron n’. The orange
points are literature data [36] and were calculated using the
Cowan code [35], the green points were computed using the
JAC [37] and the red data points were computed using the
FAC code package [27]. The pink fit function was commonly
used in previous studies [19,29], while the purple function was
obtained and used throughout this paper.
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The function for the rates of Auger-Meitner processes used in this paper is

Cam(ni, An = (ny —n;), n')

= exp <a1 log(n; + aa An + or3)e® Ao 4 ggem @7 Anasni 4 g

and depends on the initial/final shell n;/n; of the respective
electron and the shell of the Auger electron n’. Note that for
the release of an Auger electron, the energy released during
the transition AE has to be larger than the binding energy
of the released electron AE > Eg(n’), restricting the possible
values for »n’. Since AM processes are essentially electron-
electron scattering processes, Z was found to have a very
negligible effect on AM transition rates.

The fit function for the rates of radiative transitions de-
pends on n;, ny and the nuclear charge Z,

Prad(Z, ni ng) = Z* exp(Bre "0l 4 pyelstiehers
+ Bre" + Bo). 2)

The coefficients in the fit functions are given by

o) %) a3 071 Qs Qe a7
2.006 -1.026 0.728 0.011 -0.040 4.493 0.368
ag 9 o190 (2471 a2 a13 o4
-0.003 0.215 -0.184 7206 -0.067 7.475 18.739

and
B B2 B3 Ba Bs
2.803 0.741 -0.689 15.230 -0.063
Bs B7 Bs Bo
—-0.090 12.707 -1.323 5.590

Figure 8(a) shows Auger-Meitner rates for the transition
mp n'p — ny p as a function of n;. The contours are for
different values of An = ny — n; and for every transition the
lowest energetically possible value for n’ was taken. The open
circles are rates computed using the FAC and the solid lines
represent the fitted function. Figure 8(b) shows the same but
for radiative rates. Here, rates for nitrogen (Z = 7) are shown,
as experimental data was also available in this case [32].

The effect of electrons not directly involved in a process,
namely spectator electrons, was accounted for by using extra
factors Qanm in the case of AM transitions and for radia-
tive cases €2,,. In the case of Auger-Meitner transitions, the
adapted rate then becomes

Civ = Tam - Qam@V, 2).

The factor 2apm depends on the number of electrons N in
shells ny < n < n; and on the nuclear charge Z,

4!
Z+ v

Qav=1- < — J/3>N exp(—(y4 — ¥sZ)N).

log(n;)

P
+ajoAn + oy e + % +0614> ey

(

Electrons in other shells have a negligible effect. The coef-
ficients are given by

Y1 V2 V3 )2 Vs
4.0053 8.7455 0.0297 0.0569 0.0009

For the radiative transition, the nuclear charge becomes
Z — Z2,, and correspondingly, the rate becomes

Thag = Traa - 2,

ni—1°

(a) Auger-Meitner (b)  radiative
14 T
_ 0T Rn 1 o~ myp N(2=7)
v—li ‘ o6 An—1
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£ 10
1047
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FIG. 8. Fit functions for the transition rates used in this paper.
The circles are data computed using FAC, while the solid lines are
the fit functions obtained from the calculated data. Panel (a) shows
Auger-Meitner rates as a function of n; with An = n; — n; as con-
tours, with n’ taking on the lowest energetically possible shell. Panel
(b) shows the same for the radiative rates for nitrogen. Experimen-
tally available data are also included (as triangles) where available.
Panel (c) shows the relative rates 9?1\(11 )0) obtained by using the screen-
ing factor €2 for the Auger-Meitner rates as a function of the number
of spectator electrons N for Ne (red), Ar (blue), and Xe (green).
The figure shows the transitions of type 6p 7p — 2p and spectator
electrons were populated in shells with 2 < n < 6. Panel (d) shows
the relative rate for radiative rates, in this case for the transition 5p
— 3s, while filling electrons in the n = 4 shell. The effect of filling
different subshells (labeled at the top) is accounted for.
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where the factor €2 is obtained iteratively
70 | — N a(ni,ng,n)
ne
ZQn—l >

and Qg = 1. The exponent «(n;, ns, n) is given by

Q, = in(

1.23 — 0.8%
a(ni,ng.n)=40.65—0.6"2  forn=n,
047 — 0.29% forny < n < n;.

forn < ny

Finally, if there is at least one electron in 7y, the (total) rate
is additionally multiplied by 0.52,

Troq = Traa - @ (1 — 0.48H(WV,, — 1)),

where H(x) is the Heaviside step function.

Figure 8(c) shows the relative rates FE\(,Z )0) for AM transi-

tions as a function of the number of spectator electrons N. The
figure shows the transitions of type 6p 7p — 2p with electrons
filled in shells in between for Ne (red), Argon (blue), and
Xe (green). For Xe, the fit deteriorates for N > 40 (and can
become negative); however, it is practically never the case to
find more than ~20 electrons in shells ny < n < n; and, there-
fore, the quality of the fit was deemed acceptable. Panel (d)
shows the relative radiative rates % for transitions of type
5p — 3p, where electrons have been populated in the n = 4
shell. It can be seen that the fit also accounts for the change
in rates following the filling of subshells, marked above the
figure.
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