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Abstract—Interoperability is the key to industrial automation.
OPC UA aims to provide interoperability between industrial
machines at the network, protocol, and semantic layers. In order
to achieve it, the implementation of a machine and its nodeset
file should comply with the OPC UA standard. However, there
are a few areas for improvement in technology to automatically
check compliance since the compliance rules/validation rules are
expressed in textual format in specification documents. In other
words, they are not machine-interpretable. Converting the text-
based specification into machine-readable form is a complex
problem since each companion specification is domain-specific
and written by a set of industry experts from all over the
world from diverse language backgrounds. The specifications
are majorly unique, with little commonality between them.
Because of these reasons, it is challenging to develop a generic
information extraction approach to retrieve rules that work for
all specifications. In this study, we aim to handle this challenge
to extract the textual rules from specifications automatically by
applying Natural Language Processing and Machine Learning
technologies. We present our methodology based on Named
Entity Recognition for OPC UA documents for information
extraction and text classification to identify rules. To achieve this
goal, we created five named entity data sets from five selected
OPC UA companion specifications. The sentences in the data set
and the entities in the sentences were annotated by two OPC
UA experts. We point out a deeper analysis of the data sets to
highlight common and unique entities in them and show their
usage in identifying the rules in the specifications.

Index Terms—OPC UA, Named Entity Recognition, Natural
Language Processing, Classification

I. INTRODUCTION

A factory shop floor has various machines with different
capabilities and skills from multiple vendors. The objective
is to have these complex machines interact with one another
to achieve a common goal, such as automating a production
task. However, if these machines utilize different protocols
and present their data and meanings using distinct information
models, enabling interaction and integration between machines
would be a tedious and time-consuming process [1]. There-
fore, implementing custom solutions under such circumstances
would not be efficient. Standards such as OPC UA are
considered to unify these various machines and provide a
common interface or language for them to interoperate with
each other [2]. However, if the machine implementation is not

compliant with the standard, we repeat the same problem, as
mentioned before. Thus, validating a machine’s implementa-
tion against the standard for interoperability is essential for
achieving automation. The OPC UA standard is complex, and
its information model and semantics are rich and challenging
to understand, model, implement and validate manually. There
are two issues that arise from this situation. Firstly, the nodeset
files of the machines become non-compliant. A nodeset file is
an instantiation of the chosen OPC UA information model(s)
for the machine. Secondly, the server implementation becomes
non-compliant, further hindering the machines’ interoperabil-
ity on the shop floor.

Existing compliance-checking tools can validate the imple-
mentation of an OPC server against the core specification.
The companion specification validation is provided only for
a few specifications1. The existing tools to validate a nodeset
file (to some extent) based only on the core specification2.
To the best of our knowledge, there are no tools to validate
a nodeset file based on the semantics defined in companion
specifications. Therefore, the validation process for some com-
panion specifications is performed manually. This is neither a
feasible nor a scalable process as the number of companion
specifications is rapidly increasing in tandem with the use of
OPC UA in the industry. Moreover, the availability of OPC
UA experts who can understand and implement the validation
for each companion specification is limited. To conclude:
there is currently a gap in technology that can automate
the validation of industrial machines against the OPC UA
companion specifications.

We aim to fill this gap by (semi-) automating such validation
processes. In previous work [3], we presented an overarching
validation process based on emerging Natural Language Pro-
cessing (NLP), Machine Learning (ML), and Semantic Web
(SW) technologies. The idea of that work was to extract
the rules expressed in textual companion specifications and
formalise them as validation rules, which can be used to
automate the information model of individual machines and

1https://opcfoundation.org/news/press-releases/opc-ua-compliance-test-
tool-uactt-extended-for-companion-spec-validation/

2https://support.industry.siemens.com/cs/document/109755133/siemens-
opc-ua-modeling-editor-(siome)?lc=en-de



to verify the runtime behavior of the server. A key challenge
was providing effective methods to predict which sentences in
the textual documentation contained information that should
be formalised as rules. In this paper, we focus on this particular
task. To that end, as a basis for deciding which sentence
potentially describes a rule, we require a better understanding
of the text itself in terms of key entities that occur in those
texts. Such key entities are referred to, in the area of NLP,
as named entities (NEs) and the process of identifying them
is known as Named Entity Recognition (NER). In particular,
both gold standard data sets of NEs and corresponding NER
algorithms are needed. As these artifacts are currently missing
for OPC UA, our research questions are:

• RQ1: How to create a gold standard NE data set for
OPC UA? How to perform the annotation process in a
methodologically correct way?

• RQ2: What are the baseline algorithms for NER in the
domain of OPC UA which can be created based on the
gold standard data set derived at RQ1? What are the
performance levels that can be achieved in this specialized
domain?

• RQ3: To what extent can NEs be used to support the
process of classifying sentences in terms of whether they
represent rules? Which classification algorithm can be
used and what is its performance?

The main contribution of this article is threefold, as defined
below:

(i) A manually annotated, gold standard NE data set for five
OPC UA companion specifications. The creation of this
data set followed the best practices of corpus annotation
in NLP [4].

(ii) OPC UA specific algorithms for NER and sentence clas-
sification developed based on the insights gained during
the annotation process of the NE data set.

(iii) Performance evaluation of the proposed algorithms.

The paper is organized into several sections. Section II
provides an in-depth overview of OPC UA and its companion
specifications and a discussion of the validation problem. Sec-
tion III outlines the NLP methodology we developed to extract
rules from text, including a presentation of the guidelines
for developing and annotating data sets. Section IV, which
is the result section, highlights the differences and statistics in
the data sets created based on the five OPC UA companion
specifications, and we share our findings and outcomes of the
implemented algorithms. Finally, in Section VI, we summarise
the current work and discuss potential future research direc-
tions.

II. BACKGROUND AND PROBLEM DEFINITION

A. Background and Motivating Use cases

In order to elaborate on the challenges and obstacles related
to implementing an OPC UA companion specification and
ensure its adherence, a motivating use case is presented
from the perspectives of various stakeholders engaged in this

process. These stakeholders participate in both the devel-
opment of companion specifications and the application of
these specifications in designing and executing machinery. The
stakeholders are as follows:

a) The OPC Foundation/ OPC community which devel-
ops the companion specifications: A companion specification
consists of a textual document in PDF format and an infor-
mation model in XML and CSV format. Experts develop it
from different parts of the world with different language back-
grounds (many of them may not be native English speakers).
Moreover, each specification focuses on a specific domain
(e.g., food and beverages, packaging technology, robotics etc.).
Because of the significant variations between the specifica-
tions, there is a high degree of heterogeneity in the way they
are written and structured. Applying NLP and AI algorithms
to them for efficient information extraction is challenging. For
practical information extraction, the specification documents
need a better structure and templates for expressing rules in a
unified way in the text. This work also aims to contribute best
practices and guidelines to the OPC Foundation to structure
the companion specifications.

b) A machine builder/ system integrator who uses the
companion specifications: As briefly presented in Section I
a machine builder should use a companion specification doc-
ument and its information model to implement the machine
to be interoperable. For this purpose, they develop the node-
set file by instantiating the information model provided by
the specification and implement the server according to the
specification. However, in this process, they encounter several
problems. OPC UA has a deeper knowledge requirement, it
is time-consuming, and there is no efficient tooling available
while only a few experts are available. The development of
effective validation tools is essential in addressing these issues.
Thus, our goal in this study is to create tools that can assist
machine builders/system integrators in the validation process.

B. Problem Definition

The problem can be handled in two layers. The first
one is the general reasons for our motivation, which are:
(i) Increasing the use of OPC UA requires validation steps
to exist or be automated. (ii) The time and number of
experts in the domain are limited. (iii) That is an error-
prone process for human-being, including spelling mistakes,
wording changes, etc. These identified problems are based on
our own experience and observations of the industry’s needs
described in [3]. Therefore, an end-to-end solution is designed
to extract information from natural language-based PDF texts
and generate SPARQL queries. An example of this end-to-
end process can be found in Table 1. Each sub-process in
these thoroughly evaluated stages is a research topic in its
own right. In this project’s approach, many technical problems
were addressed and resolved. These technical-level problems
and challenges can be summarised as follows: (i) The need
for a new labelled data set. (ii) The text we are working
on belongs to a particular field and has unique terms not
used elsewhere, (iii) Each companion specification which has



TABLE I
AN EXAMPLE OF INFORMATION EXTRACTION FROM TEXT.

Text from PDF Constraint
Sentence Constraint Type Named Entities Rule in SFN Rule in SPARQL

All DataType that are
structures include ”DataType”
as part of the name,
this is to be able
to differentiate from
any VariableTypes that
will just end in Type.

yes
Information
Model
Constraint

All,
DataTypes,
structures,
include,
”DataType”,
VariableTypes

A node is of type DataType.
The node has a BrowseName
attribute. The BrowseName
of the node should include
the string “DataType” in it.

SELECT ?node WHERE
{
?node opcua:nodeClass ”64”ˆˆxsd:int.
?node opcua:nodeId ?nodeId .
FILTER (REGEX(STR(?nodeId),
”ˆhttp://opcfoundation.org/UA/PackML/”))
?node opcua:browseName ?browseName .
FILTER (REGEX(STR(?browseName),
”ˆ((?!DataType).)∗”))
}

its own vocabulary that should be discovered. Therefore, by
considering these obstacles, creating a new entity terminology
specifically for OPC UA documents is inevitable. Furthermore,
novel NER and classification algorithms should be developed
to proceed with this complex data effectively.

III. METHODOLOGY

Our objective is to propose a solution for efficiently ex-
tracting information regarding validation rule generation from
OPC UA companion specifications. In line with this pur-
pose, as the baseline, we worked on Robotics, PackML,
MachineTools, PROFINET, and Weihenstephan specifications.
These documents contain a significant amount of domain-
specific information, which is not adequately captured by
state-of-the-art pre-trained information extraction algorithms
commonly used for generic NLP-based textual data. Our
preliminary experiments have shown that those pre-trained
algorithms [5] yield similar results to random entity selec-
tion algorithms. Therefore, we propose the development of
novel and domain-specific algorithms to effectively extract the
unique and document-specific entities that exist within each
document. The ultimate goal of this study is to create a generic
solution that can be applied to other companion specifications,
providing engineers with an efficient means of identifying the
rules within the document.

The end-to-end proposal from PDF document to sentence
classification is shown in Figure 1. Regarding this design, the
primary input is a PDF document. In the manual preprocessing
step the sentences from the PDF are extracted and placed
in an MS Excel file. The invalid sentences such as incom-
plete sentences are removed at the preprocessing step (this
step would be automated in the future). After that, NEs are
extracted using related information models in XML format.
Then, using the extracted entities, classification algorithms
are performed. In order to achieve this automated end-to-
end process, there is another methodological approach behind
it. This approach includes releasing the data sets, NER and
Binary Classification (BC) processes efficiently. This iterative
approach is demonstrated in Figure 1.

A. Data Set
The gold standard data set was prepared based on the

guideline that we designed. We specified the amount of data

Fig. 1. Overall design decisions including NER and Binary Classification.
(a) is an iterative process of the gold standard guideline generation, data set
creation, and rule-based system designs. (b) is a usage of the data sets and
the algorithms.

that should be annotated, the entity categories, the rule-based
NER algorithm and classification algorithms iteratively. We
established the annotation principles before creating the gold
standard data set. The guidelines and rules outlined in the
book [4] were followed to determine the boundaries and
limitations of the annotation process. This involved defining
the project’s purpose, specifying the number of companion
documents to be worked on, determining the total number
of required sentences, categorizing the entities, identifying
whether an entity belonging to multiple categories or not,
and determining whether an entity consisting of more than
one word. In addition, we established sentence classification
strategies and determined the number of annotators. These
steps were carried out using the MAMA (Model-Annotate-
Model-Annotate) cycle [4], which involves iterative processes
of modeling/guiding, annotating, evaluating, and revising. The
guide for creating the data set was developed based on the
decisions made regarding the following topics:

• The goal: The goal is to use the sentences to determine
the entities and classify the sentences by constraints.

• The data: The gold standard data set is created us-



ing five companion specifications: PackML, Robotics,
PROFINET, MachineTools and Weihenstephan.

• The labels: We extract the sentences from PDF file(s),
and each sentence is annotated according to involving
entities, entity categories and sentence classes. Those
entities are Information Model Keywords, Constraint
Keywords, Relation Keywords, Numbers, Quotes, and
Runtime-only keywords. The entity categories are ex-
plained in detail in the next section. Additionally, there
are two different sentence classification approaches. The
first is classifying the sentence according to whether or
not it contains a constraint, and the second is categorizing
whether it is a runtime or information model constraint.

• The Annotators: The number of experts who annotate
the sentences is two. We use Cohen’s Kappa [6] metric to
measure the degree of Inter-Annotator Agreement (IAA).

• Tooling: The annotation is performed using the Microsoft
Excel platform.

B. Algorithms for Named Entity Recognition

In this scope, the most remarkable and effective words
and phrases in the sentences were determined during the
investigation and designing processes. It was observed that
important entities could be classified into five categories. In
order to find and label the entities, we developed a rule-based
string comparison algorithm. Figure 2 depicts a sentence from
the OPC UA specification with six NEs belonging to four of
the five entity categories.

Fig. 2. Example OPC UA specification sentence including named entities of
different entity categories.

a) Information Model Entity: Each companion specifi-
cation is released with an information model in XML format
which formalizes the nodes defined in the companion specifi-
cation. These nodes are considered as Information Model (IM)
entities in our work. If such IM entities are found in a sentence
then they are labeled as IM entities. While there can be an
exact match between the entities, there are also outliers that we
must catch. For example, an IM entity could a combination of
multiple words in CamelCase form. However, the same entity
may not be written in the sentence in camelCase format or
it may be referred in plural form in the sentence and in the
singular form in the information model.

b) Relation Entity: represents the relationship between
two IM entities. In an information model, the relationship
between nodes is modeled using well-defined references. How-
ever, in the specification documents, diverse words are used to

represent their relationship. In this category, we aim to identify
such keywords in a sentence. These entities play a key role
in identifying the relation between IM entities and thus the
constraint on them. A list of relation keywords is pre-defined
using the existing English language corpus for this purpose and
also based on our observations from the five chosen companion
specifications.

c) Constraint Entity: represent the words in a sentence
that describe a constraint on the IM and relation entities.
These are words and phrases such as ”all”, ”at least”, ”must”,
etc. Constraint keywords are identified in the same fashion as
relation entities. In our algorithm, we match the single-word
constraint entities in a sentence using the predefined list.

d) Quotes: The information in the quotation mark is
always notable from a rule sentence perspective. Therefore, the
strings represented in various quotation marks are extracted.
For example: in rules where string matching is the constraint.

e) Numbers: The algorithm detects the numbers in the
sentence on purpose by eliminating the irrelevant numbers
such as the Figure and the Table numbers. On the other hand,
numbers also define constraints such as allowed value range
for a variable etc.

f) Runtime-only Entity: a rule can be a rule on the
information model or a rule that should be validated during
runtime on the server. In this category, we identify the words in
a sentence which describe a runtime constraint. At this point,
this entity is recognized but it is not used to classify a sentence
into a runtime rule. This is subject to future work.

C. Algorithms for Sentence Classification

We designed a cascade decision tree for classification of
a sentence. Thus, the first phase is to determine if a sentence
includes a constraint; in other words, we find out if a sentence
is a rule-sentence or a non-rule-sentence. In the scope of
this paper, we focused on the BC phase of the classification
vision. (Further classification steps will be done in the future.)
Therefore, two different algorithms were designed as the
baseline using the extracted entities. These algorithms are
a Rule-based algorithm and an ML-based algorithm. Both
classification methods are compatible with the general flow
seen in Figure 1 and use the extracted entities differently.

a) Rule-based design: There are several classification
methods for textual-based documents. However, our data set is
unique and has customized technical information. Therefore,
we designed a white box for classification which is called
Rule-based Classification. The prepared data set from five
companion specifications were used to build the algorithm
shown in Algorithm 1.

b) ML-based design: In order to show the usage of the
flow with a ML-based classifier approach, we employed one
of ML-based classifiers: Support Vector Machine (SVM) with
Radial Based Function (RBF). We exploit scikit-learn python
libraries [7] for that. First of all, there is a feature extraction
step needed. The input of that step is the extracted entities in
five categories for each sentence and the output is a feature



Algorithm 1 Rule-based Classification
1: procedure RULEBASEDCLASSIFICATION(entities)
2: pred labels← []
3: for i = 0; i < len(entities) do
4: if entities[i].information model is Empty then
5: pred labels.[i]← 0
6: else if entities[i] is NOT Empty then
7: pred labels.[i]← 1
8: else
9: pred labels.[i]← 0

10: end if
11: end for
12: return pred labels
13: end procedure

vector based on the number of the recognized entities for each
category, as demonstrated in Figure 3.

Fig. 3. Handcrafted feature extraction using entities.

Using the feature vectors and the labels, the data is spitted
into train and test. While training data consists of four spec-
ification documents such as PackML, Profinet, Weinstephan,
MachineTools, the test data is Robotics. After the training is
finished, the test data is used to get prediction results. The
configuration of the models is used directly as used in [3].

IV. RESULTS

A. Gold Standard Data Set

The gold standard data set was prepared and published in
Hugging Face3. The data set consists of five sub-data sets,
representing each companion specification document in MS
Excel format. We analyze the data set from various aspects as
follows:

1) Number of the sentences: We can begin with the quan-
titative analysis of the data set. Initially, we selected sentences
from a document based on the applicable model and rule
definition sections. This approach resulted in an unbalanced
data set since each annotator labeled a different number
of sentences. Annotator 1 annotated 1502 sentences, while
Annotator 2 labeled only 446. Notably, the sentences that
Annotator 2 annotated were also labeled by Annotator 1.

2) Occurrence of an entity in multiple documents: One of
the most important indicators regarding the complexity of the
data set is the distribution of the common entities in different
companion specifications. As demonstrated in Figure 4, there
are many unique entities compared to the common entities

3https://huggingface.co/datasets/nilaytufek/OPC UA NER BC

seen in multiple specification documents. That makes the
generalization of NER for other specification documents even
more challenging. It was analyzed and illustrated in the
pie chart (Figure 4) for three categories: information model
entities and relation and constraint entities.

Fig. 4. The average of the distributions of the common entities among the
documents by two annotators for three categories is shown.

3) The distribution of entities for each companion speci-
fication annotated by two annotators: Figure 5 illustrates the
distribution of the entities in different entity categories for all
companion specifications and each annotator. We can make
three inferences from this graph: (i) Each companion speci-
fication displays an imbalanced distribution of entities across
categories. (ii) Across all annotators and companion specifi-
cations, the most frequently occurring entities are related to
information model keywords, with relational entity categories
ranking second in frequency. (iii) Despite the varying number
of annotated sentences, the proportion of labeled entities across
categories is similar for both annotators.

Fig. 5. The distribution of the entities in multiple specifications based on
their categories, including Information Model, Relation and Constraint.

4) Analysis of entity occurrence: Besides the sentence
amounts and distribution of the entity categories, we analyze
the occurrence ratio of the entity itself in a companion
specification. One example for PROFINET by Annotator 1 is
seen in Figure 6. It is not only long-tail distribution, but also
the variance is high, and this distribution trend is more or less
the same for all companion specifications by both annotators.

Because of not dealing with the long tail, the first fifteen
most common entities were considered for each specification
in further demonstrations.



Fig. 6. Visualization of the occurrence ratio of each entity in PROFINET by
Annotator 1.

5) The distribution of the most common fifteen entities for
five companion specifications by each annotator: This part
considers the common annotated sentences by two annotators.
Figure 7 shows the most common entities for each specifica-
tion by Annotator 1 and Annotator 2. It can be easily said
that the distribution of the most frequent entities is different
for each companion specification while they are some common
entities. Therefore, it makes the data set even more complex.
On the other hand, the distribution of entities for different
annotators looks quite similar, which proves the consistency
of the annotated data by different experts, as seen in Figure 7.

Fig. 7. The histogram of the most-common fifteen entities for each companion
specification according to Annotator 1 and Annotator 2.

6) Intersection of NEs for five companion specifications:
In order to calculate the correlation between annotators for
entity labeling, we decided to use the Intersection over Union
(IoU). IoU is originally used to compute the intersection metric
for image detection in the computer vision area by dividing
the intersection area by the union area of the prediction and
the ground truth. But it can also be used to determine the
correlation and intersection area between two annotators in
complex open-ended annotations, such as our entity labeling
case in textual data. The IoU results are demonstrated in
Table II.

IoU [i] =
the number of common entities in a sentence[i]

the number of the union of entities in a sentence
Table II is generated using the average IoU of all samples of

annotators for each specification document. The average IoU
(AvrIoU) is calculated as follows:

AvrIoU =

∑all
i=1 amount of common entities for sentence[i]∑all
i=1 amount of union of entities for sentence[i]

Based on the common sense of the authorities, more than
0.5 is a good result [8]. All AvrIoU is calculated for each
entity category and total. Based on the results, the correlations
between two annotators for Information Model entities and
Numbers and Quotes are fair. Considering the problem’s
complexity and the data itself, the other categories are also
promising.

TABLE II
IOU RESULTS OF TWO ANNOTATORS

Information
Model
Entities

Relational
Entities

Constraint
Entities Quotes Numbers Total

PROFINET 0.54 0.34 0.21 0.71 1.00 0.39
Weihenstephan 0.40 0.32 0.22 0.71 0.67 0.34
Robotics 0.54 0.26 0.18 1.00 1.00 0.38
PackML 0.57 0.32 0.27 0.78 1.00 0.41
MachineTools 0.63 0.30 0.21 0.67 1.00 0.43

7) Correlation between two annotators regarding sentence
classification: In the previous section, the correlation of the
entities is discussed. There is additional information regarding
the sentence’s BC. In order to measure the IAA, Cohen’s
Kappa Coefficient metric [6] is used. The results are shown
in Table III.

TABLE III
DEGREE OF ANNOTATORS’ AGREEMENT ON FIVE COMP. SPECS.

PROFINET Weihenstephan Robotics PackML MachineTools

Number of
common sentences 77 84 94 103 82

Cohen’s Kappa 0.46 0.49 0.49 0.39 0.35

Cohen suggested the Kappa result be interpreted as follows:
values ≤ 0 as indicating no agreement and 0.01–0.20 as none
to slight, 0.21–0.40 as fair, 0.41– 0.60 as moderate, 0.61–0.80
as substantial, and 0.81–1.00 as almost perfect agreement [9].
The IAA of our data set comes across Moderate interval.

B. Algorithm Results

1) Named Entity Recognition: The implementation of the
NER algorithm was based on lexicons obtained from analyz-
ing four companion specifications: PackML, Weihenstephan,
PROFINET, and MachineTools (for the train set). The Robotics
dataset was used to test the rule-based algorithm and evaluate
its generalization effect. The performance of the algorithm was
measured using the IoU metric between the ground truth and
the algorithm’s results. Table IV displays the results of both the



train and test sets, as evaluated by Annotator 1 and Annotator
2. Additionally, a row for Random Entities was included to
demonstrate the average IoU of randomly selected entities with
Annotator 1 and Annotator 2. Therefore, we can interpret the
table to understand the performance of the algorithm on both
the train and test sets as well as its performance compared to
random entities.

(i) In terms of all metrics, the baseline NER algorithm
outperformed the results generated by the random entity
generator applied to the sentence.

(ii) Even though the NER algorithm displayed better perfor-
mance on the four companion specifications compared to
the Robotics test data, there were no major discrepancies.
This suggests that the algorithm has the potential to be
applied to other companion specifications in a generaliz-
able manner.

(iii) The similarity of the results from different annotators
indicates that their trustworthiness is reasonable.

TABLE IV
NER - IOU RESULTS

PackML Weihenstephan PROFINET MachineTools Robotics

IoU for Annotator 1 0.24 0.23 0.26 0.25 0.21
IoU for Annotator 2 0.25 0.26 0.27 0.23 0.22
IoU for Random Entities 0.11 0.14 0.09 0.11 0.12

2) Binary Classification: Once entities have been extracted
from sentences, one potential use case involves their utilization
in classification. This study examines two primary approaches:
a rule-based classifier (see Table V) and a ML-based classifier
(see Table VI). Due to the presence of unbalanced data, the
metric calculation strategy employed was the Macro Average.

TABLE V
RULE-BASED CLASSIFIER RESULTS

Robotics\Macro Avrg Precision Recall Accuracy F1-Score

Annotator 1 0.49 0.49 0.46 0.44
Annotator 2 0.46 0.47 0.42 0.43
Random NER-based 0.19 0.22 0.23 0.22

Based on the results in the Tables V andVI, it can be said
that:

(i) The ML-based Classifier outperformed the Rule-based
Classifier, likely due to the complexity and dimensionality
of the inputs (i.e., entities) involved.

(ii) In both algorithms, the results generated by Annotator 1
and Annotator 2 are similar, but Annotator 1’s results are
slightly better.

(iii) The last column of the tables is about the ML-based
classification result based on the random entities. It is
obvious that well-extracted entities help to improve the
classification results.

C. Discussion
We conducted experiments on a limited dataset that OPC

UA experts annotated. Despite the limited data and complexity,

TABLE VI
ML-BASED CLASSIFIER RESULTS

Robotics\Macro Avrg Precision Recall Accuracy F1-Score

Annotator 1 0.57 0.57 0.57 0.57
Annotator 2 0.55 0.55 0.52 0.53
Random NER-based 0.21 0.23 0.23 0.20

our approach using four specifications yielded positive results
when applied to the fifth specification (Robotics). This shows
that our rule extraction solution can be extended to other
specifications with reasonable accuracy.

V. RELATED WORK

We investigated several studies in the literature regarding
our field of research. However, there is yet to be an exact
end-to-end solution we need. Therefore, we investigate sub-
topics and similar research areas to ours.

Information Extraction from Textual Documents: Infor-
mation extraction (IE) takes natural language-based text as
input and produces detailed [10]. The difficulty of the process
is relevant to the complexity of the data [11]. The closer the
data is to natural language, the greater the required effort to
analyze.

Named Entity Recognition: NER systems have been de-
veloped using hand-made rules, ML techniques [12], and deep
learning networks [13]. In the state-of-the-art, deep learning
methods such as transformers give the best results on very-
large data sets [13] for generic entities. However, our data
set is unique. Therefore, more than the pre-trained methods
and state-of-the-art approaches is required. Nevertheless, trans-
formers fail when the training data is limited, such as ours.

Sentence Classification: Many feature extraction and sen-
tence classification methods have been invented so far. In
text classifications, bag-of-words is a popular fixed-length
feature [14] such as TF-IDF. However, more is needed for big
corpora. Therefore, advanced methods such as word2vec [15]
and word embedding techniques are developed.

Data sets: In this study’s scope, we are releasing a new
NER and sentence classification data set. Many data sets are
released for NER purposes, such as WikiNER [16] data set,
which is prepared for identifying and classifying mentions of
people, organizations, locations and other NEs within the text.
There are many data sets is a release for this purpose for
different languages, such as IndoNLU [17], WNUT [18], and
SBIC [19]. While most NLP data sets are focused on the
extensive data set and generic labels, there are also a few
domain-specific named entity data sets such as COVID-19
Open Research data set Challenge (CORD-19) [20]. Based
on our knowledge, no NER data set has been prepared for
industrial standards yet.

Finally, there needs to be a working solution for our problem
and a prepared data set in the literature.



VI. CONCLUSION AND FUTURE WORK

In parallel with OPC UA, the number and usage of com-
panion specifications are increasing. Therefore, developing
and validating information models compatible with specifica-
tions has become increasingly important. Within this project’s
scope, we conducted a given study on extracting compliance
rules from textual documents. Accordingly, we prepared a gold
standard dataset and NER and classification studies on this
dataset. We showed the effective outputs of the analyses and
the algorithms.

In the following steps, we plan to improve the NER and
classification algorithms for all companion specifications using
state-of-the-art methods, including deep learning. Moreover,
we want to investigate tools like ChatGPT [21] to see how to
exploit them. Finally, from now on, we expect that the other
researchers and we will continue to work on these data sets
and related results.

© 2023 IEEE. Personal use of this material is permitted.
Permission from IEEE must be obtained for all other uses, in
any current or future media, including reprinting/republishing
this material for advertising or promotional purposes, creating
new collective works, for resale or redistribution to servers or
lists, or reuse of any copyrighted component of this work in
other works.
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