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ABSTRACT As the Operational Technology (OT) environment becomes increasingly interconnected and
integrates diverse technologies, traditional models often struggle to accurately represent the complex
interactions and dependencies of the underlying systems. Factors like changes in operational conditions,
software updates, and the introduction of new devices can significantly impact the system’s risk profile.
This paper presents a methodology to bridge the gap between manual and automated safety and security
requirements in Industry 4.0 OT environments. First, a meta-model is developed to capture OT infrastructure
components and relationships. This is then transformed into a C#-based GUI, enabling tasks like network
scanning, application and interface identification, and AI-powered data extraction. Next, compliance checks
and risk assessments are conducted using standards such as IEC 62443-3-3 and methods like LOPA,
SEFR (HAZID), STRIDE, and DREAD. Finally, the data is converted into system models (e.g., OWL,
AutomationML) for visualization. This approach reduces complexity and time by 83.72%, though it faces
challenges like platform dependency and resource constraints.

INDEX TERMS OT safety and security, standard compliance, risk evaluation, system modeling, data
visualization.

I. INTRODUCTION
The increasing complexity of modern systems and the
growing sophistication of threats underscore the urgent need
for practical tools to enhance safety and security evaluation.
As industries become increasingly reliant on interconnected
digital and physical infrastructures, particularly in Opera-
tional Technology (OT) environments, the risks of failures,
cyberattacks, and operational disruptions have multiplied.
Traditional and manual methods often fall short in detecting
emerging vulnerabilities, improperly configured systems,
or responding swiftly to threats [1].

Security breaches in critical sectors such as energy,
manufacturing, and oil & gas have resulted in financial
losses, service disruptions, and significant erosion of trust [2].

The associate editor coordinating the review of this manuscript and
approving it for publication was Alessandra De Benedictis.

In industrial settings, safety protocols are essential for
preventing accidents that could harm workers or the envi-
ronment, while security measures safeguard systems from
cyberattacks that could cause equipment failures, spills,
or outages. With the increasing integration of Information
Technology (IT) and OT systems, a combined approach
to safety and security is crucial to ensure that security
vulnerabilities do not compromise safety in today’s fast-
paced industrial environments. Any lapse in these areas
can lead to severe, far-reaching consequences, making their
proactive management a top priority [3], [4].
Following this motivation, the philosophy of ‘‘Fail Fast,

Fail Often’’ is widely embraced in the fields of innova-
tion and agile development [5]. This approach promotes
experimentation, learning from failures, and rapid adaptation.
By failing quickly and frequently, valuable insights are
gained, enabling mistakes to be identified and corrected early
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in the process. This principle aligns with methodologies
such as design thinking, where rapid prototyping and early
failures in controlled environments help minimize costly
issues later [6], [7]. While system failures in operational
settings are often ridiculed due to their impact on downtime
and financial loss, adapting this philosophy in a sandbox
environment may prove beneficial.

The core idea of this paper is to fail, learn, and improve,
thereby accelerating progress in safety and security evalua-
tions. Consequently, practical tools for real-time monitoring,
rapid detection, standards compliance management, and risk
evaluation are crucial for preventing safety and security risks
in OT from escalating into serious incidents. Addressing
these safety and security failures in a timely manner—
by learning from them, resolving issues, and enhancing
processes with these tools—can help avoid costly downtime,
protect sensitive data, ensure regulatory compliance, and,
most importantly, safeguard human lives and critical assets.
Without advanced safety and security solutions, organiza-
tions remain vulnerable to increasingly complex risks that
could lead to catastrophic and far-reaching consequences.

The motivation to adopt the changing landscape of safety
and security is related to EU Regulation 2023/1230 [8],
passed on 29 June 2023, on machinery and the repeal of
previous legislation, the legislative procedure (Articles 25 and
51) along with Sections 1.1.9 and 1.2.1-1.2.6, addresses risks
arising from malicious third-party actions that can impact
the safety of products and their surrounding environment
as covered by this regulation. It establishes essential health
and safety requirements, and compliance with these can be
presumedwhen a certificate or conformity statement is issued
under a relevant cybersecurity certification scheme adopted
by Regulation (EU) 2019/881 of the European Parliament and
the Council.

In recent years, model-based evaluation tools have been
widely used to assess safety and security across industrial
operations, cybersecurity, and complex system management.
These tools rely on static data models, simulations, and
algorithms to analyze, predict, and optimize performance,
reliability, and risks, particularly in complex environments.
However, several factors suggest the need to shift toward
more sophisticated approaches. As systems in industries
like OT become increasingly complex with technological
advancements, traditional models often need help to capture
interconnected environments’ dynamic and unpredictable
nature, requiring frequent updates and refinements. The
rapidly evolving cybersecurity landscape also introduces new
threats and vulnerabilities, making static models inadequate
for addressing emerging risks. Another challenge is integrat-
ing real-world data, as theoretical models may only partially
reflect actual operational conditions, highlighting the need
for runtime data to improve accuracy. Scalability further
complicates traditional approaches, which may become
inefficient as OT environments expand, calling for methods
that can scale while maintaining precision. Additionally,
model-based evaluations need more adaptability, making

it difficult to respond to unexpected system changes and
often overlook human factors, such as operator errors or
decision-making under pressure. A more holistic approach is
required to address these limitations—one that incorporates
human and environmental constraints and the unique context
of OT systems.

Since risk scores generated by existing standard solutions
do not consider contextual factors such as asset criticality,
exploitability, and real-time threat intelligence, a proper
contextualized risk assessment approach is needed. This
approach should prioritize vulnerabilities based on their
exploitability, potential impact, and relevance to the specific
system environment. Unlike existing standard solutions,
it should integrate dynamic system intelligence, asset critical-
ity, and financial business impact analysis to generate more
accurate and actionable risk scores.

In this paper, we adopt the ‘‘Fail Fast, Fail Often’’ philos-
ophy to guide the development and use of our tool, addressing
the limitations of model-based evaluation as a motivating
factor for tackling safety and security challenges in the OT
environment. Our goal is to implement a design-thinking
approach by utilizing a system meta-model, derived from
model-based evaluation, that incorporates all essential com-
ponents of the OT infrastructure. This meta-model is
subsequently transformed into a C#-based GUI application to
facilitate more accessible real-time information gathering and
enable subsequent evaluation using a four-step methodology.
C# is our preferred choice for modern software development
due to its active support from Microsoft, cross-platform
capabilities enabled by.NET, a large developer community,
and robust integration with cloud and AI technologies. These
features ensure C# remains relevant, adaptable, and viable for
long-term software investments. Guided by the ‘‘Fail Fast,
Fail Often’’ philosophy, we aim to quickly adapt to changes
and failures, refining the process continuously to improve
outcomes. While the proposed methodology may not yet
represent a fully sustainable solution, it marks a significant
step toward achieving one. The target group for an OT safety
and security evaluation tool includes:

• OT professionals: engineers, technicians, safety and
security experts

• Facility management: managers, plant operators
• Compliance officers and regulatory authorities
• Executive leadership: CIOs, COSOs, CISOs
• Risk management teams
• Vendors and third-party service providers
• Government bodies
• R&D teams focused on innovation
• End users: operators and supervisors

These stakeholders require up-to-date knowledge of safety
and security protocols to effectively manage risks in OT
environments. The remainder of the article is organized
as follows: Section II reviews the relevant literature and
existing work related to the topic; Section III outlines the
four-step methodology for assessing safety and security in
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the OT environment, which includes standard compliance and
risk evaluation; Section IV illustrates the application of the
methodology using a case study; Section V discusses the
results obtained from the study’s findings; and Section VI
provides concluding remarks.

II. RELATED WORK AND BACKGROUND
Table 1 provides an overview of various integrated safety and
security evaluation projects, frameworks, and methods, high-
lighting their limitations in relation to the scope of this paper.
It also summarizes selected security-focused threat modeling
frameworks and safety methodologies, whose foundational
principles align with those of the proposed methodology,
though their implementations differ, as elaborated later in the
paper.

A. SECURITY RELATED THREAT MODELING
FRAMEWORKS FOR RISK EVALUATION
In this section, we discuss STRIDE to identify potential
threats and prioritize them with DREAD based on severity
and likelihood. Next. PASTA is introduced to assess the
impact on business objectives, and expand to an enterprise
level using OCTAVE to address organizational vulnerabil-
ities. Finally, we present VAST to leverage visualization
and communication and incorporate TRIKE to evaluate risks
from stakeholder-specific perspectives.

1) STRIDE
STRIDE [62], developed by Microsoft, is a threat cat-
egorization model designed to identify potential security
threats across various aspects of a system. It is widely used
for threat modeling in software and system architectures.
The acronym STRIDE stands for Spoofing (impersonating
another entity), Tampering (unauthorized alteration of data),
Repudiation (a user denying they acted), Information Disclo-
sure (unauthorized access to information), Denial of Service
(disruptions to services or unavailability of resources), and
Elevation of Privilege (gaining unauthorized higher access
levels). Applying the STRIDE model involves identifying
the components of the system—such as data flows, data
stores, and processes—applying the STRIDE framework to
each component to uncover potential threats and prioritizing
these threats for appropriate mitigation. Critical use cases for
STRIDE include threat modeling during the design phase,
focusing on addressing technical threats that may impact
system components.

2) DREAD
DREAD [63], initially developed byMicrosoft and once used
alongside the STRIDEmodel, has become less popular. It is a
risk assessment model that prioritizes identified threats based
on their potential impact. The acronym DREAD stands for
Damage Potential (the extent of damage that could occur
if the threat materializes), Reproducibility (how easily the
attack can be replicated), Exploitability (the simplicity of

exploiting the vulnerability), Affected Users (the number of
users that would be impacted), and Discoverability (how
easily an attacker can find the vulnerability). Each component
of DREAD is scored on a scale from 1 to 10 (in this paper,
we use a scale from 1 to 5), and the total score ranks
threats according to their risk level. Critical use cases for
DREAD include risk-based prioritization of threats during
threat modeling and assessing the potential dangers posed by
specific vulnerabilities or attacks.

3) PASTA
PASTA [64], developed by Tony UcedaVélez and Marco
M. Morana, is a risk-centric threat modeling methodology
that emphasizes simulating attacks to analyze potential
risks to applications or systems. This approach aligns
business objectives with technical security needs. The PASTA
methodology consists of several phases:

1) Definition of Objectives: Establishing business goals
and security requirements.

2) Definition of the Technical Scope: Identifying system
components.

3) Application Decomposition: Breaking down the appli-
cation to understand its functionality.

4) Threat Analysis: Identifying potential threats using
STRIDE or other frameworks.

5) Weakness and Vulnerability Analysis: Pinpointing
existing vulnerabilities.

6) Attack Modeling & Simulation: Simulating attack
scenarios based on real-world tactics.

7) Risk Analysis and Mitigation: Assessing risks and
applying countermeasures.

Critical use cases for PASTA include risk-based threat
modeling for complex applications, with a strong focus on
attack simulations and real-world applicability.

4) VAST
VAST [65], developed by ThreatModeler, is a threat modeling
methodology designed for seamless integration into DevOps
and Agile environments. While these methodologies are
primarily associated with software development, they can
also be effectively adapted to other industries. VAST focuses
on scalability, enabling application, and operational threat
modeling while maintaining simplicity for team adoption.
It consists of two main components: the Application
Threat Model, which addresses threats at the application
level (such as web applications and microservices), and
the Operational Threat Model, which targets threats at
the infrastructure level (including networks, data centers,
and cloud environments). Fundamental principles of VAST
emphasize automation and scalability, continuous threat
modeling within Agile and DevOps workflows, and visual
representation of threats and their mitigations. This method-
ology is particularly beneficial for large-scale enterprises
that require comprehensive threat modeling across multiple
applications.
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TABLE 1. Current literature on few integrated safety and security projects, frameworks, and methods.
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5) OCTAVE
OCTAVE [66], developed by Carnegie Mellon University,
is a risk-based information security assessment framework
that focuses on identifying critical assets and their associated
risks, enabling organizations to formulate security strategies
grounded in risk management. The framework consists of
several phases, starting with the creation of asset-based
threat profiles to pinpoint critical assets and associated
threats. The second phase involves identifying infrastructure
vulnerabilities by analyzing the security weaknesses of the
organization’s infrastructure. Finally, the framework guides
organizations in developing security strategies and mitigation
plans to reduce risks and enhance overall security. Critical
characteristics of OCTAVE include its business-centric
approach, which aligns security initiatives with business
objectives; a focus on assets and vulnerabilities rather
than individual technical components; and a self-directed
model that empowers organizations to manage their threat
assessments. This framework benefits information security
risk assessment in large enterprises and supports strategic
decision-making based on thorough risk analysis.

6) TRIKE
Trike [67], developed by the open-source community, is a
threat modeling framework designed to enhance system secu-
rity through a risk management approach that emphasizes the
risks associated with individual actions or behaviors within
the system. The framework comprises three main types of
models: the Requirement Model, which converts security
requirements into acceptable and unacceptable behaviors
to assess whether the system meets its security objectives;
the Implementation Model, which examines the system
architecture to identify threats in its current state; and the
Attack Model, which evaluates potential attack vectors and
the likelihood of an attacker exploiting vulnerabilities. The
process involves creating a system diagram to represent
components and their interactions, assigning actors and roles,
identifying risks associated with each action and actor, and
assigning risk values for analysis. Trike is beneficial for
systems that focus on user roles and permissions and for
conducting behavioral analysis in security contexts.

B. SAFETY RELATED METHODOLOGIES
In this section, methods form a hierarchical and iterative
process. HAZID and ENVID identify hazards, HAZOP and
Bowtie analyze them in detail, LOPA and SIL quantify
protective layers, QRA assesses risk probabilistically, and
RAMS ensures system reliability aligns with safety goals.
Together, they form a comprehensive framework for evalu-
ating and managing safety risks.

1) HAZID (HAZARD IDENTIFICATION)
HAZID [68] is a structured and systematic process designed
to identify hazards in operations, processes, or projects early,
aiming to assess potential risks and mitigate them before

TABLE 2. Overview of security related threat modelling frameworks for
risk evaluation.

they escalate. This methodology typically involves brain-
storming sessions with multidisciplinary teams to generate
a comprehensive list of possible hazards, rank them based
on severity, and develop action plans for mitigation. HAZID
is often conducted early in project planning or during the
design phases to ensure safety and efficiency. Critical features
of HAZID include its qualitative nature, the involvement of
both operational and design teams, and its effectiveness in
identifying safety, environmental, and technical risks early.
Additionally, HAZID is a foundational basis for further risk
assessment techniques, enhancing overall project safety and
risk management.

2) ENVID (ENVIRONMENTAL IDENTIFICATION)
ENVID [69] is a tool similar to HAZID but specifically
focuses on identifying environmental risks and impacts.
Utilized during project planning or design, ENVID ensures
that environmental considerations are adequately addressed
throughout the project lifecycle. This methodology exam-
ines various factors, including pollution, emissions, waste
management, and ecosystem impacts. The critical features
of ENVID include its focus on environmental issues such as
emissions, spills, and waste and its alignment with environ-
mental regulations, making it a critical component in securing
environmental permits. By addressing these concerns early in
the planning process, ENVID helps organizations effectively
mitigate potential environmental risks.

3) HAZOP (HAZARD AND OPERABILITY STUDY)
HAZOP [70] is a structured technique for identifying
and evaluating potential operational risks associated with
complex processes. It systematically reviews a process’s
design, operation, and maintenance aspects to identify
deviations from normal operations and analyze their causes
and consequences. Conducted by a multidisciplinary team,
HAZOP focuses specifically on process hazards. Key features
of this methodology include its systematic and highly
structured analysis, an emphasis on deviations from design
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or operational intent, and its widespread application in
industries such as chemicals, oil and gas, and manufacturing.
During the HAZOP analysis, specific parts of the process,
known as nodes, are examined alongside potential deviations
to assess what could go wrong, enabling organizations to
manage risks and enhance safety proactively.

4) BOWTIE ANALYSIS
Bowtie analysis [71] is a graphical risk assessment tool
that effectively visualizes the pathway from potential causes
of a hazard to their possible consequences. This method
maps out preventive and mitigative controls surrounding a
central event, or ‘‘knot,’’ representing the hazard. Bowtie
diagrams facilitate a clearer understanding of the barriers
that can either prevent hazards from occurring or mitigate
their consequences if they materialize. Critical features
of Bowtie analysis include its integration of qualitative
and semi-quantitative analysis, which illustrates the causal
relationships between hazards, top events, threats, and
consequences. Additionally, it helps identify gaps in risk
management and safety barriers, making it a valuable tool
in major hazard industries such as oil and gas and aviation.
By providing a comprehensive overview of risk scenarios,
Bowtie analysis aids organizations in enhancing their safety
and risk management strategies.

5) SIL ASSESSMENTS (SAFETY INTEGRITY LEVEL
ASSESSMENTS)
SIL [72], [73] assessments evaluate the level of risk reduction
required by a Safety Instrumented Function (SIF) and assign
a Safety Integrity Level (SIL) based on that evaluation. The
SIL serves as a measure of the reliability and risk-reducing
capacity of the system, playing a crucial role in the functional
safety assessment process. This assessment ensures that
systems meet the necessary performance standards to prevent
failures that could lead to accidents. Critical features of SIL
assessments include the quantification of risks and system
reliability and the definition of the required risk reduction.
These assessments are integral to the IEC 61508 and IEC
61511 industrial-process safety standards. SIL levels range
from 1 to 4, with level 4 representing the highest degree of
safety integrity, thereby providing a framework for evaluating
and enhancing the safety of industrial operations.

6) LOPA (LAYERS OF PROTECTION ANALYSIS)
LOPA [74] is a semi-quantitative risk assessment tool
designed to evaluate the adequacy of existing protection
layers in mitigating specific hazards. This methodology
identifies and assesses multiple Independent Protection
Layers (IPLs), such as alarms, safety shutdown systems, and
operator responses, to determine whether sufficient safety
barriers are in place to reduce risk to an acceptable level.
LOPA is often used with HAZOP findings to analyze safety
measures comprehensively. It examines the effectiveness and
independence of each protection layer, helping organizations
ascertain whether additional safety measures are necessary.

The semi-quantitative nature of LOPA allows it to assign
values to each protection layer, facilitating a clearer under-
standing of their contributions to overall risk reduction and
supporting informed decision-making in safety management.

7) QRA (QUANTITATIVE RISK ASSESSMENT)
QRA [75] is a comprehensive risk analysis method that
quantifies risks numerically, often employing probabilistic
models to estimate the likelihood of hazardous events and
their potential consequences. QRAs are particularly valuable
in industries where catastrophic accidents may occur, such
as explosions, fires, or toxic releases. Critical features of
QRA include the calculation of accident frequencies and
their potential impacts, making it essential for applications
like land-use planning, facility siting, and regulatory com-
pliance. Depending on the context, QRAs can involve both
onshore and offshore models, providing critical data for
decision-making in high-risk industries. By systematically
evaluating risks, QRA aids organizations in implementing
effective safety measures and enhancing overall operational
safety.

8) RAMS (RELIABILITY, AVAILABILITY, MAINTAINABILITY,
AND SAFETY)
RAMS [76] analysis is a comprehensive approach to assess
systems or processes’ reliability, availability, maintainability,
and safety. It is widely applied in industries such as railways,
aviation, and oil and gas to ensure systems operate effec-
tively and safely throughout their lifecycle. RAMS analysis
integrates performance and safety evaluations, focusing on
operational efficiency while addressing potential risks. Key
features of this methodology include an emphasis on lifecycle
performance and maintenance, making it relevant during
both the design and operational phases. Additionally, RAMS
analysis incorporates risk and reliability models, providing
organizations with a robust framework for enhancing system
performance and ensuring safety.

III. METHODOLOGY
Figure 1 gives an overview of the proposed methodology
process, which outlines the four-step process we followed in
the overall evaluation of the OT environment.

FIGURE 1. Step-wise illustration of proposed methodology for safety and
security evaluation of OT environment.

A. SYSTEM INFRASTRUCTURE META-MODEL
In this step, we enhance the granularity of asset information.
Figure 2 illustrates the entities, attributes, relationships, and
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TABLE 3. Overview of safety related risk evaluation methodologies.

FIGURE 2. Meta-Model for OT system Infrastructure (on right), the extended view of software and hardware components class (on the left side) based
on [77].

constraints that reflect the OT infrastructure, as outlined in
the meta-model we have developed (see [77]). The process
begins with defining the System under Consideration (SuC)
and its associated groups (including zones, conduits, DMZs,
etc.). Within each group, we can specify various software and
hardware components, requirements, stakeholders, parame-
ters, units, and the connections between different software
and hardware components.

B. C# BASED GUI APPLICATION
Based on the OT infrastructure meta-model developed in
the earlier stage, we transformed the model into a C#-based
GUI application by leveraging our earlier work [77]; the
application is crucial for improving user accessibility and
interaction. Unfortunately, we cannot present or publish the
code base due to the sponsoring industry’s proprietary rights.
However, we have provided sufficient information about
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the libraries used to replicate the work. The graphical user
interface (GUI) enables users to visualize and manipulate
the model, regardless of familiarity with the underlying
complexities. This transformation reduces errors through
intuitive controls, facilitates real-time data manipulation, and
allows customization to meet specific user needs, addressing
the challenges outlined in the introduction (Section I) for
model-based evaluation. Additionally, the GUI supports
integration with other tools, streamlining workflows and
enhancing overall functionality. Ultimately, this conversion
improves usability and promotes better decision-making
based on insights from the meta-model. In this C#-based
GUI application, we identify and catalog all assets within the
OT system infrastructure, gathering detailed information on
the system’s components, connections, and configurations,
as shown in Figure 3.

1) ACTIVE SCAN
We conduct active scans on existing IP addresses within the
system, while users can manually enter target IP addresses
for scanning. We utilize NMAP in the backend to retrieve
information such as open ports, running services, operating
systems, andMAC addresses. This real-time information aids
in making informed decisions regarding whether security and
safety requirements are met. If not, appropriate actions can
be taken to address any issues. Additionally, the output data
from the scan can be saved as parameters, allowing users
to select the components to which these parameters will be
assigned. These parameters can then be used to substantiate
claims about fulfilled requirements. The technologies used
include NMAP, an external tool for network scanning, and
System.Diagnostics, a library that manages process execution
and captures output.

2) PASSIVE SCAN
Users can select the network interface for passive scanning.
During this process, we capture communication between
components, including MAC addresses, IP addresses, and
product and vendor names. This information serves two
primary purposes: it allows users to identify communicating
devices within the network and detect unauthenticated and
unidentified connections. In the background, we utilize
WinPcap as a third-party application for packet capturing.
Additionally, we have implemented functionality to import
PCAP files for comprehensive network traffic analysis. The
technologies used include WinPcap, a third-party library
for capturing network packets, and PCAP files, which are
utilized for importing and analyzing network traffic.

3) INSTALLED APPLICATIONS
The primary objective of obtaining information about
installed applications and their version numbers is to
monitor potential attack points. Given the history of attacks
exploiting installed applications, prioritizing this task is
essential. Additionally, these installed applications can be
queried for existing vulnerabilities. The technologies used

include System.Management, a package that interacts with
systemmanagement and retrieves information about installed
applications.

4) USB DEVICE SCAN
We aim to identify all potential USB ports on the system to
gain insight into possible attack entry points. This awareness
enables users to take preventive measures, such as disabling
unused USB ports, thereby enhancing overall security. The
technologies used include System.Management, a package
utilized to interact with system management and retrieve
information about USB ports.

5) SIMCARD SCAN
We have explored the potential for analyzing SIM card
connections within the network. However, we currently lack
a practical use case to test this capability effectively. The
technologies used include System.Management, a package
utilized for querying system information related to modems.

6) WIRELESS DEVICE SCAN
We aimed to identify wireless devices present in the network,
including Bluetooth, ZigBee, WirelessHART, and others.
This process requires an appropriate adapter, such as an
IEEE 802.15.4 sniffer, to capture devices in the vicinity.
The technologies used include TheHand.Net.Bluetooth,
a package for querying Bluetooth radio hardware properties;
XBeeLibrary.Core, a package for querying system informa-
tion related to Zigbee devices; and System.Management and
Network Management Libraries, the package for obtaining
information related to WirelessHART and other devices.

7) VPN CONNECTION
We aim to gather information about the VPN connections
established on the system. This allows users to identify
unauthenticated external communications and take proactive
mitigation measures based on the insights obtained. The
technologies used include Network Management Libraries,
which are utilized for querying and managing VPN connec-
tion information.

8) JTAG DEVICES
We aimed to gather information on JTAG devices, which
typically require third-party libraries or SDKs provided
by hardware manufacturers and open-source tools like
OpenOCD. Some popular JTAG devices include Xilinx,
Altera/Intel, FTDI, and OpenOCD. The technologies used
include OpenOCD1, an open-source tool utilized for JTAG
device interaction.

9) DATASHEET SCAN
To enhance data extraction and analysis processes as shown
in Figure 4, we leverage AI-based solutions such as Google

1https://github.com/openocd-org/openocd
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FIGURE 3. Detailed Illustration of Methodology from Step II to Step IV derived from [77], [78], and [79].

FIGURE 4. Extraction of key-value pair from datasheets based on [79].

Cloud Document AI.2 This tool efficiently handles various
document types, including electronic data sheets, EDDLfiles,

2https://cloud.google.com/document-ai?hl=en

and PDFs containing data historian information. We can
extract key-value pairs by uploading these documents to
Google Cloud Document AI, facilitating structured data
retrieval and analysis [79]. This process enables quick
access to non-critical information such as technical speci-
fications, functional descriptions, electrical characteristics,
safety standards, installation instructions, firmware/software
details, and warranty and support information. Document
AI excels at identifying key data points and their corre-
sponding values, regardless of the document’s format or
complexity.

C. STANDARD COMPLIANCE AND RISK EVALUATION
This section is built upon the previouswork [77] to implement
a standard compliance methodology, which is described
in subsubsections III-C1 through III-C3. and for the risk
evaluation III-C4 we use [80], [81]
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FIGURE 5. Illustration of Risk matrix for likelihood and impact with corresponding scores for safety methodologies and security threat modeling
frameworks for risk evaluation.

1) IDENTIFY APPLICABLE STANDARDS AND REGULATIONS
At this stage, we conduct a thorough review of relevant
regulations, standards, and guidelines to determine the
specific requirements that components or systems must meet.
Industry experts identify applicable regulatory mandates,
industry standards, internal policies, and contractual obli-
gations. Safety and security requirements include safety
regulations, quality criteria, and security protocols as part
of this methodology. We adopt a modular integration
approach to incorporate safety and security standards based

on specific needs, allowing for the consolidation of various
standards.

2) ASSIGN STANDARD REQUIREMENTS TO SYSTEM
INFRASTRUCTURE
After identifying the standard requirements, a compliance
committee—typically comprising asset owners, vendors,
system integrators, and other stakeholders—allocates these
requirements to the corresponding asset components or
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systems. This stage involves mapping each requirement to a
specific component or system (or group of components) and
assigning parameters that ensure the concrete fulfillment of
the requirement criteria.

3) CONDUCT COMPLIANCE CHECK
This stage involves assessing the compliance of asset
components or systems with the identified requirements.
Various methods, including inspections, audits, tests, and
reviews, ensure adherence to regulatory standards and
internal policies. We conduct a preliminary assessment in this
stage, emphasizing that human involvement must be noticed.
Third-party audit and certification bodies may perform
the actual safety and security compliance assessment. The
assessment results determine whether the asset component or
system meets the specified compliance criteria or if further
actions are required to address non-compliance issues.

4) RISK EVALUATION
At this stage, we integrate risk evaluation by aligning safety
methodologies (e.g., LOPA and SEFR/HAZID) with security
threat modeling frameworks (e.g., STRIDE and DREAD).
For demonstration purposes, STRIDE is employed to identify
potential threats and prioritize them based on their severity
and likelihood. DREAD is then applied to further assess
these threats, focusing on their severity and likelihood. Con-
currently, SEFR/HAZID is utilized to identify and analyze
potential hazards, while LOPA quantifies the effectiveness of
protective layers specific to the use case. Othermethods (refer
to Sections II-A and II-B) can be incorporated following
a similar structure to address additional applications as
shown in the proposed risk matrix, illustrated in Figure 5,
demonstrates the integration of safety methodologies and
security threat modeling frameworks for comprehensive risk
assessment. The following equations assist in evaluating
control measures:

R = I × L (1)

where R is the risk score, I is the impact score, and L
is the likelihood score.

For Security Risk Evaluation, the Cyber Risk Reduction
Factor (CRRF) represents the proportion of cyber risk that
has been mitigated through the implementation of security
controls.

For Safety Risk Evaluation, the Safety Risk Reduction
Factor (SRRF) is a quantitative measure used to assess the
extent to which the risk of a hazardous event or safety
issue has been reduced through safety controls or mitigation
strategies. It is calculated as follows:

CRRF/SRRF

=
Risk Before Controls − Risk After Controls

Risk Before Controls
(2)

where 0 ≤ CRRF/SRRF ≤ 1.

TABLE 4. Component/System assessment of safety and security based on
SIL, SL.

For the individual component,

Radj = Initial Risk of Component × (1 − CRRF/SRRF)

(3)

where Radj represents Adjust for CRRF/SRRF
For the whole system,

CRRFtotal/SRRFtotal = 1 −

∏
(1 − CRRFi/SRRFi) (4)

where CRRFi/SRRFi represents max. and min. individual
control’s CRRF/SRRF.

Radj = Maximum Initial Risk in System

× (1 − CRRFtotal/SRRFtotal) (5)

For an individual or whole system,

Radj, normalized =
Radj
5

(6)

where Radj, normalized represents Normalized Adjusted Risk3

Compare to SL-T or SIL to determine acceptability:

Status =

{
Acceptable if Radj, normalized ≤ SL/SIL
Unacceptable if Radj, normalized > SL/SIL

(7)

Following Equation 7, if the risk is deemed unacceptable
the following decisions could be made:

• Additional Countermeasures: Reduce the risk by
implementing more controls or improving existing ones.

• Accept Risk: Acknowledge and tolerate the risk if
mitigation is too costly or the impact is minimal.

• Discard Risk: Avoid the activity or process causing the
risk.

• Transfer Risk: Shift the risk to a third party, such as
through insurance or outsourcing.

Based on the assessed risk and the corresponding SIL and
SL values, we can identify the safety and security assessment
of the system, as shown in Table 4.

3Normalized Adjusted Risk ranges from 1 to 25, while SIL/SL ranges
from 0 to 4. To normalize, Adjusted Risk is divided by 5.
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D. SYSTEM VISUALIZATION: MODEL-BASED
VISUALIZATION AND KNOWLEDGE SHARING
This step transforms all the information, from asset com-
ponents to risk evaluation, collected via the C# GUI-based
application into a system model for visual representation.
This model is utilized for knowledge sharing, decision-
making, and further analysis. The following strategy outlines
the conversion of JSONdata from the application toOWLand
AutomationML. Transforming from a JSON-based reposi-
tory to OWL and AutomationML is advantageous for indus-
trial applications with large datasets and frequent queries.
While JSON is lightweight and efficient for basic data
exchange, it becomes less scalable due to its redundancy and
slower query performance as data grows. In contrast, OWL
offers faster querying with optimized indexing and reasoning,
making it ideal for complex relationships. AutomationML
excels with hierarchical data and efficient tree traversal. Both
OWL and AutomationML are more space-efficient due to
normalized structures, offering better scalability for large
datasets. Thus, for long-term efficiency and performance,
OWL andAutomationMLoutperform JSON in data-intensive
scenarios. The technologies used for OWL include the dot-
NetRdf.Ontology libraries, which provide an API for creating
and manipulating OWL ontologies, For AutomationML,
we used the Aml.Engine libraries, which offer methods for
creating and processing AutomationML documents.

Mapping and Assertions from JSON to OWL [82]:

• JSON Objects → OWL Classes.
• JSON Properties/Attributes → OWL Data Properties or
Object Properties.

• JSON Arrays → OWL Individuals.

Mapping and Assertions from JSON to Automa-
tionML [83]:

• Classes and Instances: Map JSON objects to Automa-
tionML elements like InstanceHierarchy or
InternalElement.

• Attributes: Map JSON properties to Attribute ele-
ments in AutomationML.

• Relations: Model JSON object relationships using
InternalLink for associations and RoleClass for
classification.

IV. DEMONSTRATION
We demonstrate the proposed methodology process with a
use case illustrated in Figure 6, which shows the deployment
of an automated smart factory setup. This setup includes
an ABB collaborative robotic arm and critical components,
including the SINUMERIKPCU andNCU controllers, which
manage the EMCOMAXXTURN 45 CNC milling machine.
The network is secured throughMGUARD routers, enterprise
security gateways, and managed switches for handling data
traffic. A remote maintenance server is enabled via secure
connections, and remote communication is facilitated by an
OPC UA server connected to multiple hosts. The robotic arm
has appropriate tools and end-effectors in the CNCmachine’s

workspace. The completedworkpiece from the CNCmachine
is picked up by the robotic arm and placed in a nearby tray
for further processing. This integrated approach enables real-
time monitoring, predictive maintenance, and efficient han-
dling of maintenance tasks, thereby optimizing production
processes in the CNC machining environment. Additionally,
it helps identify potential security vulnerabilities. Unfortu-
nately, we only had one use case available for demonstration:
a non-critical smart factory setup. However, the approach can
also be implemented in critical infrastructure sectors such as
energy grids, communication networks, health, water supply,
or transportation systems.

A. C# BASED USER APPLICATION FOR INFORMATION
GATHERING
As shown in Figure 3, in Step II, we gather the system infras-
tructure information (c.f. Subsection III-B). The collected
information is then used for further processing, as outlined
in [78], [79], [81].

B. STANDARD COMPLIANCE AND RISK EVALUATION
In Table 6, we combine two evaluation aspects: the standard
compliance check and risk evaluation. Together, these aspects
provide a comprehensive overview of the risk controls that
can be implemented, based on standards, to mitigate safety
and security risks. Using the use case illustrated in Figure 6,
the following evaluation is presented in the subsections:

1) STANDARD COMPLIANCE:
We adopt IEC 62443 to address security requirements and
IEC 61508 to ensure compliance with safety requirements.
Table 6 outlines the safety and security requirements for
each component of the use case system, along with the
relevant clauses where applicable. In the context of IEC
62443, the Security Level for Target (SL-T) defines the
security objectives based on a risk assessment process
(as described in IEC 62443-3-2). The Security Level for
Capability (SL-C) ensures that the product or system has
the potential to meet these objectives (as specified in IEC
62443-4-1 and IEC 62443-4-2). Finally, the Security Level
for Achievement (SL-A) evaluates whether the implemented
security measures meet the SL-T objectives in practice
(as defined in IEC 62443-3-3 and IEC 62443-2-4). For
simplicity, we focus on SL-A, as specified in IEC 62443-3-
3, and refer to it as ‘‘SL’’ in our analysis. Similarly, in IEC
61508, Part 2 specifies the hardware design and system
architecture required for risk mitigation, while Part 3 outlines
the software requirements for achieving SIL compliance,
if applicable. In our approach, we focus exclusively on
‘‘SIL’’ for the assessment. Typically, SIL is assigned to
safety-critical components that perform safety instrumented
functions (SIF). In this analysis, we have considered all
components embedded with safety instrumented functions
(as defined in IEC 61508-4 §3), which is why all components
are assigned a SIL.
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FIGURE 6. (a). Milling and Cobot Use Case: Pilot Factory Architecture, (b). Block design of Pilot Factory Architecture in Compliance.

TABLE 5. Illustration of risk evaluation, the safety and security assessment for each component, and the overall pilot factory use case.

2) RISK EVALUATION:
In this analysis, we utilize Subsections II-A and II-B to
devise a risk matrix. This matrix considers the likelihood
of an incident occurring (ranging from Rare to Almost
Certain) and its impact or consequence on the system
(ranging from Insignificant to Catastrophic), along with an

associated scoring system. We also experimented with two
safety methods (LOPA and SEFR/HAZID) and two security
methods (STRIDE and DREAD), as illustrated in Figure 5.
The methods from Section II can be selected and adjusted
as needed to refine the matrix. Using this matrix, as detailed
in Table 6, the likelihood (L) and impact (I) for each
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TABLE 6. Illustration of use case components: security requirements in light red, safety requirements in light yellow,  for acceptable risks, and  for
unacceptable risks.
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FIGURE 7. (a). JSON Schema of Database, (b).Graphical Illustration of Relationships in (OWL) Ontological Classes, (c). Illustration of AutomationML Class
Libraries.

component were estimated based on the expertise of the
risk assessor and feedback from stakeholders. The risk (R)
of each component was then calculated using Equation 1.
SL/SIL were determined through a standard compliance
process. Risk controls were applied to components to adjust
the revised likelihood (RL) and recalculate the revised
risk (RR). To assess the acceptability of the revised safety
and security risks, Equations 2 through 7 were used. If the
risk remains unacceptable, further decisions and mitigation
measures can be applied. Based on these assessments, the
overall level of safety and security in the system can be

determined, as shown in Table 4. The illustration of usecase
on individual components and the overall system for safety
and security requirement compliance and risk evaluation
is shown in Table 6 and the detailed risk evaluation and
assessment follows in Table 5.

C. SYSTEM VISUALIZATION
Figure 7 illustrates the transformation of system information
from the C# GUI application’s JSON file to OWL and
AutomationML formats. These files can then be utilized
for knowledge sharing and further decision-making, such as
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FIGURE 8. Time comparison between manual and automated
methodology steps in the pilot factory use case.

FIGURE 9. Time Comparison for Manual vs. Automated Safety (IEC 61508)
and Security (IEC 62443) Compliance Checks in the Pilot Factory Use Case.

applying OWL and AutomationML in the safety and security
domain. Examples include Threat Modeling [84], [85], [86],
ICS infrastructure design and validation of requirements [6],
and risk assessment [12], [81], [87], [88], [89].

V. RESULTS AND ANALYSIS
To evaluate the reliability of the process, we consulted safety
and security certification expert to gather their opinions on
manual compliance with safety and security standards as
well as risk evaluation. Using the same pilot factory as a
use case, the estimated time for manual compliance included
conducting interviews with responsible stakeholders, review-
ing documentation, analyzing incident logs and reports,
and completing checklists. In contrast, while automated

FIGURE 10. IEC 62443-3-3 Fulfilled System Requirements (SR) Across
Foundational Requirements (FR) in Security Compliance for the Pilot
Factory Use Case.

compliance and evaluation also require a significant initial
effort to collect data and resources, these efforts are primarily
one-time investments. Once the necessary resources are
gathered and prepared, they become readily available for
subsequent analysis and assessment, significantly reducing
the overall evaluation time in future iterations.

A. OVERALL METHODOLOGY
We categorized two types of timings in the proposed
methodology: estimated time and the actual time required
to complete each step. The estimated time for each step
varies depending on whether the process is manual or
automated. For Asset Information Mining & Monitoring,
the time required ranges from 4 to 20 hours for manual
processing and 0.5 to 2 hours for automated processing.
Similarly, Safety and Security Compliance Checks take
2 to 30 hours manually but only 1 to 8 hours when automated.
For Risk Assessment and Evaluation, manual processing
requires 4 to 20 hours, while automation reduces this to 2 to
10 hours. Finally, System Visualization takes 3 to 20 hours
manually, compared to just 0.5 to 3 hours with automation.
Figure 8 illustrates the average actual time for the entire
process, highlighting the efficiency of automation in reducing
both complexity and processing time. On average, manual
processing takes 32.25 hours, whereas automated processing
requires only 5.25 hours, representing a substantial time
reduction of 83.72% when transitioning from manual to
automated methods.

B. SAFETY AND SECURITY COMPLIANCE CHECK AND
RISK EVALUATION
1) COMPLIANCE
Based on the IEC 62443-3-3 security requirements, we ana-
lyzed which system requirements (SRs) are applicable to the
demonstrated use case using the Table 6. We then assessed
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the time required to check compliance both manually and
automatically. Similarly, for IEC 61508-2 and 61508-3
safety requirements, we identified the applicable clauses and
subclauses for the use case and evaluated the time needed for
compliance checks in both manual and automated methods.

The data shown in Figure 9 presents the individual
times required for each safety and security compliance
requirement. In conclusion, for safety compliance, the
manual process required 9.9 hours, while the automated
process took 4 hours. For security compliance, the manual
process took 4.75 hours, and the automated process required
2.62 hours.

2) RISK EVALUATION
Based on the Table 6, Before the risk controls, likelihood
of security issues reveals that Tampering and Spoofing
have a high chance of occurring, with Tampering likely in
8 instances and Spoofing in 6, indicating that these should
be key areas for mitigation efforts. Denial of Service (DoS)
and Information Disclosure also present high likelihoods,
highlighting the need for their inclusion in security plan-
ning. For safety, the Operational category emerges as a
primary concern, marked likely in 15 cases, emphasizing its
high priority. Asset/Infrastructure is similarly significant,
with 12 occurrences marked as likely, underscoring the
importance of protecting infrastructure and critical assets.
Regulatory/Legal and Personal Safety concerns also show
balanced potential risks. Regarding consequences, the major-
ity of security issues fall under Major (4) severity, pointing
to the need for urgent attention and mitigation, with some
Catastrophic (5) incidents requiring immediate response.
While Moderate (3) security concerns are fewer, they
should still not be ignored. In terms of safety, Minor (2)
issues are most frequent and typically have limited con-
sequences but should still be addressed to prevent escala-
tion. Moderate (3) safety concerns are more serious and
require prompt intervention to mitigate risks to personnel or
operations.

C. IEC 62443-3-3 COMPLIED REQUIREMENTS
In IEC 62443-3-3, SRs define the broad security objectives
for the overall system, while FRs specify the detailed
technical functionalities required to achieve these objectives.
Based on the overall security compliance of each FR,
we assessed how many SRs have been fulfilled for each use
case. The compliance results are as follows: FR 1 (2 out of
13), FR 2 (1 out of 12), FR 3 (4 out of 9), FR 4 (1 out of 3),
FR 5 (2 out of 4), FR 6 (2 out of 2), and FR 7 (5 out of 8),
as illustrated in Figure 10. In OT, security is often prioritized
based on the AIC (Availability, Integrity, and Confidentiality)
triad. This prioritization is reflected in the implementation
of security requirements, confirming the importance of the
AIC triad in the OT environment, with Availability (FR 7) at
62.5%, Integrity (FR 3) at 44.4%, and Confidentiality (FR
4) at 33.3%.

VI. CONCLUSION
In this work, we proposed and demonstrated a tool-based
methodology to ensure compliance in the OT environment
and evaluate risks. This process helps to determine whether
the proposed SIL and SL levels are sufficient to manage
the identified risks and whether proactive SIL/SL levels are
necessary to further protect the system. Additionally, the
methodology provides clear guidance for decision-making
in cases where risks are deemed unacceptable and offers
a way to define the overall level of safety and secu-
rity in the system. Furthermore, we discussed how the
application-based approach can be adapted and integrated
into existing model-based evaluation frameworks, such as
OWL and AutomationML. The study also provides insights
into the efficiency gains achieved through methodology,
demonstrating a significant reduction in processing time by
83.72%. It highlights the time savings in compliance checks
and the identification of critical security and safety risks.
The IEC 62443-3-3 Compliance section offers a quantitative
assessment of how many SRs are fulfilled by each FR, while
also illustrating how the AIC triad (Availability, Integrity, and
Confidentiality) guides the prioritization of securitymeasures
within the OT environment. While this methodology offers
several advantages, it also has some limitations:

• Platform Dependence: The application may rely on
a Windows-based infrastructure, which could limit its
usability. However, we aim to enhance compatibility in
future iterations.

• Complexity Management: Developing accurate OT
infrastructure system models can be challenging, espe-
cially for large-scale or highly dynamic systems.Manag-
ing this complexity may necessitate simplifications that
impact evaluation fidelity.

• Data Dependency: System models may depend on
data for calibration, validation, or parameter estimation.
Limited or biased data can undermine the accuracy and
reliability of the model, affecting safety and security
evaluation outcomes.

• Resource Constraints: Constructing and simulating
complex system models often demands substantial
computational resources, scalable solutions, specialized
third party software, and expertise. Resource limitations
can impede the feasibility of model-based evaluations,
particularly for small teams or organizations with
restricted resources, which might open another security
breach point.

• Human Bias: Risk evaluation and decision-making
processes can be influenced by cognitive biases, sub-
jective judgments, or inconsistencies among evaluators.
These biases may affect model interpretation, risk pri-
oritization, and further mitigation strategies, potentially
impacting the overall reliability of assessments.

Considering the overall proposed methodology, the ‘‘fail
fast, fail often’’ mindset aligns with compliance processes
by promoting continuous evaluation and enabling prompt
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resolution of issues. In case of evaluation of both critical and
non-critical infrastructure, the basic methodology remains;
however, the system components within the infrastructure
may vary. Common asset components (e.g., SCADA, PLCs,
and sensors) remain unchanged, while distinct asset compo-
nents (e.g., transformers and substations in electrical grids,
pumps, valves, and filtration systems in water treatment
plants) may require modifications. In this context, there is
a need for refinement at the OT system meta-model and
GUI application level to define new components, along with
ensuring standard compliance process specific to that system
infrastructure is followed. This approach helps streamline
safety and security compliance processes, as failures during
evaluations provide actionable insights into areas requiring
improvement. In future work, it would be interesting to
explore how the presented methodology performs in complex
environments with a high number of assets, distributed
systems, and real-time infrastructure. Based on the results,
refining the methodology to accommodate not only the needs
of Small andMedium-sized Enterprises (SMEs) but also large
industries would be valuable.
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