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Abstract

The purpose of the iron blast furnace is to chemically reduce and physically convert iron
oxides to metallic liquid iron. Being invented centuries ago, this process was continuously
improved, �nally arriving at nowaday's e�cient process. Even though today various
routes for iron production are available, the blast furnace still states the major route for
production of hot metal, worldwide the percentage of hot metal production estimates to
approx. 95 %.
Besides iron bearing materials, �ux and hot blast an essential feed necessary to operate

a blast furnace is metallurgical coke that is fed on top of the furnace together with
ores and various additives. Coke serves as a reaction partner for the reduction of iron
oxides to produce metallic iron. Additionally to that it also forms a slowly descending
porous supporting pillar that allows liquid hot metal and slag to trickle downwards,
while gases injected via tuyères near the bottom of the furnace �ow upwards to be
withdrawn from the top of the shaft. The iron producing industry attempts to reduce coke
rates in order to decrease the overall consumption of energy and primary raw materials.
A promising strategy to lower coke consumption is to inject auxiliary carbon carriers via
lances positioned in the tuyères in order to partially substitute coke. In the vicinity of
the tuyère opening, the injected material is partially oxidized, delivering a share of the
heat necessary to melt iron ores and for endothermic reactions. For optimal utilization
a maximal conversion degree is desired in this zone.
This work aims to investigate the conditions near the tuyères at direct injection of

auxiliary reducing agents. Due to the extreme conditions, experimental observation of
operating blast furnaces is very di�cult and therefore quite limited. The alternative
chosen here is to apply the methods of computational �uid dynamics. Models have been
developed to describe conversion of metallurgical coke and injected alternative reducing
agents such as waste plastics, liquid hydrocarbons, pulverized coal and natural gas in
the blast furnace raceway. The code is based on the solver ANSYS FLUENT®. The
speci�c functionality necessary to describe the blast furnace process was implemented
by introducing user-de�ned subroutines that were compiled and linked to corresponding
solver interfaces. Right in front of the tuyère opening, a cavity is formed by hot blast
injection at high speed. The shape of this so-called raceway is introduced based on
a porous media approach avoiding the high computational e�ort of a more detailed
formulation of multiphase �ow. A new method was implemented that introduces an
additional computational grid where conservation equations are solved for metallurgical
coke. Consequently, this approach accounts not only for the gas �ow in the blast furnace,
but also aims at the examination of the movement and thermochemical conversion of the
bed of solid coke particles. Reaction mechanisms were implemented to calculate the high
temperature conversion of injected materials, homogeneous gas-phase reactions as well as
coke utilization by heterogeneous reactions. By introducing proper addressing routines
between the grid zones, the solver can also be run in parallel. This allows for the solution
of �ow problems in complex geometries in acceptable calculation times.
The successfully validated simulation model was applied to blast furnace A, operated

by voestalpine Stahl GmbH in Austria. This unit is equipped to utilize a wide range
of alternative reducing agents including heavy fuel oil, crude tar, natural gas, processed
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waste plastics and pulverized coal. The introduction of waste plastics o�ers the promising
opportunity to chemically recycle the material and also to utilize the energy contained
in the hydrocarbons.
According to the modeling results, the liquid hydrocarbon spray is readily evaporated

and consumed right within tuyère and raceway core in the time frame of several milli-
seconds. Processed waste plastics are injected in size classes in the range of several
millimeters, whereby a di�erent thermal behavior is provoked: The internal temperature
pro�le of plastics is strongly inhomogeneous, thermolysis is restricted to zones near the
particle surface. Consequently, plastic particles pass the raceway cavity, therefore thermal
utilization takes place in regions with low oxygen partial pressures and gasi�cation is
favored. The residence time of plastic particles prior to full gasi�cation was found to
be in the order of several seconds. Devolatilization of injected coal particles is �nished
before the raceway boundary is reached. Due to the high stoichiometric oxygen demand
for combustion of volatiles, endothermic gasi�cation reactions are of high importance
as oxygen partial pressures are low in the surroundings of the remaining char particles.
According to the modeling results, approx. 80 % of the injected coal feed is converted in
the raceway cavity.
The developed modeling tool o�ers the opportunity to study the conditions in the

vicinity of blast furnace tuyères at varying operating conditions and geometric setups,
delivering detailed insight to processes during feed utilization without the need for costly
experimental observation. The results contribute to a better understanding of the pro-
cesses, supporting the e�orts to further decrease emissions and consumption of primary
resources.
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Kurzfassung

Hochöfen werden betrieben, um �üssiges Roheisen durch chemische Reduktion und phy-
sikalische Umwandlung von Eisenerzen zu gewinnen. Bereits vor Jahrhunderten wur-
de dieses Prinzip der Eisenproduktion gefunden � seither wurde die Technologie stetig
verbessert und zum heutigen e�zienten Hochofenprozess weiterentwickelt. Heutzutage
stehen alternative Prozessrouten zur Verfügung, weltweit läuft mit ca. 95 % des Rohei-
senvolumens der überwiegende Groÿteil der Roheisenproduktion aber noch immer über
den Hochofen ab.
Zusammen mit eisenhältigen Erzen, Schrottfraktionen und Schlackebildnern wird mit

metallurgischem Koks ein weiterer wesentlicher Einsatzsto� dem Hochofen zugeführt.
Dieser dient als Reaktionspartner zur Reduktion der oxidischen Eisenverbindungen und
hat auch die wichtige Aufgabe, im Hochofen eine poröse Schüttung auszubilden. In den
Hohlräumen �ieÿen geschmolzenes Eisenoxid, Roheisen und Schlacke langsam nach unten
zur Herdzone, während mit dem Heiÿwind eingebrachte Gase aufwärts strömen und oben
als Gichtgas abgezogen werden. Die Eisenindustrie ist bestrebt, den spezi�schen Koks-
bedarf zu senken, um den Verbrauch an primären Rohsto�en und Energieträgern zu re-
duzieren. Eine e�ziente Methode stellt den Eintrag alternativer Kohlensto�träger durch
Eindüsung über Lanzen in den Blasformen dar, um so einen Teil des Kokses zu ersetzen.
Diese Einsatzsto�e werden im Bereich vor den Blasformö�nungen teilweise oxidiert und
decken so einen Teil des Wärmebedarfs für endotherme Reaktionen und Schmelzprozesse.
Damit eine optimale Verwertung statt�ndet ist eine möglichst vollständige Umsetzung
in diesem Bereich erforderlich.
Ziel der vorliegenden Arbeit ist die Untersuchung der Bedingungen im Bereich der

Blasformen bei Eindüsung alternativer Reduktionsmittel. Experimentelle Studien sind
aufgrund der extremen Bedingungen in Hochöfen nur eingeschränkt möglich. Die hier ge-
wählte Alternative beruht auf der mathematischen Modellierung mit den Methoden der
numerischen Strömungssimulation. Dazu wurden Modelle zur Beschreibung des Hoch-
ofenprozesses im Bereich der Heiÿwindeindüsung entwickelt. Besonderes Augenmerk lag
auf der Abbildung der thermochemischen Umsetzung von metallurgischem Koks und ei-
ner Reihe alternativer Reduktionsmittel wie Kunststo�abfallfraktionen, Schweröl, Kohle-
staub und Erdgas. Das Simulationsprogramm wurde aufbauend auf den �nite Volumen-
Solver ANSYS FLUENT® entwickelt. Die spezi�sche Funktionalität zur Modellierung
des Hochofenprozesses wurde durch Erweiterung des Gleichungslösers um benutzerde-
�nierte Programmroutinen eingeführt, welche kompiliert und an den entsprechenden
Schnittstellen in den Lösungsalgorithmus eingebunden wurden. Durch das Einblasen
des Heiÿwindes mit hohen Geschwindigkeiten wird im Hochofen unmittelbar vor den
Blasformen jeweils ein Hohlraum gebildet. Im Modell wird die Form dieser sogenannten
Raceway über Porositätsmodelle abgebildet, wodurch der wesentlich höhere Rechenauf-
wand detaillierterer Mehrphasenmodelle vermieden werden kann. Eine neue Methode zur
Beschreibung der Mehrphasenströmung wurde implementiert: In dieser wird ein weite-
res Rechengitter eingeführt, auf welchem die Bilanzgleichungen für metallurgischen Koks
gelöst werden. Es wird also nicht nur die Gasphase im Hochofen betrachtet, sondern
auch die Strömung und thermochemische Umwandlung der Kokspartikel berechnet. Re-
aktionsmechanismen wurden eingeführt, die die Umsetzung der eingedüsten alternativen

iii



Reduktionsmittel, homogene Gasphasenreaktionen und heterogene Reaktionen der Koks-
phase beschreiben. Eine spezielle Adressierungsroutine zwischen den beiden Gitterzonen
ermöglicht es, den Solver zu parallelisieren. Dadurch ist es möglich, auch die Strömung
in komplexen Geometrien in vertretbaren Rechenzeiten zu berechnen.
Das validierte Simulationsmodell wurde auf den Hochofen A angewendet, betrieben von

voestalpine Stahl GmbH in Österreich. Dieser Hochofen kann mit einer breiten Palette al-
ternativer Reduktionsmittel wie Schweröl, Teere, Erdgas, Kunststo�abfallfraktionen und
Kohlestaub beaufschlagt werden. Die Verwertung von Kunststo�abfällen ermöglicht es,
diese Kohlenwassersto�e chemisch wiederzuverwerten und gleichzeitig auch deren Ener-
gieinhalt zu nutzen.
Den Simulationsrechnungen zufolge werden eingedüste �üssige Kohlenwassersto�e

durch Ausbildung eines feinen Sprühnebels vollständig im Bereich der Blasform und
innerhalb der Racewayzone in Verweilzeiten im Bereich von Millisekunden verdampft.
Kunststo�partikel werden auf Gröÿenverteilungen von einigen Millimetern aufbereitet,
wodurch beim Einblasen in den Hochofen ein stark inhomogenes Temperaturpro�l inner-
halb der Partikel induziert wird. Die Erwärmung bleibt auf einen engen Bereich nahe der
Partikelober�äche beschränkt, Thermolyse �ndet nur hier statt. Aufgrund deren Gröÿe
durchqueren die Kunststo�partikel die Raceway mit dem eingeblasenen Heiÿwind, die
Zersetzung �ndet daher vermehrt in Bereichen statt wo Sauersto�partialdrücke niedrig
sind und daher bevorzugt Vergasungsreaktionen ablaufen. Bis zur vollständigen Umset-
zung liegen die für die Kunststo�partikel berechneten Verweilzeiten im Bereich einiger
Sekunden. Beim Eintrag gemahlener Kohle werden die �üchtigen Bestandteile der Kohle
vollständig freigesetzt, bevor die Partikel die Racewaygrenze erreicht haben. Die Flüch-
tigen weisen bei deren Umsetzung einen hohen stöchiometrischen Sauersto�bedarf auf.
Die Sauersto�partialdrücke in der Umgebung der nach der Pyrolyse verbleibenden Koks-
rückstände sind daher niedrig und Vergasungsreaktionen durch CO2 und H2O spielen
eine wichtige Rolle bei der Umsetzung. Den Berechnungen zufolge werden bei den unter-
suchten Eindüsraten ca. 80 % der eingeblasenen Kohle innerhalb der Raceway umgesetzt.
Das entwickelte Hochofenmodell ermöglicht es, die Bedingungen in der näheren Um-

gebung der Blasformö�nungen bei verschiedenen Betriebsbedingungen zu berechnen und
diese zu vergleichen, ohne dass aufwändige experimentelle Untersuchungen angestellt
werden müssen. Es kann so ein detaillierter Einblick gegeben werden, der zu einem bes-
seren Prozessverständnis führt und so zu einer weiteren Reduktion von Emissionen und
Primärenergieverbrauch beitragen kann.
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1 Introduction

The development of the human civilization was strongly in�uenced by iron and steel,
being broadly used e.g. in agriculture, construction, households, medicine and of course
machine building. Thus, besides coal and cotton, steel is one of the principal materials
upon which the industrial revolution was based [1]. Still steel is one of the most important
materials used in construction work, industry and daily life products. After the oil crisis
(1974 to 1976, caused by an oil embargo by OPEC-states in 1973), the annual production
of crude steel more or less stagnated until the 1990s. Since then, the steel production
has increased considerably [1, 2, 3]. Up to now, the world-wide steel demands are still
growing (see �g. 1.1). The main reason for increase in production rates in the last decade
is the rapid economic development in China (see the charts in �g. 1.2).

 0

 500

 1000

 1500

 1880
 1900

 1920
 1940

 1960
 1980

 2000
 2020

cr
ud

e 
st

ee
l p

ro
du

ct
io

n 
[1

06  t]

year

europe world

Figure 1.1: Annual crude steel production (data source: [1]).

Worldwide, in total 1513 · 106 tons of crude steel were produced in the year 2011, of
which 570 · 106 tons originated from recycling of scrap. Therefore, almost 40 % of the
annual steel demand is covered by reuse of valuable ferrous scrap, allowing for the overall
reduction of CO2 emissions by 58 %, as compared to steel production from primary
resources alone [4, 5]. To cover the needs, the gap of steel demands has to be closed by
steel production from primary resources.
In the earth crust, following oxygen, silica and alumina, iron is the fourth most abun-

dant element with a share of approx 4.7 %w/w. Therefore, after alumina, iron is the
secondly most existing metal in our environment. Most of the iron is bound in oxides
and is available as iron ore. Only a minor number of the known iron-containing minerals
are feasible for economically e�cient production of hot metal [3]. Most important for the
production of raw iron from ores are hematite (Fe2O3) and magnetite (Fe3O4). These
oxides are found in the crust in di�erent kinds of ores with an average iron content of
60− 65 % [6].
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Figure 1.2: Iron produced in blast furnaces in selected regions in the world,
left: Austria, right: worldwide (data source: [6]).

The principle of iron production is based on the reduction of iron oxides contained in
the ores using carbon as a reducing agent. 98 % of the mined ore is �nally processed
to steel, whereas undesired elements such as phosphorus, sulfur, oxygen and hydrogen
are removed to concentrations below 0.1 % and also the carbon content is reduced to
values below 2.06 % [6, 7]. Furthermore, alloy elements such as e.g. chromium, nickel
and manganese are added to produce steel qualities with various properties according to
the needs.
Raw materials that are necessary for the hot metal production are iron bearing mate-

rials (ores and/or scrap) and fuels to supply heat needed for reactions and melting pro-
cesses, mainly originating from fossil sources such as coal, oil and natural gas. Auxiliary
agents are necessary to achieve stable process characteristics. These are primarily slag
formers (�ux, e.g. limestone CaCO3, dolomite CaMg(CO3)2, olivine (Mg, Mn, Fe)2[SiO4],
calcium �uoride CaF2, silica SiO2).
Currently, most of the world-wide commercial raw iron production is done applying

either the blast furnace process, direct reduction of iron ore or smelting-reduction pro-
cesses.

Blast furnace processes still state the major route for ironmaking from iron ore with
a percentage of hot metal production of approx. 95 % [1, 8, 9, 10]. This is also
based on the fact that the technology was invented more than 500 years ago and
has continuously evolved, resulting in an energy and resource e�cient technology
to produce raw iron. The process is very stable, a wide range of metallic feedstock
can be processed in the blast furnace, also allowing for the reuse of various recycled
charges including scrap and by-products of iron and steel processing plants. How-
ever, iron-bearing material (lump iron ore, sinter and pellets) has to be charged in
well-de�ned form concerning e.g. particle sizes to ensure proper melting character-
istics. This arises the need for the installation of sinter or pelletizing plants that
produce larger particle fractions from iron bearing materials with very low particle
sizes.
Moreover, the main reducing agent used in blast furnaces is coke. The operation
of coke plants arises some challenges related to environmental as well as economic
issues, but the introduction of alternative reducing agents to substitute coke allows
to signi�cantly reduce coke consumptions rates (see also �g. 1.8) [1, 11].

Alternative production routes for hot metal have been developed to overcome aforemen-
tioned shortcomings of the blast furnace, namely the direct reduction (DR) and smelting
reduction (SR) processes. These relatively new technologies have in common to entirely
replace coke as the main reducing agent by other carbon carriers.
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Figure 1.3: Overview of major steel production technologies [1].

Smelting reduction processes produce hot metals from iron ores avoiding the use of
coke as a raw material. The overall production process is split in two units: �rst,
iron ore is heated and reduced to an extent of 90 % by gases, mainly CO and H2,
delivered from the second unit [7]. The produced metallic foam is then fed to the
second unit, where the solid material is molten, fueled by partial combustion of
coal. Commercially available technologies of this type are Corex® and Finex®

processes. The separation of reduction and melting of the iron ore allows for the
usage of a broad range of coal qualities; produced raw iron qualities are comparable
to blast furnace pig iron. In smelting reduction processes large quantities of o�-gas
with comparatively low heating value are produced, to a great extent local reuse
of these waste gases is responsible for the environmental successful implementation
of this technology [1].

Direct reduction of iron ore is limited to processing of high-grade ores (e.g. 68 % iron
and 27 % gangue). Iron oxides are reduced to the metallic form in the solid state
using natural gas as the main fuel that is partially converted to carbon monoxide
and hydrogen in the process. At operating temperatures below 1050 °C iron oxides
are directly reduced by the gaseous reducing agents, leaving a sponge-like iron
structure with considerable contents of gangue residue (3 − 6 %) that is mainly
used as a feedstock for steel production in electric arc furnaces [1].
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1.1 The blast furnace process

As discussed in the previous chapter, iron production is mainly done via the blast furnace
process; alternative processes such as DRI or SR are of minor importance. This is also
due to the fact, that deep knowledge was achieved during the long history of the blast
furnace process. The eldest known blast furnace dates back to the 1st century BC and was
operated in China. In Europe (Lapphyttan, Sweden), �rst blast furnaces are dated back
to the medieval times in between 1150 and 1350. It is not clear, whether the knowledge
of iron production was brought from China to Europe or was invented independently. In
the early furnaces iron ore was heated in simple clay ovens using large speci�c amounts
of charcoal (about 100 kg charcoal/kg iron [12], compare today: 0.4 kg coke/kg iron [2]). Since
the early 17th century, by reaching higher temperatures, iron smiths were able to directly
produce molten iron [13].
The quality of raw iron was signi�cantly increased in the 18th century. While the

direct usage of coal in the blast furnace resulted in iron of low quality (very brittle due
to the sulfur contained in the coal, as discovered later), coal pretreatment in an oxygen-
free environment released the sulfur content to the air, providing the sulfur-free fuel and
reducing agent coke. Therefore, expensive charcoal could be replaced by coal as a primary
resource, reducing progressive deforestation of woods and, as wood has become a strategic
raw material in Europe, also the cost of iron production was decreased drastically. By
implementing a batch process and using coke instead of charcoal, iron production in
the blast furnace arrived at the technology that is used today (�rst true blast furnace
utilizing coke: 1735 in Britain [14]). Later on, the trend to reduce production costs was
put forward by increasing the scales in which iron was produced.
By invention of the Bessemer Converter in 1856, mass production of steel from carbon-

saturated raw iron was possible in an e�cient way, increasing the productivity by a factor
of 70 [14]: Liquid pig iron is fed to the converter, where by injection of air the carbon
contained in the liquid iron is oxidized and removed as CO and CO2, leaving an ideal
input-material for the steel reforming process [15].
From the viewpoint of general process characteristics, the blast furnace represents a

continuously operated counter-current �ow reactor that is fed on the top alternately with
coke, iron-bearing materials and �ux, forming a layered structure. Following gravitational
forces, the burden slowly moves downwards, thereby being subjected to physical and
chemical processes at continuously rising temperatures. The shape of the shaft promotes
this movement of solid matter. The boundary of a blast furnace is made of steel with
cooling systems and special refractory lining and is either self-supporting or mounted on a
special construction framework. In the so-called cohesive zone iron oxide and gangue are
molten. Below this zone, coke is the only material remaining solid, forming a supporting
pillar. Molten raw iron and slag trickle through the cokebed towards the bottom of the
blast furnace and are collected in the crucible, being alternately drained via di�erent
tapping holes. Therefore, metallurgical coke needs to comply with certain requirements
such as conditioned particle sizes and stability against mechanical stresses to retain a
bed that is permeable for liquid iron and slag as well as ascending gases [2, 3]. In the
center of the shaft a cone-shaped coke structure, the so-called dead man is built up. The
coke in the dead man is continuously renewed and provides for the dissolution of carbon
in liquid metal.
The pig iron is saturated with approx. 4.5 %w/w carbon dissolved from the coke bed,

resulting in a decrease of the melting point of iron from 1534 °C to 1150 °C due to the eu-
tectic composition (Fe−Fe3C phase diagram). Blast furnace slag consists of nonmetallic
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Figure 1.4: Overview of zones and gas �ow in the blast furnace.

substances resulting from gangue and �ux, mainly being composed of silicates, alumi-
nosilicates and calcium-alumina-silicates [12]. The slag phase also takes the role to absorb
much of the sulfur content as well as other undesired elements from charged materials.
Just above the hearth crucible, hot blast as well as additional reducing agents and

fuels are injected via circumferentially arranged tuyères. The blast is in principle heated
air, often increased in oxygen content to enhance the furnace productivity. It is injected
at very high velocities and often elevated pressures, consequently forming a cavity in the
cokebed, the so-called raceway, that will be discussed in more detail in chapter 1.2.
Injected fuels react with the introduced oxygen. Heat of combustion reactions deliver

part of the heat required for warming and melting the burden materials as well as heat
for endothermic reduction reactions. Eventually, reducing gases CO and H2 are formed
which ascend through the stack, thereby extracting oxygen from the ores. Excess gas is
withdrawn at the furnace top, cleaned and reused in the integrated steel plant e.g. for
heating purposes.
The principle of the iron oxide reduction reaction can be written as [3]:

FeOn −−→ Fe + nO |R 1|

While iron oxides are reduced to raw iron, reducing agents are oxidized:

nO + n(C, H2, CO) −−→ n(C, H2, CO)O |R 2|

As a general understanding of the blast furnace process, several stages of iron oxide
reduction are reported. In the upper zones, relatively low temperatures below 1000 °C
are present. In this region, reduction of iron oxides mainly takes place via CO:

3Fe2O3 + CO −−→ 2Fe3O4 + CO2 (at temperatures above 500 °C) |R 3|

Fe3O4 + CO −−→ 3FeO + CO2 (600− 900 °C) |R 4|
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Figure 1.5: Temperature and reduction pro�les in the blast furnace (adapted
from [2]).

FeO + CO −−→ Fe + CO2 (900− 1100 °C) |R 5|

The reduction step from hematite Fe2O3 to magnetite Fe3O4 (reaction R 3) proceeds fast
and therefore plays a minor role in the overall rate of reduction [2]. R 3 and R4 together
with R5 are called indirect reduction reactions.
Modern blast furnace operation often includes the injection of auxiliary reducing agents

that are broken down according to the following general reaction equation:

CnHm +
n
2

O2 −−→ n CO +
m
2

H2 |R 6|

Hydrogen is formed as a product from combustion reactions and steam gasi�cation of
coke:

CH4 + 1.5O2 −−→ CO + 2 H2O |R 7|

H2O + C −−→ CO + H2 |R 8|

Therefore, iron oxide reduction reactions with H2 as reaction partner take place [16],
particularly at temperatures above 1000 °C [12]:

3Fe2O3 + H2 −−→ 2Fe3O4 + H2O |R 9|

Fe3O4 + H2 −−→ 3FeO + H2O |R 10|

FeO + H2 −−→ Fe + H2O |R 11|

Reactions R 3 to R 5 are exothermic, while the reduction with hydrogen, reactions R 9
to R 11, are of endothermic nature. In zones with elevated temperatures, besides indirect
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reduction also reactions between liquid wustite FeO and solid carbon take place:

FeO + C −−→ Fe + CO |R 12|

This reaction is called �direct reduction�. In a typical blast furnace, approx. 35% of total
ore reduction takes place via this route [12].
In the furnace, charged limestone is calcined to react with nonferrous oxides (mainly

alumina and silica oxides) that is contained as gangue in the iron ore to be withdrawn
as molten slag (in practice, slag is a much more complex compound, including various
other ions such as Na, Mg and K):

CaCO3 −−→ CaO + CO2 (above 870 °C) |R 13|

2 CaO + Al2O3 + SiO2 −−→ Ca2Al2SiO7 |R 14|

Also unwanted sulfur that is mainly charged via coke reacts with calcium oxide and is
bound chemically to avoid dissolution in pig iron:

S + CaO + C −−→ CaS + CO |R 15|

1.2 Tuyère, raceway zone

Hot blast is injected into blast furnaces via up to 42 [1] circumferentially arranged tuyères.
The high injection velocity clears a cavity in the coke bed in front of each of the tuyères.
The bottom of this cavity is formed by a �rm region of lump coke, while the top boundary
is rather loosely packed, leaving space for the hot blast to emerge into the coke bed.
Coke particles released from the upper boundary continually fall into the cavity, being
consumed via combustion reactions with the often oxygen-enriched hot blast. Of interest
is the shape of the raceway concerning e.g. its length, determining the penetration depth
of auxiliary reducing agents into the coke bed. The raceway shape is in�uenced by
injection characteristics (velocities, temperature and gas pressures) as well as by injection
of alternative reducing agents and mechanical loads by burden [17, 18]. Furthermore,
size and shape of the raceway cavity are also a�ected by hysteresis phenomena [19].
Due to the hostile conditions in the raceway zone (high temperatures and gas ve-

locities) as well as spatially restricted access to the cavity (small tuyère cross-sectional
area), experimental investigation at working blast furnaces poses a signi�cant technical
challenge [20]. Of special interest are the size and location of the cavity and raceway
formation dynamics at di�erent operating conditions considering blast and fuel injection
rates. Experimental techniques to study raceway formation partly relies on the examina-
tion of stopped reactors, where porosity pro�les can be determined by probing through
the tuyères [21, 22].
Raceway shapes in active furnaces were more recently studied applying microwave

measurement techniques, delivering the raceway depth and therefore the reach of injected
blast [23, 24]. This measurement concept is based on the interaction of electromagnetic
radiation with the various matter and phases occurring in the blast furnace, changing
the polarization and pattern of wave modulation in characteristic ways. The advantage
of using microwaves is the possibility to penetrate dust and fumes and is therefore well
�tted for usage in such environments. Radar technology can be used in a similar manner
and is also regularly applied on the stock level of blast furnaces, giving data for burden
distributions.
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 EINLEITUNG 
 

 11

Zum Beispiel ist schon lange bekannt, dass Kokspartikel im Bereich der Raceway zirkulieren. 
Nichtsdestotrotz sind jedoch auch gegenteilige Beobachtungen gemacht worden. Es wurden 
Versuche durchgeführt (Greuel et al., 1974), die zeigten, dass die Koksbrocken nicht in der 
Raceway zirkulieren, sondern sofort vor der Windformöffnung in die Strömung des 
Heißwindes geraten und gegen das Zentrum des Hochofens beschleunigt werden. Es konnte 
keine Zirkulation an der Wand des Hochofens beobachtet werden. Deswegen existieren zwei 
verschiedene Ansichten der Raceway (Hillnhütter et al., 1975). Erstens, dass die Raceway 
kugelförmige Gestalt besitzt wobei die Kokspartikel teilweise zirkulieren und zweitens, dass 
eine nach oben gerichtete nicht kugelförmige Gestalt jegliche Zirkulation verhindert (siehe 
auch Abbildung 1.10). Weitere Messungen und Untersuchungen sind mittels Kalt- und 
Heißmodellen sowie an experimentellen und kommerziellen Hochöfen durchgeführt worden 
(Inatani et al., 1976; Nakamura et al., 1977, 1988; Kase et al., 1980; Hatano et al., 1981; 
Nishi et al., 1982; Okhotskii, 2001). 

(a) 

 

(b) 

Abbildung 1.10: Ansichten über die Ausbildung der Raceway anhand der Bewegungen der Kokspartikel,  
(a) Modell einer kugelförmigen Raceway mit Kokspartikelzirkulation, (b) Modell einer nach oben 
gerichteten Raceway ohne Zirkulation 

 

1.2.4 Eindüsung von Hilfsstoffen 
Um die Leistung des Hochofens zu steigern und um Kosten zu sparen, wurden bereits in den 
60er Jahren des letzten Jahrhunderts Untersuchungen dazu gemacht, verschiedene 
Reduktionsmittel in den Hochofen einzudüsen (Wild, 1967). Agarwal (1963) verglich die drei, 
bei der Eindüsung verwendeten Hauptreduktionsmittel Erdgas, Öl und Kohle. Er fand heraus, 
dass aufgrund des hohen Heizwertes, Erdgas die größte Effizienz aufwies, in Bezug auf das 
Verhältnis eingedüste Menge Erdgas zu eingespartem Koks. Nichtsdestotrotz erreicht aber 
Kohle insgesamt das größte Einsparungspotential von Koks. Aufgrund der freiwerdenden 
Energie besitzt Erdgas jedoch die bessere feuchtigkeitsentziehende Eigenschaft für den 
eingebrachten Heißwind, gefolgt von Öl. Auch wirtschaftliche Vergleiche wurden angestellt 
um eine Kostensenkung zu ermöglichen (Agarwal et al., 1992). Neben den direkten 
Eigenschaften der Reduktionsmittel spielen jedoch noch andere Faktoren eine sehr 

Figure 1.6: Reported main possibilities for raceway formation in the context
of coke particle movement. Left: Circulation of coke particles,
right: Raceway directed upwards, no coke recirculation [17].

Two basic possibilities of coke movement in the injection zone are reported: At speci�c
operating conditions, a certain �ow regime with rapidly hurtling coke particles is formed
in the raceway that features circulating movement of coke particles in the cavity, driven
by the injected blast [20, 25]. By breaking up coagulates, this motion provides for low
particle attrition rates, therefore improving coke reactivity � however, this comes at the
cost of higher rates of mechanical coke breakup. Cold model experiments [18, 26] showed
a circulating movement of tracer particles. Near the upper boundary of the tuyère nose,
coke particles from the coke bed enter the stream of hot blast. The particles are rapidly
transported towards the tip of the raceway cavity, where particles move upwards; at the
top of the raceway, coke particles move in the lateral direction towards the tuyère, and
�nally after descending vertically re-enter the jet of hot blast (see the illustration on the
left side in �g. 1.6).
A circulating movement of coke particles was also reported from experimental obser-

vation of an operating blast furnace using an endoscope in a water-cooled tuyère probe
(purged with nitrogen to avoid contamination of the tip glass) in combination with a high
speed camera at 3000 frames/s [25]. It was found that much more coke enters the raceway
zone than can be combusted via the amount of oxygen injected, calculated based on com-
bustion/gasi�cation stoichiometry. It was concluded that a circulating coke movement
in the tuyère zone is responsible for residence times high enough to consume the coke;
the amount of coke recirculated depends on the blast rate.
However, contrary to the above explained circulating movement forming a rather spher-

ical raceway, also upwards penetrating cavities (see �g. 1.6, right side) without any re-
circulation was reported [27]. Again, the combination of water-cooled endoscope and
high-speed imaging technology was used on a working blast furnace. It was found that
directly in front of the tuyère coke dropped into the blast jet and was accelerated towards
the center of the furnace, where the coke was deposited and combusted.
Hilton and Cleary [20] examined the raceway formation by means of coupled Discrete

Element and Navier�Stokes numerical simulations, concluding that the dynamics of cav-
ity development is strongly in�uenced by particle shape and blast inlet velocity. Above
a critical inlet gas velocity that also depends on the coke bed pressure [20, 28], the �ow
regime of solid coke particles in the raceway zone showed a transition from static to
circulating.
Besides coke, also alternative reducing agents and fuels injected via lances in the tuyères

are consumed to a great extent in the raceway zone [29]. The locally concentrated
release of conversion products (mainly CO2 and H2O) results in the maximum CO2

concentrations found in the blast furnace (see �g. 1.7). The gases are transported to
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Figure 1.7: Exemplary gas-phase species pro�les in the vicinity of the tuyère
opening (adapted from [2]).

the inner zones of the blast furnace and move through the porous structure of the coke
bed, also passing liquid raw iron and iron oxides. CO2 further reacts with coke via the
Boudouard reaction to form CO. Consequently, coke is consumed in the raceway zone,
causing the whole bed of burden to move downwards continuously [30]. The raceways
are of major importance for stable operation of the whole blast furnace, because the
hot blast is distributed into the coke bed in these regions [31]. Furthermore, injection
of alternative fuels and reducing agents have to be well-designed to provide for e�cient
utilization of the carbon carriers.

1.3 Injection of auxiliary reducing agents

First attempts to decrease coke rates by usage of auxiliary reducing agents date back
to the 1950s. The aim of these e�orts is to increase the blast furnace performance and
productivity at concurrent reduction of coke consumption. Furthermore, the reduction
of coke rates directly lowers the environmental impact of iron production facilities. In
general, the overall demand of reducing agents was drastically reduced since 1950 by a
number of measures increasing the process productivity such as:

� Ore pretreatment, enhancing the reducibility as well as pre-reduction, reduction of
gangue concentrations

� Increase of blast temperature and therefore lowering the demand for heat supply
via coke combustion

� Oxygen-enrichment of hot blast

� Increased top pressure

� Improved burden distribution

� Improved coke qualities

The average speci�c consumption of reducing agents in blast furnaces in Germany is
shown in �gure 1.8. The injection of oil was �rst tested in the 60s of the last century, coal
injection was practiced since 1985 and has increased considerably since its introduction.
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Figure 1.8: Average speci�c consumption of reducing agents in blast furnaces
operated in Germany (data source: [34]).

The main auxiliary reducing agents used are oil and coal, injected at the tuyère level
(called direct injection), but in principle a wide variety of materials might be used such
as tar, oil residues, natural gas, coke oven gas, plastics and even biomass (e.g. charcoal
in Brazil [32]).
Auxiliary reduction materials are partly oxidized in the raceway zone to provide heat

as well as reducing agents (CO and H2) for iron oxide reduction. However, up to now
there is no detailed understanding about the limits to which coke rates can be decreased.
The coke/ore ratio has to be above certain limits to assure permeability of the coke bed
for gases as well as liquid iron and slag phase [33]. Also, coke charging rates have to be set
high enough to ensure that the coke in the dead man is continuously renewed, assuring
carburization of iron and consequently lowering the melting temperature; otherwise the
blast furnace process would be changed fundamentally [2].
By direct injection of hydrocarbons or coal, the temperature in the raceway zone

decreases due to the heat of pyrolysis (breaking of C-H bonds) as compared to combustion
of coke that arrives at the raceway preheated to temperatures of about 1400 �1500 °C.
The extent of temperature decrease depends on the injected material as well as the
injection rates. Therefore, to provide for the required temperature levels to achieve
stable furnace operation, injection is usually combined with oxygen-enrichment [1, 32].

1.3.1 Oil

By direct injection of liquid hydrocarbons, also the availability of hydrogen in the blast
furnace is increased, allowing for enhanced ore reduction through hydrogen reduction
(reactions R 9 through R11), as the rate of ore reduction by H2 is higher than by CO
[10, 32]. Hydrogen is more e�ective, because the H2 regeneration reaction R8 is less
endothermic and proceeds at higher rates than CO formation through the Boudouard
reaction. Also, hydrogen and steam di�usion in the pores of iron oxide pellets is faster
as compared to the di�usion of carbon monoxide and -dioxide, further promoting the
e�ective reaction rates ([11], see also chapter 3.6.1).
The injection of liquid hydrocarbons can be achieved at rates of up to 130 kg/thm if

additional oxygen enrichment at levels of 7 − 9 % is applied [1]. Up to 1.2 tons of coke
can be replaced per ton of heavy fuel oil [35, 36]. Concerning operating costs of the blast
furnace, the oil price shows large �uctuations, stating a reason for varying feeding rates
reported in �gure 1.8.
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Important for successful utilization of oil is the atomization forming a very small
droplet regime. Otherwise, residuals of unburnt fuel may leave the oxidizing zone near
the tuyères, being later on transformed to carbon black. The soot freight in the ascending
gas might cause clogging of the voids in the coke bed or, if leaving the blast furnace with
the top gas, be carried over to the gas-cleaning system and discharged in the cleaning
water [32]. Finally, the e�ective fuel utilization is reduced by soot formation. Therefore,
great emphasis is laid on proper atomization devices (e.g. using two-�uid nozzles assisted
by pressurized steam). The installation of a dual lance con�guration allows for a higher
degree of oil combustion in the raceway zone.

1.3.2 Coal

The most commonly used auxiliary reducing agent is coal, as can be seen in �g. 1.8. This
is also due to the fact that Pulverized Coal Injection (PCI) is quite e�ective to reduce coke
consumption: 1 kg coal can replace 0.85− 0.95 kg coke [11, 37]. Most e�cient utilization
is achieved, if injected coal dust is fully gasi�ed in the raceway zone. Similar to the case
of oil utilization, unreacted coal leaving the raceway cavity may cause clogging of the
voids in the coke bed, causing problems related to the gas �ow distribution, decreasing
the reduction e�ciency and therefore blast furnace productivity.
Gasi�cation characteristics of the inserted coal play an important role. Coals with

low content of volatiles are preferred, as these types exhibit a lower tendency to caking.
Therefore, coals with higher carbon content are favored; these coals also have a higher
e�ciency in replacing coke [12]. The theoretical maximum coal injection rates via tuyères
is thought to be 270 kg/thm [1] based on thermochemical estimations and considering the
supporting function of the coke bed.

1.3.3 Plastics

In 2011, approx. 280 million tons of plastics were produced worldwide [38], and the ever
increasing demand for plastics results in an average annual increase of production rates of
approx. 9 % [11]. At the end of life of plastic products, environmental issues concerning
the further treatment of the waste material arise. Currently most of the waste plastics
are being deposited in land�lls, inducing problematic stability issues, as leaching of toxic
elements from the polymers can occur [11]. Further ways to treat waste plastics are:

Combustion Besides deposition, a part is utilized thermally in combustion facilities to
produce electricity. Proper gas cleaning systems have to be installed to avoid
the release of pollutants such as dioxins and furans. Energetic utilization is only
considered a sensible way of plastics disposal, if processes to chemically recover the
material are unavailable or economically ine�cient [39].

Recycling A better way of waste plastics treatment is to apply recycling technologies,
i.e. plastics are melted and transformed to new products. For this purpose, the
input material has to follow stringent quality criteria. This is the case only for
around 20 % of collected waste plastics [40].

Chemical recycling Another method to treat waste plastics is to operate processes that
break down the polymers into smaller molecules and use these as a feedstock to
produce new petrochemicals or plastics [39]. The utilization of plastics in blast
furnaces acts in such a way, as pyrolysis products �nally yield CO and H2 for
the reduction of iron oxide (reaction R6). Besides chemical recycling in the blast
furnace, also the energetic content is recovered and used for heating purposes.
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In principle, waste plastics can be utilized in various zones of blast-furnace based iron
production [11]:

� Carbonization by blending of coal in the coking plant

� Charging on top of the blast furnace with the burden. This is considered to increase
unwanted tar fractions in the top gas, as pyrolysis takes place in the upper zones
of the shaft [41].

� Gasi�cation outside the blast furnace and injection of the pyrolysis products at
tuyère level

� Direct injection of solid plastic matter through the tuyères

The injection of solid plastic particles via tuyères is investigated in this work. Commercial
utilization of waste plastics as auxiliary reducing agents in blast furnaces is practiced only
in few blast furnaces in Japan (since 1996) and Europe [11]. The goal of plastics injection
is to reduce coke rates. Savings might be as high as in the case of coal injection [42].
The injection of 1 kg plastics can replace about 1.3 kg of PCI coal or about 1 kg of heavy
fuel oil [11].
The quality of the feedstock (coke, waste plastics) has a major impact on the stability

of the blast furnace process as well on the raw iron quality. Plastics have considerable
energy content with calori�c values between coal and oil [43]. Important parameters that
in�uence the usage of auxiliary fuels in blast furnaces are physical properties, chemical
composition, heating values and the concentration of non-ferrous metals and inorganics
[44, 45]. The concentration of certain impurities in the feedstock is of special interest.
Chlorine that is mainly contained in polyvinyl chloride (PVC) may corrode the blast
furnace refractory lining and cause fouling and chemical corrosion in the gas treatment
system. Therefore, PVC is typically separated from the feed stream applying e.g. gravi-
tational methods, although processes to remove chlorine from plastic wastes are available
[11, 41, 42] (typically chlorine content in feed < 2 % [46]). Non-ferrous metals that are in
particular contained in automotive shredder fractions tend to reduce the quality of raw
iron (e.g. copper causes brittle steel characteristics). Also other heavy metals such as
lead and zinc are found problematic in the blast furnace process. Zinc builds up a circu-
lar �ow in the furnace shaft and reduces process economics as speci�c rates of reducing
agents increase [3]. Lead has a lower evaporation pressure and therefore accumulates
in the bottom of the furnace, lowering the productivity [11]. Hence, feedstock has to
undergo a number of preparation steps to ensure that quality requirements are met.
The method of plastic preparation in�uences the conversion characteristics in the race-

way. Generally, consumption of agglomerates is at lower rates as compared to shredder
fractions. Gasi�cation and combustion e�ciency was reported to be higher at �ner par-
ticle sizes [11]. Large particles are considered to circulate in the raceway cavity while
�ne particles are expected to leave the raceway with ascending gases. Principally, the
location of particle utilization by gasi�cation or combustion varies with particle size. The
combustion of coarse waste plastics is located deep in the raceway, but still proceeds ef-
fectively [47]. Plastic particles do not disintegrate as compared to PCI (break up of coal
particles due to rapid heating) � this is considered to be a reason for high combustion and
gasi�cation e�ciency inside the raceway. Tar fractions from plastics pyrolysis are broken
down fast, so no problem in gas cleaning systems for top-gas treatment is to be expected.
Due to the high temperatures above 2000 °C organic chlorine compounds are destroyed
and the reducing conditions in the furnace inhibit the ocurrence of dioxin formation [46].
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film plastics

solid plastics

agglomerator

crusher silo
blast furnace

tuyère

injection tank

blast furnace top gas

Figure 1.9: Schematic illustration of plastics preparation for blast furnace
injection (adapted from [47]).

Massive injection of plastic particles is possible if injectants are charged with proper
particle size distributions and preparation methods (crushed vs. agglomerated). However,
at high injection rates an issue concerning the clogging of the coke bed arises: Even
though plastics for injection typically have a low ash content, the melting point of ashes
originating from waste plastics was reported to be rather high (about 1750 °C), resulting
in the fact that deterioration of the furnace permeability may occur [48].
Of the injected plastics, approx. 63 % is utilized chemically for reduction of iron oxides,

37 % contribute to heating of the furnace [46]. Therefore, in terms of e�ciency, the
utilization of waste plastics in the blast furnace process is favorable as compared to
combustion in waste incineration plants.

1.3.4 Natural gas

Compared to other types of alternative reducing agents, the injection of natural gas re-
quires little capital investment to equip blast furnaces with pressure equalization and gas
distribution systems but still o�ers the option to considerably decrease coke consumption.
Higher hydrogen supply rates with gas contribute to increase indirect iron oxide reduction
and tend to decrease direct coke reduction rates and therefore coke consumption [10].
Coke replacement ratios were reported to be in the range of 0.9−1.15 kggas/kgcoke [36, 49].
The applicability of natural gas injection strongly depends on the current gas price,

again economics determine the attractiveness of this alternative reducing agent. Natural
gas injection rates increased in North America since the 1990s [35] and might still gain
signi�cance considering the current situation on the gas market. Due to the exploitation
of shale gas sources, average gas injection rates in blast furnaces in North America
increased from 20 kg/thm in 2009 to 60 kg/thm in 2013 [50].
Natural gas injection rates in blast furnaces are typically in the range of 40−110 kggas/thm,

injection rates of up to 155 kg/thm were reported [10]. Higher rates of natural gas injection
are considered to cause problems due to strong local cooling e�ects, soot formation and
increase of slag viscosity. Apart from economic considerations, today the suppression of
CO2 emission with top gas also plays an important role [51]. The high speci�c hydrogen
content in natural gas causes a decrease of the carbon dioxide content emitted with the
blast furnace top gas.
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1.4 CO2 Emissions

On a global scale, in the manufacturing sector iron and steel industry is responsible for
about 27 % of the carbon dioxide emissions, representing 4 − 5 % of total CO2 emis-
sions [11, 52]. This is due to the fact, that steel production strongly depends on fossil
fuels as the main energy source. Half of the CO2 emissions of an integrated steel plant
originates from the operation of the blast furnace and its associated processes [52]. Steel
producing industry attempts to reduce the emission of greenhouse gases, not least be-
cause of the general agreement of European and non-EU governments to tackle global
warming problematics.
A reduction of CO2 emissions by 6.5 % was reported, when the speci�c PCI rate was

increased from 16 to 116 kg/thm [53]. Due to the increased rates of hydrogen introduced
by injection of waste plastics, the CO2 content in blast furnace topgas is reduced by
about 27 % as compared to operation by coal and coke alone [11, 54], carbon dioxide
being replaced by hydrogen and steam. Also, the energy consumption is decreased as the
regeneration of H2 from steam gasi�cation of coke is less endothermic than the Boudouard
reaction and direct iron oxide reduction. The emission reduction potentials of some
major thermoplastics used for injection is shown in �gure 1.10. Di�erences between
the material types are caused by varying plastic properties, i.e. mainly the carbon and
hydrogen content as well as calori�c value [11, 55].
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Figure 1.10: CO2 reduction potential [55].

1.5 Thesis outline

The present thesis is structured starting with an introduction of the blast furnace pro-
cess, also addressing the injection of alternative reducing agents (Chapter 1). Chapter 2
summarizes some background information on numerical simulation, focusing on computa-
tional �uid dynamics and presenting basic approaches to model the processes occurring in
the blast furnace. The mathematical models that were implemented to study the speci�c
physical phenomena in the vicinity of blast furnace tuyères are presented in chapter 3.
This section also includes a description of the applied dual-grid approach allowing to
investigate occurring multiphase transport phenomena and inter-phase energy and mass
exchange. The developed model was applied to a number of experimental setups to
validate model predictions against real-world experimental data (Chapter 4).
Finally, Chapter 5 reports the application of the validated simulation tool to the actual

blast furnace process. Parameters such as the tuyère diameter, hot blast properties and
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rates of alternative reductants for injection were varied to examine the sensitivity of local
gas-phase and coke properties in the furnace on the operating and boundary conditions.
The overall conclusions from the current research study as well as recommendations for
further work are summarized in chapters 6 and 7.
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In the following chapters, the basic principles of numeric simulation are summarized.
Emphasis is laid on the presentation of modeling approaches for physical phenomena
that occur in the blast furnace process.

2.1 Conservation equations

The basic knowledge to describe the �ow of �uids mathematically was laid a long time
ago. The equations describing the motion of frictionless moving �uids were already found
in 1755 by Leonhard Euler, the more general Navier-Stokes equations describing the mo-
tion of viscous Newtonian �uids date back to 1827. Further important mathematical
models are the Arrhenius-approach describing the rate of chemical reactions (1855), the
description of shear stresses in a moving �uid (e.g.: shear-stress-tensor of Newtonian
�uids, 1682), Fourier's law of conductive heat transport (1822) and Fick's di�usion law
(1855) [56]. These mathematical models are employed in a number of balance equa-
tions in numerical simulation models, the conservation equations of species, energy and
momentum are based on these principles.
In the �eld of �uid mechanics, mass, momentum and energy are referred to as conserved

quantities, i. e. in a closed system these quantities are not produced nor consumed but
converted by numerous physical processes. The fundament of numerical simulations
applying �nite volume methods are therefore conservation equations that are based on
following principles:

� Conservation of mass (continuity equation)

� Conservation of momentum (Navier-Stokes equations)

� Conservation of energy

In their di�erential form, these laws form a coupled set of partial di�erential equations
that thoroughly describes the characteristics of real �uids.
Essential for the validity of this approach is the assumption, that the �owing �uid can

be treated as a continuum. This means, that the mean free path length L of e.g. the gas
molecules motion in the case of a gas �ow is much lower than the smallest length scales
that appear in the �uid �ow, lf . If the nature of the �uid �ow is turbulent, the smallest
length scale is de�ned by the size of the smallest eddies, the so-called Kolmogorov scale
η [57]. A dimensionless number de�ned in this context is the Knudsen number:

Kn =
L
lf

|2.1|

To satisfy the criterion of continuum �uid motion, it is necessary that Kn� 1. If the
Kolmogorov length scale is used to de�ne the Knudsen-number, we obtain [56]:

Kn =
L
η
≈ Ma

Re1/4
|2.2|
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with the Mach number

Ma =
v

a
|2.3|

and the Reynolds number

Re =
ρ v l

µ
|2.4|

In most industrial apparatuses, the Mach number is small, while the Reynolds number
is high (turbulent �ows) � therefore, the criterion of a low Knudsen number is ful�lled.
The general conservation equation of an extensive quantity in its di�erential form is

shown in equation 2.5 (vectorial notation, in the following also the component notation
will be used).

∂Φ

∂t︸︷︷︸
storage term

= − ∇ (vΦ)︸ ︷︷ ︸
convective term

− ∇JΦ︸︷︷︸
molecular transport

+ SΦ︸︷︷︸
source term

|2.5|

An extensive quantity depends on the amount of the considered matter in the examined
control volume (e.g. energy), while intensive quantities do not depend on the amount
of �uid that is transported. Well-known examples for this latter class of quantities are
density, �uid velocity, temperature and pressure. The relation between an intensive
quantity φ and its corresponding extensive quantity Φ is given by [58]:

Φ =

VCV∫
ρφ dV |2.6|

The terms in equ. 2.5 can be interpreted as follows:

Storage term: The storage term describes the change of the quantity in time in a control
volume at a �xed position.

Convective term: Rate of change due to �uid motion with respect to the surface of the
control volume. This term is also called advective �ux.

Molecular transport: The molecular transport term is � depending on the quantity un-
der consideration � called heat conduction, species di�usion or viscous friction.
While the aforementioned convective term is calculated directly from the known
variable vector (e.g. the velocity vector �eld), for the calculation of the di�usive
�ux additional laws are needed that depend on experimental data or correlations
originating in the kinetic theory of gases.
The vector of the molecular �ux J is generally written as a linear function of the
gradient of Φ and a proportionality factor ΓΦ (molecular transport coe�cient):

JΦ = ΓΦ∇Φ |2.7|

Examples of dependence of the di�usive �ux on the corresponding gradient are the
Fourier law for heat conduction and Fick 's law of species di�usion. In general,
the molecular transport coe�cient is a property that depends on the conditions
present, such as pressure and temperature [57].
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Source term: In general, also source terms occur in the conservation equations. These
terms account for conversion processes that take place in the control volume, such as
the formation or destruction of species due to chemical reactions and heat release
due to heat of reaction. While the above mentioned convective and molecular
transport terms are evaluated on a per-surface-rate (speci�c to surface area of
the control volume), source terms are calculated volume-speci�c (per m3 control
volume).

Generally, the formulation of the conservation equations can be done in two ways. In the
description of dynamic systems, a widely used approach is the Lagrangian formulation.
The conservation equation for the quantity under consideration is written for an element
that moves along its path in space. The elements are often treated as rigid bodies.
Therefore, the control mass can be easily de�ned. The conservation quantities are de�ned
with respect to a coordinate system that moves analog with the element. This means, that
the convective terms in the conservation equations disappear. In the Eulerian method
the balance equations for a control volume are set up with respect to a coordinate system
that is �xed in space.
The two approaches to set up the conservation equations are coupled via the total

derivative D
Dt for a �uid element that follows the �ow [59]:

Dφ
Dt

=
∂φ

∂t
+ vx

∂φ

∂x
+ vy

∂φ

∂y
+ vz

∂φ

∂z
=
∂φ

∂t
+ v · ∇φ |2.8|

The variation of the quantity φ is the sum of the change in time on a �xed position ∂φ
∂t

(Eulerian form) and the variation due to the movement of the coordinate system v · ∇φ
(Lagrangian form). In the following, the Eulerian form will be used. The equations are
written in component notation, where xi=1, 2, 3 are cartesian coordinates and vi are the
cartesian components of the velocity vector.

Mass balance In the �eld of �uid mechanics, the conservation of the total mass in a
control volume is a fundamental condition. The balance equation is derived from
the general conservation equation 2.5 by setting φ = 1 in equation 2.6:

∂ρ

∂t︸︷︷︸
storage term

+
∂

∂xj
(ρvj)︸ ︷︷ ︸

convective term

= SM︸︷︷︸
source term

|2.9|

The time rate of mass change in the control volume is a result of convective �ux
through the boundaries of the control volume as well as a mass source term on the
right side. In a technical system, the mass source in the �uid represents e.g. the
release of pyrolysis products from a coal particle passing the control volume. In
this balance, the total mass does not encounter di�usive transport, as this would
result in motion relative to the convective velocity [57].

Species balance If the �uid system to be modeled consists of more than one component
and the concentration distribution of these species has to be considered (this is the
case, if combustion processes occur), an additional species conservation equation
has to be implemented (φ = Y n):

∂

∂t
(ρYn)︸ ︷︷ ︸

storage term

+
∂

∂xj
(ρYnvj)︸ ︷︷ ︸

convective Term

=
∂

∂xj

(
Dn,m

∂ (ρYn)

∂xj

)
︸ ︷︷ ︸

species di�usion

+ Sn︸︷︷︸
source term

|2.10|
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As individual species are tracked, also chemical reactions can be modeled by speci-
fying proper source terms Sn for educt and product species that are present in
chemical reactions.
The di�usive species transport in the �uid mixture is calculated on the basis of
the di�usion coe�cient Dn,m. In turbulent �ows (and usage of RANS turbulence
models, see chapter 2.3), the in�uence of the molecular di�usion is insigni�cant
and can be neglected, as the equivalent turbulent di�usion term is several orders
of magnitude higher.

Momentum balance Setting φ = v in equations 2.5 and 2.6 yields the momentum bal-
ance:

∂

∂t
(ρvi)︸ ︷︷ ︸

storage term

+
∂

∂xj
(ρvivj)︸ ︷︷ ︸

convective term

= − ∂p

∂xj
+
∂τij
∂xj︸ ︷︷ ︸

surface forces

+ ρfi︸︷︷︸
volumetric forces

+ SF︸︷︷︸
source term

|2.11|

In the momentum balance, the counterpart of di�usive transport is represented by
surface forces (transport of momentum due to pressure and viscous friction). To
end up with a closed set of partial di�erential equations, all quantities in the conser-
vation equations need to be expressed in terms of velocity and density. Therefore,
the shear stress tensor τij has to be replaced by a proper expression. Fluids often
exhibit Newtonian behavior [56, 58] and Stokes' law is valid:

τij = µ

[
∂vi
∂xj

+
∂vj
∂xi

]
︸ ︷︷ ︸

incompressible

− 2

3
µ
∂vi
∂xi

δij︸ ︷︷ ︸
compressible

|2.12|

The last term in equ. 2.12 cancels out, if the �uid can be considered incompressible
(Ma� 1) [59]. Volumetric forces act on the �uid element due to impacts such as
gravitation, centrifugal and Coriolis forces. These are implemented as source terms
on the right side of the equation. Further source terms SF might be present, if
the �ow regime includes dispersed particles with di�erent velocity (drag) or if the
�uid passes a porous bed. In this case, the source terms represent the interaction
between particles or porous media and the moving continuous �uid.
The set of equations 2.11 and 2.12 are called Navier-Stokes equations.

Energy balance In a system that includes chemical reactions, energy is present in dif-
ferent types that can be converted into each other by a broad range of physical
processes. The so-called internal energy is temperature-dependent and includes
the kinetic energy of the movement of smallest �uid elements (e.g. gas molecules),
chemical bond energies etc. The internal energy is not calculated as an absolute
value, but is speci�ed with respect to a reference temperature Tref .
The kinetic energy includes macroscopic motion in the �uid �ow that plays an
important role in turbulent �ows. Many turbulence models are based on the calcu-
lation of a turbulent kinetic energy that is often introduced by a separate conser-
vation equation (see section 2.3). Another type of energy is the potential energy,
induced by a gravitational �eld or as a result of an electric �eld acting on a charged
�uid element.
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Equation 2.13 represents energy conservation, written in terms of the speci�c en-
thalpy h:

∂

∂t
(ρh)︸ ︷︷ ︸

storage term

+
∂

∂xj
(ρhvj)︸ ︷︷ ︸

convective term

=
Dp
Dt︸︷︷︸

source due to

pressure forces

+
∂

∂xj

(
λ
∂T

∂xj

)
︸ ︷︷ ︸
di�usive transport

+
∂

∂xj
(viτij)︸ ︷︷ ︸

source due to

viscous dissipation

+

+
N∑
n=1

∂

∂xj

[
Dn,mhn

∂ (ρYn)

∂xj

]
︸ ︷︷ ︸
transport due to species di�usion

+ SE︸︷︷︸
source term

|2.13|

The di�usion term in the energy balance describes the transport of energy due
to heat conduction (Fourier's law). In industrial applications, the contribution of
pressure forces to energy transformation can be neglected. This is also true for the
source term due to viscous dissipation.
The enthalpy hn of a component is calculated by integrating the speci�c heat
capacity in the range of the reference temperature and the temperature in the
control volume (no phase change):

hn =

∫ T

Tref,j

cp,n dT |2.14|

The speci�c enthalpy of the mixture is calculated by mass-weighted summation
over all components:

h =
N∑
n=1

Ynhn |2.15|

The heat of material conversions (chemical reactions, phase transition of dispersed
particles or droplets, etc.) is accounted for by the last term in equation 2.13. This
source term also includes contributions to the �uid temperature due to radiation
interaction as well as energy transfer to or from particles or droplets.

Thermodynamic relation To solve the set of conservation equations, a relation is neces-
sary that describes the correlation between the thermodynamic variables of state
(temperature, pressure, density and speci�c heat capacity). If intermolecular forces
in the �uid can be neglected, the ideal gas equation can be used [56]:

p = ρRmT

N∑
n=1

Yn
Mn

|2.16|

Furthermore, in most industrial applications the assumption that the �uid behaves
thermally perfect can be applied [56]. This means, that the speci�c heat capacity
can be expressed as a function of the �uid temperature cp = cp (T ), while the
pressure dependence can be neglected.
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2.2 Discretization

The governing conservation equations build a system of partial di�erential equations that
can be solved analytically only for a very limited number of special cases. If industrial
applications are to be modeled, the model setup tends to be very complex (turbulence
e�ects, complex geometries etc.), therefore the direct solution of the equations is not
feasible. The strategy usually applied using the methods of CFD is to discretize the
mathematical model in the computational domain. This results in a set of algebraic
equations that approximates the original di�erential system and is to be solved using
computers. The discretized equations are applied to small control volumina that are
generated by spatial discretization of the considered �ow domain. The results of the
computations represent data �elds for the considered transport quantities at discrete
positions in space and time. The accuracy of the results strongly depends on the quality
of the applied discretization algorithms [58].
The simplest method to discretize a �ow domain is to use so-called structured grids.

Here, a structured, i.e. regular grid of nodes is applied to represent the geometric features.
This results in a regular matrix describing the �ow problem. Very e�cient solution
routines can be applied to solve such types of problems. However, in real industrial
apparatuses geometries are usually too complex to be described by a structured grid.
The necessary �exibility is provided by using unstructured grid elements (see �g. 2.1,
right sketch). This grid type also o�ers the opportunity to introduce zones with higher
spatial resolution (e.g. regions with large gradients of �ow variables) and continuous
decrease of resolution towards zones where gradients are expected to be low. Using
unstructured grid topologies, the resulting matrix of the algebraic system has no regular
diagonal structure, therefore the solution procedure is slowed down as compared to fully
structured grids.
In this work, a combination of structured an unstructured hexahedral volume elements

is used to describe the geometric layout of considered validation cases and the blast
furnace geometry.

Figure 2.1: Illustration of methods for spatial discretization (adapted from
[58]). Left: Structured, right: Unstructured grid.

2.3 Turbulence modeling

The majority of �ows appearing in industrial apparatuses exhibit turbulent behavior [60].
In comparison to laminar �ow regimes, turbulent �ows feature some special characteris-
tics [58]:

� Turbulent �ows are highly time-dependent. At a �xed position, the plot of �uid
velocity vs. time appears to show a directed base �ow superimposed by chaotic
�uctuations in all three spatial dimensions.
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� Lots of swirling motions are present in turbulent �ows.

� Turbulence increases the mixing rate of conservation quantities � this contribution
is commonly referred to as turbulent di�usion.

� Due to increased (momentum-) di�usion, velocity gradients are damped more
strongly as compared to laminar �ows. This dissipative process results in an in-
creased apparent viscosity.

� In turbulent �ows the appearing structures show a broad bandwidth in terms of
length- and time scales. This results in high computational demands to model the
turbulent behavior directly.

The characteristics of turbulent �ows are bene�cial for certain types of processes, e.g. the
speed of chemical reactions is increased due to higher mixing rates as compared to laminar
�ow regimes. On the other hand, increased dissipative momentum transport results in
higher speci�c power consumption, e.g. at turbulent �ows in piping systems [58].
In general, several methods with di�erent complexity are available to predict the char-

acteristics of turbulent �ows [58], the most important amongst them are listed in the
following:

Correlations This very useful method describes turbulent properties of a �ow system
based on a low number of characteristic parameters and is very often applied in
engineering tasks. Popular examples for such correlations are the calculation of drag
coe�cients of particles in a �uid �ow as a function of the particle Reynolds number,
cw = f(Re), or the well known Nusselt number to characterize heterogeneous heat
transfer as a function of Reynolds and Prandtl number, e.g. Nu = C ·Rem · Prn.

Such correlations are readily available for standard cases but usually cannot be applied to
complex geometries. Therefore, more general approaches for the description of turbulence
e�ects in �ow systems to be implemented in CFD models were developed in the last
decades. An overview for these modeling approaches is given in the following.

Direct Numeric Simulation (DNS) Using DNS, the three-dimensional, unsteady Navier-
Stokes equations (see equ. 2.11 and 2.12) are solved directly for the turbulent �ow,
i.e. without averaging or approximation of turbulent �uctuations. Apart from er-
rors due to spatial and temporal discretization, no further modeling uncertainties
are introduced by this method.
The idea behind this approach is to use a su�ciently �ne computational grid to
resolve even the smallest turbulent eddies. In an industrial apparatus, the size of
the largest eddies is in the order of the available channel width, represented by the
characteristic length l. Dissipation of turbulent kinetic energy by turbulence e�ects
takes place on the smallest length scales (Kolmogoro� length scale η). Therefore,
distances between computational nodes have to be such that these structures are
resolved properly. Using an equidistant grid, l

η grid points have to be implemented
in every direction. According to the stability criterion proposed by Courant et al.
[61], a�orded time discretization depends on local �ow conditions and grid resolu-
tion. Overall, the resulting computational demand is proportional to Re3 [58].
Consequently, the application of direct numerical simulation is limited to �ow sys-
tems with relatively low Reynolds numbers and therefore, in general, cannot be
used for industrial apparatuses.
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330 9. Simulation turbulenter Strömungen

lenzkontrolle ausprobieren, die experimentell nicht realisierbar wären. Das
Ziel solcher Untersuchungen ist, Einblick in die Physik der Strömung zu ge-
winnen und auf diese Weise Möglichkeiten aufzuzeigen, die realisierbar wären
(sowie die Richtung für realisierbare Wege zu geben). Ein Beispiel ist die von
Choi et al. (1994) durchgeführte Untersuchung zu Widerstandsreduzierung
und -kontrolle auf einer ebenen Platte. Sie zeigten, dass beim Einsatz kon-
trollierten Einblasens und Absaugens durch die Wand (oder mit einer pul-
sierenden Wandoberfläche) der turbulente Widerstand einer ebenen Platte
um ca. 30% reduziert werden könnte. Moin und Bewley (1994) verwendeten
optimale Kontrollmethoden, um zu demonstrieren, dass die Strömung ge-
zwungen werden kann, wieder laminar zu werden und dass eine Reduzierung
der Wandschubspannung auch bei großen Reynolds-Zahlen möglich ist.

9.3 Grobstruktursimulation (LES)

Wie bereits erwähnt wurde, enthalten turbulente Strömungen Geschwindig-
keits- und Druckschwankungen, die ein großes, kontinuierliches und begrenz-
tes Spektrum von Längen- und Zeitskalen umfasst. Die Spanne der Wirbel-
größen, die in einer Strömung gefunden werden kann, wurde schematisch
auf der linken Seite der Abb. 9.3 gezeigt. Die rechte Seite der Abbildung
zeigt einen typischen zeitlichen Verlauf einer Geschwindigkeitskomponente
in einem Punkt im Strömungsgebiet, um die Breite des Spektrums der auf-
tretenden Schwankungen anzudeuten. Wenn bei turbulenten Strömungen von
Wirbeln die Rede ist, sind damit nicht einzelne, geschlossene Wirbel gemeint;
vielmehr handelt es sich dabei um ineinander “verschachtelte” Strukturen, die
Wirbeleigenschaften (die zeitweise an manchen Stellen besonders ausgeprägt
sein können) besitzen und deshalb so bezeichnet werden. Im Englischen wer-
den turbulente Wirbel eddies genannt; einen gewöhnlichen Wirbel nennt man
vortex.

LES DNS

t

LES
DNS

u

Abbildung 9.3. Schematische Darstellung der turbulenten Fluidbewegung (links)
und die Zeitabhängigkeit einer Geschwindigkeitskomponente in einem Punkt
(rechts)

Figure 2.2: Turbulent �ow. Left: Schematic sketch of eddies of di�erent
length scales; right: Temporal evolution of velocity at a �xed
position [58].

Large Eddy Simulation (LES) With this approach, large eddies are resolved directly,
while �ow structures that are smaller than a certain length scale ∆ are modeled
via so-called small scale turbulence models (see �g. 2.2). Therefore, the Navier-
Stokes equations are �ltered to this length scale and small eddies are approximated
by models. The resulting computational grid is coarser than in the case of DNS,
but still rather �ne. Furthermore, the nature of this modeling approach is inherent
unsteady and temporal discretization of the governing conservation equations has
to be applied. Consequently, the computational demand of LES is considerably
higher than setups incorporating the below mentioned RANS-models.

Reynolds-Averaged Navier Stokes equations (RANS) DNS and LES are usually com-
putationally too demanding to be used for industrial applications of CFD. This is
especially true for cases that include submodels for phenomena such as radiation
and/or chemical reactions. Therefore, in engineering applications usually RANS-
averaging is applied [62].
The idea of RANS-models is based on averaging of time variations of the transport
quantities. A general transport quantity φ is represented as the sum of the time-
averaged value φ and its temporal �uctuation φ′:

φ (xi, t) = φ (xi) + φ′ (xi, t) with φ (xi) = lim
∆t→∞

1

4t

∫ 4t
0

φ (xi,t) dt |2.17|

From the de�nition of the mean value in equation 2.17 follows, that φ′ = 0. Ap-
plying this expression to the Navier-Stokes equations (equ. 2.11 and 2.12), linear
terms are replaced by the mean value. For non-linear terms, additional expressions
are introduced to the equations, e.g. for a quadratic term:

viφ = (vi + v′i)
(
φ+ φ′

)
= viφ+ v′iφ

′ |2.18|

The last term in equation 2.18 represents the turbulent scalar transport of the
general quantity φ that in general does not vanish. In the case of the momentum
equation, the turbulent scalar transport is called Reynolds stress (τij, turb in equa-
tion 2.19).

23



2 Theory

∂

∂t
(ρvi) +

∂

∂xj

ρvivj + ρv′iv
′
j︸ ︷︷ ︸

τij, turb

 = − ∂p

∂xj
+

∂

∂xj
µ

(
∂vi
∂xj

+
∂vj
∂xi

)
− 2

3
µ
∂vi
∂xj

δij︸ ︷︷ ︸
Newtonian shear stress τij

|2.19|
The obtained equation set states more variables than equations. To close the set
of Reynolds-averaged equations, additional laws have to be introduced to calculate
the elements of the tensor of Reynolds stresses, τij, turb. In literature, this fact is
usually referred to as �closure problem�.
The so-called turbulence models basically calculate turbulent scalar �uxes and
Reynolds stresses from the mean values applying various kinds of approximations.
A very common type of turbulence models is based on the concept of eddy vis-
cosities that assume the Reynolds-stress tensor exhibits a similar impact on the
�ow as the Newtonian shear stress tensor (see equ. 2.12). This approach gives the
following de�nition of the Reynolds stresses [58]:

−ρv′iv′j = τij, turb = µt

(
∂vi
∂xj

+
∂vj
∂xi

)
− 2

3
ρδijk |2.20|

The term k in equation 2.20 represents the turbulent kinetic energy that is de�ned
by:

k =
1

2

∣∣∣v′iv′i∣∣∣ =
1

2

(
v′xv
′
x + v′yv

′
y + v′zv

′
z

)
|2.21|

The turbulent viscosity µt is a system quantity and therefore cannot be imple-
mented as a material property (as compared to the molecular viscosity µ). A large
number of models for the calculation of µt is available in literature. The choice of a
turbulence model also depends on the complexity of the model that in�uences the
computational demands of the simulation (hardware resources, time for solution
process). E.g. the demand to solve for the 5-equation RSM-model is considerably
higher than for simpler one- or two-equation models [63]. However, none of the
models is capable to model the nature of turbulence exactly, the accuracy of each
model depends on the present �ow conditions and also on the geometric setup [64].
Large di�erences are found in the ability to predict spreading rates of planar and
axis-symmetric jets [63].
The group of k-ε-models is due to good stability, robustness and comparable low
computational demands and at the same time good accuracy very often applied
in modeling of industrial processes [65]. The standard k-ε model, implemented by
Launder, B. E. and Spalding, D. B. [66], is applicable to modeling tasks in systems
involving combustion processes [67, 68]. Two transport equations are introduced
to the simulation setup: for turbulent kinetic energy k and its dissipation rate ε,
derivation of these equations can be found in the literature (e.g. [58]). An improved
k-ε model was introduced by Shih et al. [69]: the so-called realizable k-ε model. The
term realizable means, that certain physics of the nature of turbulent �ows are con-
sidered by introduction of mathematical constraints. Furthermore, a new approach
to calculate turbulent viscosity is introduced and an alternative transport equation
for the dissipation rate ε was derived. This model is more reliable in the prediction
of decay rates of turbulent round free jets and is also expected to yield good results
for �ows including recirculation zones and is therefore applied in this study [12, 69].
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2.4 Chemical reaction modeling

The basic principle for the mathematical description of interactions between molecules
(reactants) to form products is to set up chemical reactions [70]. The actual rate of
a reaction is in�uenced by a wide number of parameters such as educts and reactants
concentrations, temperature, pressure and potentially the presence of catalysts or other
phases. The reaction rate is to be expressed by a mathematical model, accounting for
these conditions. Generally, a reaction can be written as follows:

aA + bB + · · · −−⇀↽−− xX + yY + · · · |R 16|

This macroscopic (global) reaction can be divided into a set of reactions on a micro-
scopic level (elementary reactions) that de�ne a reaction mechanism. The mechanism of
an overall reaction, e.g. the oxidation of CO to form CO2, is usually determined experi-
mentally.
In the case of an irreversible elementary reaction

aA + bB −−→ xX + yY |R 17|

the commonly adopted structure of the rate law is:

r = k [A]a [B]b . |2.22|

The factor k is independent of reactant and product concentrations, but describes the
dependency of the reaction rate on system temperature, pressure and medium properties.
As long as the considered reaction is elementary, the stoichiometric coe�cients are to
be used as powers for the concentration values. The orders of global reactions have to
be de�ned based on experimental observation and usually di�er from the stoichiometric
coe�cients [71].
In 1884, the Dutch chemist J.H. van 't Ho� presented an empirical rate law describing

the temperature-dependence of chemical reactions. He stated, that the reaction rate can
be modeled using an exponential expression:

k = Ae−
Ea
R·T |2.23|

The physical interpretation for the validity of this model was given later by the Swedish
chemist S. Arrhenius, and the expression was named after him [71]. In its basic form, the
pre-exponential factor (frequency factor) A and activation energy Ea are temperature-
independent model parameters. An often used variation of the Arrhenius equation con-
siders a pre-exponential factor that changes with temperature. This provides for an
applicability of the rate law for a wider temperature range:

k = A′Tme−
Ea
R·T |2.24|

In principle, even if a reaction mechanism is able to describe the overall macroscopic
reaction progress, it is not possible to con�rm that a set of reactions correctly describes
the real reaction progress in detail - the uncertainty remains, that the reaction might
take place via intermediate steps. Thus, the current approach to set up chemical kinetic
models is to concentrate on elementary steps in the mechanism that have the largest
in�uence on the overall reaction kinetics. This reaction is the so-called rate-determining
step of the mechanism [71].
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2.5 Radiation

Radiation describes the energy transport via electromagnetic waves. In combustion pro-
cesses, thermal radiation wavelengths to be considered are in the range of 0.1 to 100µm
[70] (compare visible light: 0.38−0.76µm, infrared radiation: 1µm−1 mm). Heat trans-
port due to radiation plays a major role in facilities involving combustion and gasi�cation
reactions [72, 73].
In the context of computational �uid dynamics, heat transport by conduction induces

the transport of thermal energy between adjacent discrete control volumina via the cell
boundary. Contrary to this, characteristic for heat transfer by radiation is its long range
e�ect: A �uid element exchanges heat with all cells and with the boundaries de�ning the
computational domain. This results in a mathematical model that, in general, cannot be
solved analytically. A number of model approaches were developed to deal with radiative
heat transfer in computational �uid dynamics, accounting for the radiative properties of
the �uid under consideration. These properties include absorptive, emissive and refractive
characteristics of the gas species and � if present � solid or liquid particles (e.g. ash
particles, soot or liquid sprays). Due to these characteristics, radiative transfer is coupled
to the other conservation equations such as energy equation and species balances [70].
In CFD, energy transfer by radiation is considered via introduction of an additional

conservation equation that calculates the radiation intensity I. In general, radiation
intensity varies within the wavelength spectrum and is also inhomogeneously distributed
regarding spatial directions. Considering these dependencies, the incoming intensity to a
surface element dA is given by (dihedral angle Θ, angle range dΩ, wavelength interval dν):

Iν =
Q̇rad

dν dA cos Θ dΩ
|2.25|

In a �nite volume element, incident radiation is subjected to change due to absorption,
refraction and emission as the electromagnetic waves pass the �uid. Impact on the
radiation intensity depends on local gas temperature and composition as well as solid
particles or liquid sprays concentration, if dispersed phases are present. The conservation
equation, integrated throughout the wavelength spectrum, can be written as [65]:

dI (r, s)

ds
+ (a+ σs) I (r, s) = a

σT 4

π
+
σs
4π

∫ 4π

0
I
(
r, s′

)
Φ
(
s · s′

)
dΩ |2.26|

Equation 2.26 ful�lls the conservation of radiation intensity at the position r in the
direction of the vector s and is derived applying the laws of Kirchho� and Stefan-
Boltzmann. This balance already includes a simpli�cation: Characteristic properties
such as the absorption coe�cient a are considered independent of the wavelength. The
�rst term accumulates the change of radiation intensity along the path length ds. In the
second term, refraction is implemented, similar to absorption (coe�cients σs and a), as
an intensity sink. On the right hand side of the equation, the �rst term describes the
contribution to radiation intensity due to temperature dependent emission using the law
of Stefan and Boltzmann. Finally, in the last term the intensity increase due to incident
radiation is integrated for all spatial directions.
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The phase function Φ (s · s′) can be used to model anisotropic refraction behavior. If
refraction is considered di�use, i.e. identical in all spatial directions, then Φ (s · s′) ≡ 1,
therefore:

dI (r, s)

ds
+ (a+ σs) I (r, s) = a

σT 4

π
+
σs
4π

∫ 4π

0
I
(
r, s′

)
dΩ |2.27|

In the numerical model, the source term in the energy equation due to radiation (last
term in equ. 2.13) is computed by integration of intensity change in the considered discrete
volume element.
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In this chapter, the approaches to describe physical processes that occur in the blast
furnace by means of mathematical expressions and their implementation into the current
CFD model are summarized. The CFD simulations were carried out using the framework
of the commercially available solver code ANSYS FLUENT®, version 6.3.26 [74].
An important feature of the FLUENT code is the possibility to enhance the features

of the standard solver with new models by utilizing compiled user de�ned functions
(UDF's, libraries written in C programming language), which can be linked dynamically
to prede�ned solver interfaces. Using this possibility, empirical correlations as well as
theoretical approaches describing the blast furnace process were implemented.

3.1 Dual-grid method

In the work-�ow of CFD modeling, usually the considered computational domain is
implemented and discretized spatially to solve the governing conservation equations,
resulting in data �elds describing one set of �uid conditions or conditions in stagnant
solid zones in the domain. In the case of the blast furnace, solid raw material (iron ore,
coke, �ux) is fed to the top of the shaft. These solids slowly move downwards; iron ore
is reduced by reducing agents present in the furnace and is transformed to molten raw
iron, coke is also subjected to heterogeneous reactions.
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Figure 3.1: Schematic illustration of coupling terms implemented for the
dual-grid method.

In the dual-grid approach, conservation equations are solved for both, solid (i.e. coke
bed) and gas phase. The general conservation equation of an extensive quantity in its
di�erential form can be written as given in equation 2.5. The dual grid model was set
up by implementing source terms (last term in equ. 2.5) in the conservation equations
describing the physical processes, i.e. heat sources in the case of heat transfer between
solid and gas phase (see �g. 3.1). By implementing the dual grid method and therefore
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solving for the �uid as well as solid data �elds, the driving forces for transfer processes
between the occurring phases can be calculated in the model.
The implementation of the dual grid model has been validated for a number of heat

transfer problems in porous media of di�erent types in a wide range of operating con-
ditions (stationary solid phase) as well as for heterogeneous and homogeneous chemical
reactions (moving solid bed). The validation procedure was structured such, that dif-
ferent experimental setups from literature were implemented in CFD with increasing
complexity of the physical processes, starting at simple heat transfer problems between
gas and solid phases. The simulation results were compared to the measured data to
analyze the model performance [75, 76, 77, 78, 79, 80, 81].

3.2 Thermal conductivity in �xed beds

An important thermodynamic property in processes including heat �ux is the thermal
conductivity of the considered material. In the case of a blast furnace, intense interaction
between solid coke and injected hot blast takes place. Due to the oxygen contained in
the blast, very high reactivity occurs in the region around the tuyères. By the onset of
heterogeneous coke combustion as well as oxidation of inserted fuels, temperatures are
increased to up to 2200 °C [2]. The heat is transported to zones around the tuyères by
convective transport via the gases as well as by heat conduction in the coke bed. To be
able to successfully model the blast furnace process, these transport phenomena have to
be taken into account.
Direct computation of thermal conductivity in �xed beds can be done by solving the

Laplace equation for heat transport in and around single particles in the bed [82]. This
means, that the exact geometry of every single particle in the coke bed needs to be
known and the �uid �ow around the particles has to be computed. Due to the resulting
very high computational expense as well as the impossibility to de�ne the coke bed in
every detail, this approach is not feasible for industrial applications. Therefore, the
apparent conductivity of the coke bed is estimated by calculation of the e�ective thermal
conductivity using models from literature that are compatible to the porous medium
approach which was adopted to represent the cokebed.
In general, thermal conductivity of �xed beds can be expressed in terms of solid ma-

terial conductivity λp, conductivity of the �uid λf and the bed porosity ε. Besides
these primary parameters, according to the operating conditions, a number of secondary
parameters needs to be considered that account for e�ects due to particle radiation (es-
pecially important at higher temperatures), pressure (Smoluchowski-e�ect), structure of
the packed bed or particle deformation due to mechanical load [82]. In the dual-grid
method, the e�ective thermal conductivity is calculated by implementing the model of
Zehner, Bauer and Schlünder [83, 84, 85, 86], which is also recommended for practical
use in industrial applications [82, 87].

3.3 Turbulence

The gas �ow in the vicinity of tuyères of blast furnaces features a dominating round free
jet that is introduced by the injected hot blast and by injection of additional substances
via injection lances. To properly model the decay rates of gas velocity as well as mixing
processes that are heavily in�uenced by turbulence, an adequate turbulence model has to
be applied. Jordan et al. [88] conducted a number of experiments for turbulent free jets
utilizing laser doppler anometry for velocity measurements. Velocity pro�les along the jet
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axis as well as in the radial direction were measured and compared to CFD simulations
involving various kinds of turbulence models. According to this work, the SST-kω model
and the realizable k-ε model performed best considering the length and spreading rate of
the free jets. The realizable k-ε model is widely used in industrial applications including
chemical reactions [67, 68] and therefore is adopted in the present model setup.

3.4 Heterogeneous heat transfer

Due to temperature di�erences between solid and �uid phase in the blast furnace,
heterogeneous heat transfer takes place. In the model, heat �ow rates are calculated
using a classical approach based on the dimensionless Nusselt number Nu. A variety
of expressions correlating Reynolds number Re and Prandtl number Pr, accounting for
di�erent �ow regimes, is available.
Here, the expression of Gnielinski [89, 90], applicable to heat transfer at �xed bed

conditions is used to compute the required heat transfer coe�cient α. In the correlation,
the Reynolds number accounts for the e�ect of �uid dynamics on the boundary layer
thickness. Gnielinski introduced the following de�nition for Re, to be used in a �xed bed
of spheres with porosity ε, using the particle diameter dp as the characteristic length:

Reε =
v dp
ν ε

|3.1|

Laminar (Nul), turbulent (Nut) and particle (Nup) Nusselt numbers are calculated as:

Nul = 0.664 ·
√
Reε · 3

√
Pr

Nut = 0.037·Re0.8ε ·Pr
1+2.443·Re−0.1

ε ·(Pr2/3−1)

Nup = 2 +
√
Nu2

l +Nu2
t

|3.2|

Heat transfer coe�cients are higher for particles in a �xed bed as compared to single
particles immersed in a �uid �ow. Gnielinski introduced a shape factor fa to be used
with the single-particle Nusselt number Nup:

Nubed = fa ·Nup , |3.3|

where for a �xed bed of uniformly sized spheres fa is calculated as:

fa = 1 + 1.5 · (1− ε) . |3.4|

Finally, the speci�c heterogeneous heat transfer rates α are calculated from the Nusselt
number:

Nubed =
α · dp
λ

and Q̇ = α ·Ap ·∆T . |3.5|

3.5 Homogeneous reactions

A prerequisite for successful computation of reactions in the gas-phase is the implemen-
tation of a suitable reaction model. In the current model, the Eddy Dissipation Concept
based on the work of Magnussen [91] was used. This model accounts for the in�uence
of turbulent mixing processes on the reaction kinetics: Reactions are considered to take
place in the �nest structures of turbulent eddies. It is assumed, that educt species need
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to be mixed on these smallest length scales of the turbulent �ow before an actual chem-
ical reaction can proceed. The �uid in a cell volume is therefore split into reacting and
non-reacting fractions. The reacting part is modeled as a perfectly stirred reactor that
is fed with �uid from the non-reacting part of the cell volume. Residence times in the
reactor are estimated from turbulence quantities.
In the CFD model, gas-phase combustion and gasi�cation reactions were modeled using

a mechanism of global reactions based on Arrhenius-type reaction kinetics, considering 10
gas mixture components (O2, N2, CH4, H2, CO, CO2, H2O, gaseous fuel oil C19H30, soot
Cs, coal volatiles CH2.65N0.07O0.21) in a set of reactions [74, 92] (R 18 - R 29):

2 CH4 + 4 O2 −−→ 2 CO2 + 4 H2O |R 18|

2 CO + O2 −−→ 2 CO2 |R 19|

2 CO2 −−→ 2 CO + O2 |R 20|

2 H2 + O2 −−→ 2 H2O |R 21|

CO + H2O←−→ CO2 + H2 |R 22|

CH4 ←−→ Cs + 2 H2 |R 23|

C19H30 + 17 O2 −−→ 19 CO + 15 H2O |R 24|

C19H30 + 6 O2 −−→ H2 + 7 CH4 + 12 CO |R 25|

C19H30 −−→ 0.13 Cs + 3 H2 + 6 CH4 |R 26|

CH2.65N0.07O0.21 + 1.56 O2 −−→ CO2 + 1.33 H2O + 0.033 N2 |R 27|

CH2.65N0.07O0.21 + 0.4 O2 −−→ CO + 1.33 H2 + 0.033 N2 |R 28|

CH2.65N0.07O0.21 −−→ Cs + CO + 1.33 H2 + 0.033 N2 |R 29|

Most important reactions in the mechanism include e.g. the homogeneous Boudouard
reaction (R 20) and the homogeneous water-gas shift reaction (R 22).
The consumption of fuel oil vapor is computed via two competing combustion reac-

tions (R 24 and R25). An additional pyrolysis reaction is implemented that accounts
for destruction of injected heavy oil due to high temperatures (reaction R 26, kinetic
parameters as given by Kok and Gundogar [93]). In this pathway of oil consumption,
carbon is released from oil as soot (Cs). An analog setup was implemented to describe
the conversion of volatiles released from injected pulverized coal (reactions R 27 to R 29).
Another source for soot in the model is from homogeneous decomposition of CH4.

Methane is the most stable hydrocarbon, non-catalytic decomposition of CH4 starts at
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temperatures above 1000 K. In the model the rate of methane decomposition is calculated
using the kinetic data from Abbas and Daud [94].
The complexity of the chemical reaction mechanism greatly in�uences the computa-

tional e�ort:

� Additional gas-phase species require additional transport equations to be solved,

� and the sti�ness of the equation system to be solved during chemistry integration
is increased by adding more reaction equations, as the range of chemical time scales
is widened.

By using the presented global reaction mechanism, extensive full-scale studies of indus-
trial applications can be carried out. To speed up integration of the chemical reaction
terms, reaction kinetics were integrated using in-situ adaptive tabulation of reaction rates
in the multi-dimensional reaction domain [74].

3.6 Heterogeneous coke reactions

In the blast furnace process, coke is fed as fuel and as carbon-carrier. While the feed
materials in the shaft furnace proceed downwards, besides direct reduction of ore, coke
is also subjected to heterogeneous reactions with the counter-current gas �ow. The coke
gasi�cation reactions produce gas species that interact with the iron ore and therefore
contribute to secondary ore reduction.
In the current modeling approach, heterogeneous reactions are modeled using kinetic

expressions. This allows for a much more accurate description as opposed to setups
assuming e.g. local chemical equilibrium [95]. Furthermore, coke particles are treated ac-
counting for their inner porous structure and therefore the contribution of heterogeneous
reactions that take place on the inner surface. However, the attempt to calculate reac-
tion rates accounting for the variety of physical and chemical processes and interactions
strongly increases the model complexity.
The general reaction scheme that takes place on the particle level can be considered

as a series of processes [3]:

� Di�usion of gaseous educt species through the boundary layer towards the outer
particle surface,

� gas di�usion in the particle pores towards actual reaction sites and

� heterogeneous chemical reactions at the actual reaction site.

E�ective reaction rates (i.e. the rates of conversion that are observed on a macroscopic
scale) are in�uenced by these steps depending on the conditions such as e.g. gas/particle
temperature levels (see �g. 3.2, left). This results in characteristic educt species pro�les
throughout the particle and the surrounding boundary layer for the di�erent temperature
regimes as shown in the right sketch of �gure 3.2.

3.6.1 E�ective heterogeneous reaction rates

Chemically controlled regime

At low temperatures and small particle dimensions, conversion rates are limited by the
intrinsic kinetics of chemical reactions because di�usion processes are much faster than
chemical kinetics. In this regime, the concentration of educt species is nearly constant
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Figure 3.2: Left: Temperature-dependence of e�ective heterogeneous reac-
tion rates. Right: Schematic illustration of educt concentration
pro�les in di�erent temperature zones.

throughout the particle, the entire inner surface of the porous particle is subjected to
chemical reactions (�g. 3.2, right). The overall reaction rate is determined by the intrinsic
reaction rate that is mainly given by the characteristics of the particle material and the
considered reaction partners � therefore, this range is called the chemical regime.
The majority of kinetic expressions for oxidation and gasi�cation of carbonaceous

substances is based on the theory of active centers that assumes that chemical reactions
between gas molecules and solid surfaces take place at energetically favored positions
[96]. These locations are e.g. irregularities on the surface such as embedded heteroatoms,
disturbances in the grid structure or edges formed by carbon layers. It is assumed, that
an educt molecule is adsorbed to the solid surface before the chemical reaction takes
place. After the reaction, the product molecule is released to the gas phase.
Accordingly, the reaction kinetics of the considered solid phase strongly depends on

the characteristics of the active sites and therefore on the considered material. Intrinsic
reaction kinetics need to be implemented and validated for the used solid matter.

Pore di�usion

While most chemical reactions rates increase exponentially with temperature (modeled
using e.g. Arrhenius-type kinetics, equ. 2.23), rates of gas di�usion increase in the order
of T 1.75 (see equ. 3.11). Therefore, as with increasing temperature the chemical reaction
rate reaches the rate of species transport, educt concentration levels in the particle pores
decline. The resulting concentration pro�le in the particle has the e�ect that only a
part of the inner particle surface is involved in the chemical reaction [96]. The partial
utilization of the inner surface can be modeled by the introduction of an e�ectiveness
factor γ [97]. This approach allows for the estimation of the degree of pores that is utilized
in the considered heterogeneous reaction and therefore the decrease of the overall reaction
rate due to pore di�usion:

γ ≡ reaction rate accounting for diffusion

intrinsic reaction rate
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The e�ectiveness factor is a function of educt concentration in the particle pores and
the intrinsic reaction rate and can be expressed by the Thiele-modulus ψ. The Thiele-
modulus accounts for the partial utilization of the available inner particle surface by
integration of local reaction rates throughout the particle volume [95]. For a spherical
porous particle, γ is estimated as [97]:

γ =
1

ψ

(
1

tanhψ
− 1

ψ

)
|3.6|

with the Thiele modulus given by [96]:

ψ =
dp
2
·

√
1 + ν

2
·
k · ρp · cν−1

ed, S

Deff
, |3.7|

where the e�ective di�usion coe�cient Deff is used. Deff is calculated accounting for
increased resistance against the movement of gas molecules due to blocking e�ects inside
the pore structures (Knudsen di�usion coe�cient for species i, DK,i) [98]:

DK,i =
dp
3

√
8RT

πMi

εp
τ

|3.8|

In equation 3.8, the particle porosity εp represents the void fraction of a single particle,
while the pore tortuosity τ accounts for the labyrinth structure of the pores that desires
the molecules to travel a longer distance to reach to the same particle radii [96].

Deff =
1

1
Di,m

+ 1
DK,i

|3.9|

The di�usion coe�cient of a gas species in the bulk depends on operating conditions
such as temperature and pressure (increasing with temperature, inversely proportional
to pressure). The model setup involves a number of gas components. Reactants are
assumed to be subjected to di�usive transport in the gas mixture. So, the problem to
solve is the calculation of Di,m � that is the di�usion of species i in the gas mixture m
(multicomponent gas di�usion, Stefan-Maxwell-di�usion [99]). Multicomponent di�usion
coe�cients are calculated starting from the computation of the coe�cients for binary
di�usion, i.e. the di�usion of the considered species in each of the mixture components
and proper combination of these di�usivities. In this work, the multicomponent di�usion
coe�cient is calculated based on the relationship of Wilke [100]:

Di,m =
1

N∑
j=1, j 6=i

xj
Di,j

, |3.10|

where the binary di�usion coe�cients Di,j are calculated following the correlation of
Fuller et al. [101]:

Di,j =
0.00143 · T 1.75

√
1
Mi

+ 1
Mj

p
√

2
(

3
√
Vi + 3

√
Vj
)2 · 10−4 . |3.11|

In this expression, Vi and Vj represent the sum of group contributions for di�usion
volumes [82].
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Boundary layer di�usion

The bulk of the gas phase is connected to the solid particle surface via an interface,
the boundary layer. Prior to a heterogeneous reaction it is necessary that the involved
gas component passes this gas layer to reach the solid particle surface. The resistance
to mass transfer through this interface causes a concentration gradient between bulk
and surface. The concentrations on both sides of the interface are related to each other
by thermodynamic laws and are usually expressed in terms of thermodynamic equilib-
rium [99]. In general, this di�usion problem is solved by computation of a mass transfer
coe�cient. This coe�cient can be calculated using an empirical equation that correlates
�uid properties and operating conditions to the mass transfer coe�cient [99]. Basis for
the estimation methods is the kinetic gas theory [82].
The mass transfer coe�cient kc is de�ned as the ratio of species �ux to concentra-

tion di�erence. In real applications including �ow around the particle, due to physical
processes at the interface caused e.g. by convection or turbulence, the mass transfer co-
e�cient is much larger as it would be observed by the concentration di�erence alone. In
practice, correlations are used to account for these �ow e�ects.
For dilute systems, the general expression for the transfer rate of species i via the

interface can be written as:

Ṅi = kcA (xi − xi,S) |3.12|

The di�usion problem in this work is related to adsorption of gas components on a
solid surface (coke) prior to gasi�cation reactions. The di�usion problem is considered
uni-directional � the expression for the di�usion rate can therefore be written as:

Ṅi =
Di,mp

RTδc
A (xi − xi,S) |3.13|

The �lm thickness δc depends on the hydrodynamics and transport properties in the
system and is expressed in terms of Reynolds and Schmidt number.
The �xed bed has very complex geometric properties � theoretical correlations for mass

transfer coe�cients are not available. Correlations are therefore obtained empirically by
�tting experimental �ndings [99]. Due to the analogy between heat and mass transfer,
a variety of expressions correlating Re and Sc to obtain the Sherwood-number Sh is
available. The correlation of Petrovic and Thodos [102] was used to account for the
transfer conditions of �uid �ow in a �xed bed of solid particles:

Sh =
kcdp
Di,m

= f (Re, Sc) =
0.357

ε
Re0.641Sc

1/3 |3.14|

The Reynolds number is calculated accounting for the non-sphericity of coke particles
[99]), using the speci�c surface area a = 6(1−ε)

dp
in the coke bed:

Re =
v ρ

µΨ a
|3.15|

The de�nition of the Sherwood-Number (equ. 3.14) is rearranged to give the surface
speci�c mass transfer rate for species i:

kc,i =
0.357

ε
Re0.641Sc

1/3Di,m

dp
|3.16|
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For the calculation of di�usion coe�cients (equ. 3.10) as well as thermodynamic prop-
erties used in the correlations, the temperature in the boundary layer surrounding the
coke surface is calculated as the arithmetic mean from particle and gas-phase bulk tem-
perature:

Tm =
Tf + Tp

2
|3.17|

At very high temperatures, the transport of educts from the bulk �ow surrounding the
solid particle through the boundary layer towards the particle's outer surface forms the
limiting step.

E�ective heterogeneous reaction rate

Finally, the e�ective heterogeneous reaction rate for each of the considered reaction
equations is calculated accounting for the above mentioned transport mechanisms and
intrinsic reaction rate kreac as a series of resistances [95]:

keff =
1

1
kc,i·Acoke·c1−νi

+ 1
γ·kreac

|3.18|

Using this approach the e�ective reaction rate can be calculated for a wide temperature
range, accounting for limitation of heterogeneous reactions by intrinsic reaction rates
at lower operating temperature (zone I), limitation by pore di�usion at intermediate
temperatures (zone II) and boundary layer di�usion at high temperatures (zone III) (see
�gure 3.2).

3.6.2 Considered heterogeneous reactions

A set of heterogeneous gasi�cation reactions was implemented to model the coke utiliza-
tion with various reaction partners. The most important aspects in gasi�cation of solid
carbonaceous fuels can be described by four heterogeneous reactions [103, 104, 105, 106],
summarized in table 3.1. In this set, coke oxidation is by far the most exothermic reac-
tion, while Boudouard and water-gas shift reactions are endothermic. The methanation
reaction is slightly endothermic and plays a minor role at conditions present in the blast
furnace process.

Table 3.1: Heterogeneous coke reactions implemented in the reaction system.

reaction reaction equation ∆H

Combustion C + O2

kO2−−→ CO2 −393.5 kJ/mol

Boudouard C + CO2

kCO2−−−→ 2CO 172.5 kJ/mol

Water-gas shift C + H2O
kH2O−−−→ CO + H2 131.3 kJ/mol

Methanation C + H2

kH2←−→ CH4 −74.9 kJ/mol

In the developed model, coke reactions are rewritten as proposed by Blasi [107] to
properly represent oxygen and hydrogen contained in the coke matrix, as given by the
elementary analysis. Furthermore, coke is modeled dry. This assumption is considered
appropriate for the current conditions, as the upper boundary of the simulation domain
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that also de�nes the interface of coke intake is located at a level where temperatures are
high at su�ciently long residence times to ensure that any moisture contained in the
coke has been evaporated.

Coke combustion: Injected hot blast contains oxygen that reacts with coke forming the
boundary of the raceway as well as particles passing the raceway cavity. This
exothermic reaction releases heat that is utilized by endothermic gasi�cation reac-
tions as well as for the reduction of iron oxides.

CHxOy(s) + (
x
4
−y

2
) O2

kO2−−→ CO2 +
x
2

H2O |R 30|

Reaction kinetics for this equation were adopted from Rumpel [96]. The reaction
data originate from the regression of thermogravimetric experiments using coke
obtained from various carbon carriers such as wood and bituminous coal:

kcoke,O2 = 3.8 · 107 · e−
150500
R·Tcoke

[
molcoke/kgcoke·s (m3/molO2

)
ν] |3.19|

This expression for the intrinsic reaction rate is used together with the di�usion
models presented in section 3.6.1 to calculate e�ective heterogeneous reaction rates.
The resulting reaction rates are shown in �gure 3.3. For the blast furnace simu-
lation runs, burning rates of coke are expressed in terms of the volumetric coke
consumption as:

Scoke,O2 = −kO2, eff ·Mcoke · (1− ε) · ρcoke · cνO2
[kgcoke/m3·s] |3.20|
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Figure 3.3: Rate of coke oxidation as function of temperature at various gas-
solid relative velocities. Operating conditions as at the raceway
boundary in the blast furnace: gas velocities 1m/s, 10m/s and
50m/s, p = 5.1 bar, dp = 21mm, ε = 0.8, gas mixture: 15.2%v/v

H2O, 10.4%v/v CO2, 4.9%v/v O2, balance N2.
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Boudouard reaction: At elevated temperatures, coke also reacts with other gas compo-
nents such as carbon dioxide, water vapor and hydrogen. The proper description
of these gasi�cation reactions is even more important than in the case of oxidation,
because intrinsic reaction rates are typically signi�cantly lower, consequently the
rate limiting step is depicted by the combination of reaction kinetics and di�usion
processes.
The most important heterogeneous reaction of blast furnace coke is the gasi�cation
with CO2 to form CO that is subsequently utilized for indirect iron oxide reduction.

CHxOy(s) + CO2

kCO2−−−→ 2 CO + yH2O + (
x
2
−y) H2O |R 31|

The Boudouard reaction is highly endothermic (see ∆H in tab. 3.1) and is at
standard conditions thermodynamically hindered due to the higher Gibbs enthalpy
of the reaction products. As the reaction proceeds, the entropy in the system is
increased (∆S298, Boud = 180 J/mol·K > 0), resulting in a decrease of the Gibbs-
enthalpy di�erence ∆G = ∆H − T · ∆S at higher temperatures. Accordingly,
the reaction is exergonic at temperatures above 700 °C and the equilibrium of the
reaction is shifted to the product side.
With increasing pressure levels, the reaction rate declines due to the stoichiometry
of the reaction equation (2 mol of gas produced, 1 mol consumed; Le Chatelier's
principle), as illustrated in �gure 3.4:

 0

 0.2

 0.4

 0.6

 0.8

 1

 200  400  600  800  1000  1200

 0

 0.2

 0.4

 0.6

 0.8

 1

C
O

 c
on

ce
nt

ra
ti

on
  [

m
ol

/m
ol

]

C
O

2 
co

nc
en

tr
at

io
n 

 [
m

ol
/m

ol
]

temperature  [oC]

1 bar
2 bar

5 bar
10 bar

Figure 3.4: Equilibrium gas-phase concentration pro�le of Boudouard re-
action at varying temperature and pressure (initial conditions:
nC = nCO2

= nCO = 1 mol).

Kinetic rate expression used in this work (coke from bituminous coal, [96]):

kcoke, CO2 = 2.7 · 105 · e−
185200
R·Tcoke

[
molcoke/kgcoke·s (m3/molCO2

)
ν] |3.21|

De�nition of the source term in the simulation model:

Scoke, CO2 = −kcoke, boud, eff ·Mcoke · (1− ε) · ρcoke · cνCO2
[kgcoke/m3·s] |3.22|

The resulting reaction rates at conditions near the raceway-boundary of the blast
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furnace are shown in �gure 3.5. In comparison with the oxidation reaction, the in-
trinsic rate of CO2 gasi�cation is low, therefore the overall reaction rate is limited
by reaction kinetics in a wider temperature range.
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Figure 3.5: Rate of Boudouard reaction as a function of temperature at var-
ious gas-solid relative velocities. Operating conditions as at the
raceway boundary in the blast furnace: gas velocities 1m/s, 10m/s
and 50m/s, p = 5.1 bar, dp = 21mm, ε = 0.8, gas mixture:
15.2%v/v H2O, 10.4%v/v CO2, 4.9%v/v O2, balance N2.

Heterogeneous water-gas shift: At equal temperature and partial pressure of gasi�ca-
tion agent, steam gasi�cation proceeds several times faster than CO2�gasi�cation
[105, 108].

CHxOy(s) + (1−y) H2O
kH2O−−−→ CO + (1 +

x
2
−y) H2 |R 32|

The coke consumption by reaction with water vapor is calculated using a model of
Hobbs et al. [109], where the reaction rate is expressed with respect to the particle
surface Acoke = 6

dpρp
:

kcoke,H2O = 3.42 · Tcoke · e
− 129700
R·Tcoke [molcoke/m2

coke·sm
3/molH2O] |3.23|

Coke source terms are therefore computed as:

Scoke,H2O = −kcoke,H2O, eff ·Mcoke · (1− ε) · ρcoke · cH2O ·Acoke [kgcoke/m3·s] |3.24|
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Figure 3.6: Rate of water-gas shift reaction as function of temperature at
various gas-solid relative velocities. Operating conditions as at
the raceway boundary in the blast furnace: gas velocities 1m/s,
10m/s and 50m/s, p = 5.1 bar, dp = 21mm, ε = 0.8, gas mixture:
15.2%v/v H2O, 10.4%v/v CO2, 4.9%v/v O2, balance N2.

The equilibrium gas-phase composition for initially equal moles of C, H2O, H2 and
CO is shown in �gure 3.7:
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Heterogeneous methane formation:

CHxOy(s) + (2 + y−x
2

) H2

kH2−−→ CH4 + y H2O |R 33|

The gasi�cation of coke by hydrogen to produce methane is implemented based on
the approach of Hobbs et al. [109] using the kinetic data as given by Tepper [95].

kcoke,H2 = 0.00342 · Tcoke · e
− 129700
R·Tcoke [molcoke/m2

coke·sm
3/molH2

] |3.25|

Scoke,H2 = −kcoke,H2, eff ·Mcoke · (1− ε) · ρcoke · cH2 ·Acoke [kgcoke/m3·s] |3.26|

Heat of heterogeneous reactions: The heat of reactions ∆Hr are computed from stan-
dard state enthalpy di�erences at local coke temperatures using polynomial expres-
sions available for thermophysical properties (Shomate equations, [110]) to calculate
enthalpy di�erences relative to standard conditions.

∆Hr =
∑

∆H
Tg
i, prod −

∑
∆H

Tg
i, ed |3.27|

The standard enthalpy of formation of solid coke was calculated from the tabulated
values of gas species involved in the combustion reaction using the lower heat of
combustion of coke given from experimental examination (see tab. 5.3).

In the blast furnace, coke size varies from 3 mm to 30 mm near the raceway boundary
and further away, respectively [19]. However, the particle size represents a critical pa-
rameter to successfully model raceway conditions, as it directly in�uences the length of
educt species di�usion paths. The reasonable choice of a mean diameter was reported to
o�er a promising approach to model the blast furnace process [19], thereby avoiding the
introduction of computationally very expensive population balance models to thoroughly
describe particle shrinking e�ects.

3.7 Reduction of iron oxides

The simulation domain considered is restricted to the lower part of the blast furnace,
where the reduction of iron oxide is reported to be �nished and liquid hot metal as well
as slag is present (see e.g. [2, 3, 12, 30]). Therefore, the reduction reactions of the liquid
phase are not included in the model. If in future work the simulation domain is to be
extended towards the stack, this functionality can be added by introducing species and
heat source terms in the governing conservation equations.

3.8 Simulation of solid �ow

The �ow of solids charged to the blast furnace has considerable in�uence on the operating
characteristics. The loading of iron ore and coke on top of the bed and the bulk �ow
in shaft, raceway and hearth zone determine the operation stability to a great extent
[29, 111]. While the burden descends driven by gravity, coke is gasi�ed and iron ores
are reduced. The ore is molten in the cohesion zone, below this region coke remains
as the only solid material, allowing for liquid raw iron and slag to move downwards,
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countercurrent to hot blast moving towards the top of the furnace. The �ow of solids
in a blast furnace is mainly driven by melting of iron ore and conversion of coke in the
raceway zone.
For simulation of the �ow of solid matter in a blast furnace, several approaches of

problem formulations can be de�ned [29]:

Continuum multiphase approach The so-called Euler-granular method is commonly im-
plemented for �ow simulation of gas and granular solids [112]. Solid and �uid media
are treated as continuous, fully interpenetrating with separate conservation equa-
tions. This approach makes use of the kinetic theory of gases to describe inter-phase
exchange coe�cients between gas or liquid and granular materials. Several model
setups reported in the literature use this approach to model �ow of solids in iron
blast furnaces [28, 113, 114, 115].

Discrete approach Direct computation of the movement of each of the particles present
in a two-phase �ow is called �discrete element method�. In this approach Newton's
law of motion is integrated for every single particle present in the simulation do-
main. This o�ers the possibility to evaluate trajectories as well as forces acting
on the particulate matter and delivers signi�cant input to a deep understanding
of processes on a microscopic level. However, this output comes to a tremendous
computational e�ort [20]. This is especially true, if a wide range of velocities is
present in the process to be modeled � this is the case when a blast furnace is con-
sidered: very high velocities are found near the tuyères, whereas the movement of
burden in the stack is very slow. Furthermore, due to still restricted computational
resources the number of particles that can be modeled is limited and therefore
simpli�cations and assumptions have to be made to model real-world blast furnace
�ow problems. Several authors have tested model setups coupling the computa-
tion of solid particles using the methods of DEM with �nite volume solvers (CFD)
[20, 116, 117, 118, 119, 120].

Viscous �ow model Simpli�ed modeling techniques are based on the representation of
the coke bed as continuous, single-phase �uids with modi�ed viscosity to account for
the characteristic behavior of moving beds of particles [121, 122]. A big advantage of
this approach is the considerably lower computational demand as compared to the
above mentioned multiphase-models, as computations can be performed for steady-
state conditions, avoiding computationally very demanding time-discretization of
the conservation equations. If the shape of the dead-man zone in the blast furnace
is prescribed, the motion of the moving solid's bed can also be modeled using a
viscosity-model adopting the Newtonian approach [122]. Friction between particles
is described by introducing a �ctive solid viscosity. The resulting viscosity model
can be used in the Navier-Stokes equations. This approach o�ers the big advantage
that the �ow �eld of solid matter can be calculated using a �nite volume solver.

The currently implemented model represents solid �ux via the viscous �ow approach, in-
cluding the ability to describe the driving forces (coke consumption in the raceway zone
and by heterogeneous gasi�cation reactions). Viscosity is expressed using correlations
for Bingham media. Various authors [121, 123, 124] state the possibility to model the
movement of a bed of solids as a viscous �uid with properties of so-called �Bingham� me-
dia. The viscous properties are described by two parameters: yield viscosity µ0 and yield
stress τ0. These parameters were determined experimentally for various solid matters
(glass beads, quartz sand, silica spheres, alumina balls, soy beans, millet, coal and salt)
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by Nogami and Yagi [121]. Parameters for coal particles were used in the present study
(µ0 = 1230 Pas, τ0 = 1.14 Pa). As coke particles are usually larger than the length scale
of roughness of the furnace rigid walls, the usually applied no-slip boundary condition for
solid velocities is not valid [122]. Actually, partial slip of solids at the furnace insulation
material is possible. Consequently, in the simulation a slip boundary is applied at walls.

3.9 Raceway cavity

The size and shape of the cavity, formed by hot blast injected through the tuyères,
determines the traveling distance of injected fuels prior to impact on the coke bed and
therefore states an important boundary condition. In the current simulation framework
emphasis is laid on chemical reactions in the raceway cavity and in the surrounding
coke bed. To limit computational demands to an a�ordable level, the model assumes a
constant raceway shape that is taken from literature.

3.9.1 Raceway size

The size of the raceway is calculated depending on actual tuyère blast furnace operating
conditions. In literature, a number of correlations to estimate the raceway size is available
[31, 125], most of which are reported to fail in predicting raceway cavity sizes at actual
blast furnace conditions [19].
In this work, a one-dimensional model proposed by Gupta and Rudolph [19] was used

to describe the e�ect of tuyère and hearth diameter, blast momentum, coke size and
density, bed height and void fraction of the undisturbed bed, also introducing raceway
hysteresis phenomena. The model was developed based on a force balance equation for
the raceway zone accounting for particle friction in the cokebed. Friction e�ects are of
importance: Actual raceway size in operating blast furnaces is shown to belong to the
decreasing velocity part of the hysteresis curve [19], the sign of friction forces in the force
balance has to be set accordingly. The model was validated using literature data from full
blast furnace operation. Parameters that were used as input to the model calculations
are summarized in table 3.2.

Table 3.2: Properties of blast furnace coke particles, applied for the compu-
tation of raceway size.

property value ref.

particle density 1100 kg/m3 voestalpine
particle size 25 mm voestalpine
particle shape factor 0.7 − [19]
angle of particle-particle friction 43.3 ° [19]
coke bed porosity 0.5 − [19]
upward facing fraction of raceway envelope 0.8 − [19]
coke bed height (max. �ll level) 26 m voestalpine, BF A
hearth diameter 12 m voestalpine, BF A

The impact of hot blast momentum on the raceway size of blast furnace A, operated by
voestalpine Stahl GmbH in Linz, as calculated applying this model is shown in �gure 3.8.
The chart compares the response of the cavity size for varying inner tuyère diameter at
a constant hot blast rate to the case of constant blast velocity (i.e. blast injection rates
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increase with tuyère diameter). In the case of a constant blast rate, blast momentum
increases with decreasing tuyère diameter, therefore the penetration depth of hot blast
is enhanced and cavity volume is estimated to increase by a factor of approx. 2.8 as the
tuyère diameter is decreased from 160 to 130 mm.
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Figure 3.8: In�uence of tuyère diameter on the raceway size. Blast condi-
tions: 1220 °C, 5.1 bar, 24.9%v O2, 2.5%v H2O, balance N2.

3.9.2 Raceway shape

Generally, the shape of the raceway cavity is de�ned by the porosity distribution in the
vicinity of the tuyère opening. The porosity pro�le from literature [113] as implemented
in the current model assembly is shown in �gure 3.9.
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Figure 3.9: Shape of raceway cavity implemented in the CFD-model.

Due to the fact that the model applied to compute the raceway size is one-dimensional,
the result is an average raceway diameter for a spherical raceway. This parameter is used
to scale the raceway shape published by Zhou [113]. Measurements of the coke bed
voidage at stopped blast furnaces and hot model experiments showed that the local
porosity varied near the boundary of the raceway cavity and approached 0.5 further
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away [19]. Therefore, the porosity in far-�eld of raceway was implemented applying a
void fraction of ε = 0.5 .

3.10 Injection of alternative reducing agents

Industrial processes often include solid particles, liquid sprays or even gas bubbles, dis-
persed in a �uid to increase the speci�c surface of the injected substance [70]. Fur-
thermore, in many cases these dispersed phases interact with the surrounding continuous
�uid, e.g. heterogeneous heat transfer processes, species release due to pyrolysis or drying
processes and heterogeneous chemical reactions.
Two basic approaches are available to model such multiphase �ow problems:

Euler-Euler approach In the concept of Eulerian modeling of multiphase �ow domains,
each phase is treated as a continuous �uid. The momentum equation is solved for
each of the phases in an Eulerian frame of reference, including phase interactions
estimated using drag laws. This model is not applicable to steady-state CFD
simulations.

Lagrangian approach If the volume concentration of the secondary phase is low (typi-
cally below 12 %v/v), dispersed particles (solid particles, droplets or bubbles) can
be modeled applying a tracking scheme in the Lagrangian frame of reference, i.e.
the balance boundaries move along with the particle. In this approach the move-
ment of particles in the computational domain is calculated by integrating balance
equations (momentum, heat and species balance) for parcels that are representa-
tive for a high number of particles, so much less particles are tracked numerically
than are actually present in the spray or particle �ow and computational demands
can be limited to a�ordable levels [58]. On their way, particles pass the discrete
volume elements where the �uid phase is solved in an Eulerian frame of refer-
ence. Exchange terms between dispersed and continuous phase are modeled by
implementing mathematical expressions. Particle tracks are calculated at speci�c
intervals of continuous-phase iterations to update the source terms.

In the current model setup, the Lagrangian modeling approach was identi�ed as the
proper method due to the high �exibility of the solver code to introduce user-de�ned
subroutines concerning e.g. heat and mass transfer and interaction with solid coke bed
while at the same time the computational demand is low as compared to full Euler-Euler
simulations.
Trajectories of injected particles are calculated based on the particle momentum ba-

lance:
dvp
dt

= FD (vf − vp) +
g (ρp − ρf )

ρp
+ Fp |3.28|

The drag force per particle mass is calculated based on the drag coe�cient CD that
accounts for the particle Reynolds number Rep:

FD =
18µ

ρpd2
p

cDRep
24

Rep =
ρfdp |vf − vp|

µ
|3.29|
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The drag coe�cient is calculated for the entire range of Rep applying the correlation
given by Haider and Levenspiel [126]:

cD =
24

Resph

(
1 + b1Re

b2
sph

)
+

b3Resph
b4 +Resph

, |3.30|

using the parameters:

b1 = e2.3288−6.4581ϕ+2.4486ϕ2

b2 = 0.0964 + 0.5565ϕ

b3 = e4.905−13.8944ϕ+18.4222ϕ2−10.2599ϕ3

b4 = e1.4681+12.2584ϕ−20.7322ϕ2+15.8855ϕ3

|3.31|

The shape factor ϕ accounts for the impact of non-sphericity of injected particles on
the particle drag and is used to express experimental data [127] available for the plastic
particles injected into the blast furnace raceway (see tab. 3.4).
The heat balance for the tracked discrete particle is calculated as [74]:

mpcp
dT

dt
= αAp (Tf − Tp) +

dmp

dt
hfg + aApσ

(
T 4
R − T 4

p

)
. |3.32|

3.10.1 Liquid hydrocarbons

The application of a Lagrangian approach to track injected oil droplets allows for a drastic
reduction of computational e�orts as compared to full resolution of the liquid atomization
process using e.g. volume of �uid (VOF) approaches. However, as a consequence, the
initial droplet size distribution of injected heavy fuel oil has to be de�ned as a model
parameter.
Due to experimental di�culties the size distribution resulting from atomization cannot

be measured directly at the operating blast furnace. Therefore, atomization e�ciency
was studied experimentally in a lab-scale cold model, featuring a tuyère in the length
scale of 1 : 2 [128, 129]. Air was injected into the model raceway cavity with velocities in
the range of 50 to 100 m/s at ambient conditions. The injected model �uids were chosen
such, that the experimental conditions reproduced the governing set of dimensionless
numbers describing atomization processes estimated for blast furnace conditions (consid-
ering Ohnesorge, Weber and Reynolds number). Optical accessibility of the zone in front
of the injection lances was provided by realization of the cold model as a transparent
PMMA box. Experimental measurement techniques included Laser Doppler Anemome-
try (LDA), Particle Image Velocimetry (PIV) and high speed imaging to estimate droplet
velocities, size distributions as well as the angle of the spray cone at various operating
conditions. An image of the experimental setup is shown in �gure 3.10. The right
diagram shows an example of measured droplet velocities in the lab scale blast jet.
In addition to these experimental observations, detailed modeling studies have been

performed to study the high-velocity breakup of liquid jets using the VOF approach in
comparison with experimental results [130].
The liquid fuel injected into blast furnace A consists of a mixture of hydrocarbons

containing 10 %w/w water (see tab. 3.3), being preheated to 280 °C prior to injection.
To account for the presence of the two species in the liquid mixture, a multicomponent
droplet evaporation model was applied that computes release rates of the components
based on the estimation of their temperature dependent vapor pressures [131]. Oxidation
and thermal degradation of released oil vapor are assumed to take place in the gas phase
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Table 3.3: Physical and chemical properties of injected liquid fuel.

parameter value

ultimate analysis 88 %w/w C, 12 %w/w H
water content 10 %w/w

Optical accessibility of the zone in front of the injection lances was provided by realization of the cold model as a transparent PMMA 
box. Experimental measurement techniques included Laser Doppler Anemometry (LDA), Particle Image Velocimetry (PIV) and high 
speed imaging to estimate droplet velocities, size distributions as well as the angle of the spray cone at various operating conditions. 
An image of the experimental setup is shown on the left in figure 3. The right diagram shows an example of measured droplet 
velocities in the lab scale blast jet. 

             
Figure 3: Experimental investigation of fuel oil atomization. Left: experimental setup,  

Right: exemplary result from PIV measurement (droplet velocity magnitude in the blast jet). 

Important for successful utilization of fuel oil injected in the raceway zone is the atomization forming a very small droplet regime. 
Otherwise, residuals of unburnt fuel may leave the oxidizing zone near the tuyères, being lateron transformed to carbon black. The 
soot freight in the ascending gas might cause clogging of the voids in the coke bed or, if leaving the blast furnace with the top gas, be 
carried over to the gas-cleaning system and discharged in the cleaning water [6]. Finally, the effective fuel utilization is reduced by soot 
formation. Therefore, great emphasis is laid on proper atomization devices. 
In addition, detailed modeling studies have been performed to study the high-velocity breakup of liquid jets using the VOF approach 
in comparison with experimental results [13]. 

CFD-MODELING 

The CFD-simulations were carried out using the framework of the commercially available solver code ANSYS FLUENT® v6.3.26 [14]. 
FLUENT uses a finite volume discretization, for each finite control volume the physical balance equations are solved for momentum, 
energy, radiation, mass, turbulence quantities and species concentrations. Since some of the equations are highly nonlinear, an 
iterative solving procedure has to be used. Turbulence is handled by applying Reynolds averaging of the Navier-Stokes-Equations 
(RANS) and suitable two-equation closure formulations.  
An important feature of the FLUENT code is the possibility to enhance the capabilities of the standard solver with new models by 
utilizing compiled user defined functions (UDF's, libraries written in C programming language), which can be linked dynamically to 
predefined solver interfaces. Using this possibility, empirical correlations as well as theoretical approaches describing important 
features of the blast furnace process were implemented. The idea of the modeling approach termed Dual-Grid method is based on the 
solution of conservation equations for the solid (i.e. coke) as well as the gas phase in the blast furnace [10]. In its differential form, the 
general conservation equation of an arbitrary extensive quantity Φ can be written as: 

∂Φ
  ∂t  �

storage term

= − ∇(vΦ)���
convective term

− ∇JΦ�
molecular transport

+  SΦ  �
source term

 (1) 

Considering e.g. species transport, Φ is to be replaced by the individual species mass fraction (Φ = Yi) in the fluid mixture. 
Heterogeneous transfer between solid and gas phase is modeled by introduction of mathematical expressions describing the physical 
processes based on local driving forces. In the model this transfer is implemented by computing source terms to be used in the 
governing conservation equations (last term in equ. 1), e.g. heat source term in the energy equation for heterogeneous heat transfer or 
species source terms due to heterogeneous reactions. As a consequence, velocity, temperature and concentration profiles are calculated 
for the slowly descending coke bed as well as for the hot blast moving comparatively fast towards the top of the furnace in the voids 
of the coke bed. 
Thermal conductivity in the coke bed is calculated based on the model originated by Zehner, Bauer and Schlünder [15]. This approach 
accounts for primary parameters influencing the heat conduction in a fixed bed of particles such as the void fraction, thermal 
conductivity of solid material and of the fluid phase. To successfully model thermal conductivity under blast furnace conditions, also 
secondary parameters are considered, including heat transfer due to particle-particle radiation in the coke bed, effects of elevated 
pressures and particle deformation due to mechanical load [11]. Heterogeneous heat transfer is calculated based on dimensionless 
correlations that are valid at fixed bed conditions, accounting for spatial porosity variations. 

Figure 3.10: Experimental investigation of fuel oil atomization. Left: exper-
imental setup, Right: exemplary result from PIV measurement
(droplet velocity magnitude in the blast jet) [129].

only, corresponding reactions are included in the reaction mechanism (R18 - R 26).
The width of the droplet size distribution was described applying the Rosin-Rammler

function. This distribution was originally developed for the characterization of size distri-
butions of coal dust, but is also widely applied for droplet sprays [132]. The two empirical
parameters in this correlation are the mean droplet size d̄ and the spread parameter n.
The mean size of the oil spray was estimated using the correlation proposed by Paloposki
and Hakala [133] who experimentally studied the injection of residual fuel oil into a cold
model raceway:

d̄ = 147 · ṁ0.186
oil , |3.33|

giving a mean droplet size of approx. 100 µm as an average for the blast furnace injection
conditions studied in this work (see chapter 5).
The spread parameter was set following Slaby [12], giving the distribution function:

Y = 1− e−( dd̄)
n

= 1− e−( d
100)

4.5

|3.34|

The resulting Rosin Rammler distribution is shown in �gure 3.11. In the CFD-model,
the continuous size distribution is approximated using 6 size bins, as detailed in the
histogram, according to experimental observation the angle of the spray cone was set
to 20°.

3.10.2 Natural gas

The conversion behavior of natural gas was studied as representative for gaseous reducing
agents. In the model, the �uid representing natural gas was considerably simpli�ed in
terms of composition, being implemented as pure methane. This molecule is already
included in the list of component species and incorporated in the set of homogeneous
and heterogeneous reactions.
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Figure 3.11: Fuel oil droplet size distribution: Rosin-Rammler distribution
and distribution as implemented in the CFD-model.

3.10.3 Plastic particles

Experimental investigation of plastic particle thermolysis at raceway conditions showed
that non-isothermal behavior of the particles is to be expected. This is due to the
fact that heat transfer rates are very high (high relative velocities and intense radiative
heat transfer) and thermal conductivity of the highly porous material is rather low (see
thermophysical data given in table 3.4).

Table 3.4: Physical and chemical properties of injected plastic particles.

parameter value

mean equivalent diameter [range] 7.5 [6− 8 ]mm
sphericity 0.5

aspect ratio 0.55− 0.75
mean particle density < 1100 kg/m³

particle porosity 0.35− 0.70

ultimate analysis
71 %w/w C, 10 %w/w H, 12 %w/w O,
7 %w/w ash, traces of Cl and F

thermal conductivity 0.1 W/m·K
mean speci�c heat capacity 600 J/kg·K

optical emmisivity 0.9

In the experiments [134], plastic particles were heated by laser pulses to achieve heat
transfer rates high enough. Each pulse resulted in the release of pyrolysis products from
the surface of the particles that rapidly ignited. The core temperature of the particles,
measured by a thermocouple positioned in the center, remained constant. This is also
con�rmed by estimation of the dimensionless Biot-number Bi, calculated as [135]:

Bi =
α · dp
λp · 2

|3.35|
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Table 3.5: Model for Plastic pyrolysis.

step no. reaction step description

1 C −−→ CH4 release of methane, if hydrogen is present
2 C −−→ CO if oxygen is present
3 H −−→ H2O if oxygen still present
4 C −−→ Cs soot formation, consumption of residual carbon
5 H −−→ H2 if hydrogen still available
6 O −−→ O2 if oxygen still available

The Biot-number compares the convective heat transfer towards the particle surface
to thermal conductivity in internal particle structures. At high Biot-numbers, spatial
temperature gradients near the particle surface are very high, so over time the core tem-
perature remains nearly constant. This thermal behavior of particles is called thermally
thick [136]. In the case of plastic injection into blast furnace raceways, it was found that
Bi > 15 in the zone where the particle shell reached gasi�cation temperature. Accord-
ingly, the implementation in the CFD code assumes that the temperature in the center
of the particle remains at initial values, while heat transferred to the particle surface is
utilized to heating of the particle shell. As gasi�cation temperatures are reached (in the
range of 300 °C, according to thermogravimetric analysis [127]), incoming heat is con-
sumed by plastic pyrolysis, resulting in the release of thermolysis products. No direct
combustion reaction on the surface is considered, as oxygen from the continuous phase
is assumed to be swept away from the particle as thermolysis proceeds [137]. Convective
and conductive heat transfer towards the particle surface is modeled applying common
dimensionless Nusselt correlations valid for single particles (equ. 3.2).

particle core

held at initial 
temperature

heat transfer from 
surroundings

release of 
thermolysis products

particle shell

Figure 3.12: Schematic illustration of plastic particle gasi�cation model.

Plastic pyrolysis is modeled following an approach that was developed for biomass
gasi�cation in combustion systems [138], as implemented for plastic pyrolysis at raceway
conditions by Jordan et al. [127] (see table 3.5). Plastic material is assumed to consist of
C, H and O only. Ash content as well as heavy metal, Cl, F, P, S and other pollutants are
neglected. The pyrolysis products are released as gas compounds (H2, CO, CH4, H2O,
O2 and soot). Combustion of the pyrolysis products and therefore the release of heat of
reactions takes place in the gas phase. The reactivity of char from plastics pyrolysis in
the solution-loss-reaction was reported to be higher than that of char derived from coal
[47]. Therefore it is assumed that char from plastics, deposited in the coke bed, is readily
consumed in the blast furnace.
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In the model, plastic particles that are not fully consumed before the edge of raceway
is reached also interact with the coke bed. In accordance with experimental �ndings
applying high-speed imaging of the raceway zone [139], plastic particles that have passed
the raceway cavity and hit the coke lumps surrounding the raceway are modeled to be
re�ected considering the local porosity value.
Figure 3.13 shows the size distribution of the injected plastic particle mixture. The

material for the sieve analysis was sampled from the injection point at BFA (�g. 3.14),
because sizes change during transport from storage hopper to the tip of the injection
lance due to particle breakup and/or coagulation.
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Figure 3.13: Plastic particle size distribution from sieving analysis, imple-
mented in the CFD-model.

10mm

Figure 3.14: Processed waste plastics for injection into the blast furnace.

3.10.4 Pulverized coal

Similar to plastics and liquid hydrocarbons, pulverized coal utilization is modeled ap-
plying the discrete particle model and Lagrangian tracking schemes. Base models for
coal combustion are available in the standard solver routines. The overall process of
coal combustion includes the evaporation of moisture that is contained in the coal, de-
volatilization and �nally the utilization of residual char by heterogeneous reactions [140].
The ash contained in virgin coal is not modeled, therefore after completion of heteroge-
neous reactions the particle stream is deleted from the computational domain. The size
of coal particles is approximated applying the size distribution by Rosin-Rammler.
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In this work coal conversion is modeled in a sequence of processes:

Coal particle heating The �rst sequence in modeling the combustion of pulverized coal
represents a preheating step, i.e. particle temperature increases by heat that is
transferred from the surroundings. Convective and radiative heat transfer rates
to the particle are integrated, solving for the rate of particle temperature change
(equ. 3.32). In this phase particles are considered inert in terms of mass transfer
until a certain particle temperature level is reached.
The Nusselt number correlation given by Ranz and Marshall [141, 142] is applied to
compute the heat transfer coe�cient between continuous and discontinuous phase:

Nu =
αdp
λf

= 2.0 + 0.6 ·Re1/2
p · Pr

1/3 |3.36|

This correlation is valid in the range of particle Reynolds numbers 0 < Rep < 200
and continuous phase Prandtl number 0 < Pr < 250 and is therefore applicable to
conditions in the tuyères and raceways of blast furnaces. In the model, the internal
temperature pro�le of the coal particles is not computed explicitly, but rather a
constant temperature throughout the particles is assumed. The validity of this
approach can be proven by evaluation of the Biot Number (equ. 3.35).
In general, thermophysical properties of coals change during thermal utilization.
However, in combustion processes, the thermal conductivity can be considered
constant, as due to the high heating rates in the range of 104 − 105 K/s coal bonds
are presumed to be frozen [143], therefore thermal conductivity and speci�c heat
capacity remains at conditions that represent values at room temperature.

Drying / Devolatilization As the particle temperature exceeds the �ctive vaporization
temperature Tvap, onset of moisture release and discharge of volatile compounds
to the gas phase is modeled. The release rate of particle mass is estimated by
evaluating the rate of heat transfer to the particle, accounting for heat sink due to
latent heat of evaporation.
Considering drying, the driving force for the mass transfer of water from the coal
particle to the gas phase is evaluated based on the computation of the di�erence of
the H2O partial pressure on the particle surface to the partial pressure in the sur-
rounding �uid phase [74]. In analogy to heat transfer, the mass transfer coe�cient
kc is retrieved from the Sherwood number, evaluating the di�usion coe�cient Di,m

of the considered component in the gas mixture:

Sh =
kc dp
Di,m

= 2.0 + 0.6 ·Re1/2
p · Sc

1/3 |3.37|

Devolatilization is modeled applying a two competing rates model to compute the
release of volatile coal compounds to the surrounding �uid phase (�g. 3.15). Two
kinetic expressions and volatile yields are implemented, describing thermal disin-
tegration at di�erent temperature ranges.

k1 α1  · volatiles1 + (1- α1) · char1

coal
α2  · volatiles2 + (1- α2) · char2k2

Figure 3.15: General layout of devolatilization scheme of injected coal.
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In the model it is assumed that volatile species released at di�erent heating rates
are identical, the same approach is applied to describe the remaining char fractions
(i.e.: volatiles1 ≡ volatiles2 and char1 ≡ char2). By this simpli�cation only a minor
impact on the computed coal burnout ratios is to be expected [144]. Temperature
dependence of devolatilization rates are implemented as Arrhenius-type reaction
kinetics (equ. 2.23) [144, 145]:

A1 = 3.7 · 105 1/s E1 = 18000 K
A2 = 1.46 · 1013 1/s E2 = 30189 K

Yield factors α1 and α2 depend on the conditions at thermal coal utilization, such
as the type of coal, heating rates, temperature levels etc. At high heating rates, as
also obtained at injection into the blast furnace, the mass fraction of coal that is
released with volatiles increases. Volatile yields are speci�ed based on the volatile
content that is available from proximate coal analysis. The actual yield is estimated
incorporating the enhancement due to high heat transfer rates at high tempera-
tures as proposed by Shen et al. [146]:

α1 set as volatile yield from proximate analysis
α2 calculated from α1 according to α2 = 1.25α2

1 + 0.92α1

During devolatilization, swelling of particles may occur as volatiles also form in-
side the solid particle, causing in�ation. This can be described by introduction of
a swelling coe�cient that relates the particle diameter to the fraction of volatiles
released. The swelling index strongly correlates to the heating rate. However, ac-
cording to the results of Gale et al. [147] regarding coal utilization at heating rates
in the range of 105 K/s this index is set to unity.
Combustion of volatiles is modeled to take place in the gas phase by including an
oxidation reaction yielding CO2 (reaction R 27) and partial combustion to form
CO and H2 (reaction R 28). A further reaction describing the thermal destruction
of volatiles in the absence of oxygen was introduced to the set of reactions (reac-
tion R29).
The particle emissivity is expected to change during the release of volatiles [146].
This variation of the particle absorption coe�cient a has a large impact on the
particle heat balance (equ. 3.32). A user-de�ned subroutine was implemented that
introduces a variable absorption coe�cient, following the suggestions given by Shen
et al. [146]: Particle emissivity changes linearly with respect to the fraction of
volatiles released, where the emission factor of the virgin coal particle is set to
unity (acoal = 1) and the emissivity of the char remaining after volatiles release
decreases to a value of achar = 0.6 (char absorption coe�cient as in [148]).

Combustion / Gasi�cation The last step in utilization of pulverized coal involves the
consumption of residual char that remains in the particulate phase after volatile
components were released. This sequence represents an important episode in the
live-span of injected coal particles, since devolatilization takes place in a rela-
tively short time period and consequently the burnout rate in the raceway cavity
is strongly determined by the conversion behavior of chars due to heterogeneous
reactions.
The onset of heterogeneous reactions is modeled to take place after the release of
volatiles is �nished, owing to the �ow of volatiles that tend to sweep the surrounding
gas away from the particle surface and oxygen therein cannot reach the particle sur-
face. Furthermore, the combustion of volatiles requires high stoichiometric oxygen
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demands, therefore the ambient �uid in close proximity to the particles tends to be
oxygen depleted. Additionally, char oxidation is slower than combustion of volatiles
because coal particles are small and O2 molecules have to be transported towards
the particle surface. Still, char oxidation is reported to contribute the major part
of heat of reaction from coal injection [11]. The particle diameter is modeled to
remain constant. Consequently the particle density decreases during utilization
and the particle porosity increases accordingly.
A set of heterogeneous reactions was implemented as wall particle reactions, con-
sidering reactant bulk di�usion through the particle boundary layer. In these reac-
tions, composition of remaining char was simpli�ed and modeled as pure carbon.
Intrinsic Arrhenius-type reaction kinetics for oxidation of residual char from coal
combustion as proposed by Gibb [149] were implemented:

β C + O2 −−→ 2 (β−1 ) CO + (2−β) CO2 A = 497 kg/m2s Ea = 7.101 · 107 J/kmol

|R 34|
In this mechanism, char oxidation is evaluated introducing a variable to estimate
the share of reaction towards CO and CO2 based on the char particle temperature:

2(β−1)
2−β = AS · e

−TS
Tp AS = 2500 TS = 6240 K

Two additional gas-char reactions were implemented, namely steam and CO2 gasi-
�cation. These reactions are of high importance in the blast furnace and therefore
are considered in the model. Gasi�cation of residual char is the slowest of the
steps, therefore it continues outside the raceway cavity if gasi�cation agents are
still available and temperatures are su�ciently high. Reaction kinetic data were
adopted from [146]:

C + CO2 −−→ 2 CO A = 20230 m/s·K Ea = 3.304 · 108 J/kmol |R 35|

C + H2O −−→ CO + H2 A = 606.9 m/s·K Ea = 2.697 · 108 J/kmol |R 36|

An e�ectiveness factor η that re�ects the utilization characteristics of the coal type
is used for each reaction. The kinetic reaction rate is multiplied by this dimen-
sionless correction factor. The e�ectiveness factor therefore represents a model
parameter that is to be set in order to adapt the model to the examined coal type
and to account for coal characteristics that are not introduced explicitly. Values
applied in this model to successfully compute particle burnout ratios (see validation
results in chapter 4.4) are summarized in table 3.6.

Table 3.6: E�ectiveness factors applied in heterogeneous char reactions
model.

char reaction η

oxidation R34 0.6
CO2 gasi�cation R35 0.7
H2O gasi�cation R36 0.6

53



3 Mathematical Model

3.11 Time discretization

Spatial discretization of conservation equations is common in CFD simulations, where
the �nite volume approach is applied to compute the �uid motion in a computational
domain. If the data �elds also vary in time, additionally to spatial discretization also
time-discretization is necessary to properly describe the �ow phenomena.
In this work the movement of the coke bed is modeled by approximating the particulate

�ow as a continuous �uid with a porous structure introducing the raceway cavity (see
chapter 3.8). Consequently, the Navier-Stokes equations are solved to estimate the par-
ticulate �ow rather than computing the movement of each and every single coke particle
and its interactions with neighboring particles as applied in discrete element modeling.
DEM has to be solved applying time discretization, while it is possible to neglect the time
derivative when solving for �uid �ow by Navier-Stokes equations. Furthermore, liquids
such as hot metal and slag phases are not considered. The volume of �uid approach
that is applicable to introduce liquid phases would require time-resolved conservation
equations.
In the current model no time discretization is applied, i.e. the �ow properties are

expected to remain constant with respect to time. Due to the residence time and �ow
conditions in the blast furnace raceway cavity this approach is considered valid [150]. This
is also possible as the raceway shape is de�ned as a boundary condition that does not
change with progress of the iterative solution, no raceway hysteresis is considered. The
steady-state solution of coke and gas �ow results in a drastic reduction of computational
demand as compared to time resolved computation, allowing for the implementation of
detailed chemical reaction schemes to model the feed conversion.
Contrary to gas and coke phase, injected alternative reducing agents are introduced

applying discrete particle models. In this approach the change of droplet and particle
properties during time of �ight is integrated along particle trajectories applying time
discretization of the particle heat, mass and momentum balance (e.g. equations 3.32 and
3.28). Heat, momentum and mass sources are computed for the continuous phase to
introduce heterogeneous interaction. The source terms are updated periodically in the
solution procedure by computing particle tracks.

3.12 Parallel considerations

In the blast furnace process, a vast number of physical processes take place that need
to be accounted for in a numerical model. The mathematical model needs to include
quantities and their transport equations describing the �ow �eld (velocities, density,
turbulence quantities), temperature, radiation as well as chemical species. This results
in a large set of discretized di�erential equations to be solved iteratively by the solver
routines and therefore a considerably high need of computational resources, increasing
the calculation time.
The solution process can be sped up by splitting the calculation to several CPUs. This

is done by dividing the computational domain and simultaneous computation of partial
�ow problems on each of the processors. By splitting the �ow domain, the number of
grid elements to be solved per CPU decreases and therefore results are available earlier
[151]. The computing nodes performing the calculations need to exchange data via the
processor interfaces to ensure consistent results throughout the whole computational
domain. As the speed of data transfer is limited by available hardware resources, the
time to solve the problem does not decrease linearly with increasing number of CPUs,
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but rather a decay in performance increase is found.
The current implementation of the DualGrid-method (as explained in chapter 3.1)

solves for solid and gas phase in the blast furnace in separate grid zones, communication
between these zones is done by implementing a region mapping algorithm via storing the
cell addresses of corresponding �uid and solid domain cells in a user-de�ned data �eld. In
the user-de�ned solver subroutines for heterogeneous transfer processes the stored values
are used for indirect addressing using pointer structures.
Calculations were performed on Intel® Core� i7-3770 processors with a clock rate of

3.40 GHz, 8 MB cache and 32 GB DDR3 at 1600 MHz main memory, equipped with a
36 GB solid state disk. Typically, a converged run was achieved after approx. two weeks
real time if fourfold parallelization was applied.

3.13 Solution Procedure

An iterative solution procedure is applied to numerically solve for the unknowns such as
�ow, species concentration and temperature �elds. An overview of a typical calculation
sequence of the governing equations for steady-state simulations is shown in �gure 3.16.
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Figure 3.16: Diagram of typical solution procedure.

A typical work �ow of starting a new simulation run addressing the conversion of
alternative reducing agents in the raceway applying the developed model from scratch is
based on stepwise introduction of model functionality and balance equations. This allows
to minimize the computational e�orts to achieve a converged solution and also to avoid
stability problems arising from conditions that might be computed as intermediary results
during the iterative solution procedure. For example, large temperature �uctuations
typically appear when starting the solution of a temperature-dependent �ow problem by
means of CFD. The calculation of e.g. chemical reactions in such an early stage of the
solution process would be very demanding and also unreasonable because conversion rates
at such unrealistic conditions would not re�ect the actual situation in a blast furnace.
So, after initialization of data �elds with reasonable numbers that are close to expected

values, �rst the �ow of hot blast and coke is computed, applying �rst order discretization
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of the momentum equation without considering the impact of spatially variable tempera-
ture pro�les. After a converged solution was obtained for this cold �ow, species balances
are introduced to compute the composition. In this step also the energy equation is
activated as the local temperature is needed to to compute �uid properties such as the
gas density that is computed from the ideal gas equation, evaluating the mean molecular
weight of the gas mixture. Then the far-�eld energy transfer by radiation is introduced
by activating the radiation model. At this stage all components are still rendered inert,
no chemical reaction rates are computed.
In the next step, the modules for homogeneous and heterogeneous reactions are acti-

vated. In order to dampen the impact of reaction rates on local species concentration
and temperature values and therefore to maintain simulation stability, up to this point
hot blast is modeled as pure nitrogen. Changing the boundary condition for hot blast
injection from N2 to the actually considered hot blast composition including O2 and H2O
results in a continuous increase of oxygen partial pressure in the iteration progress. A
smooth onset of oxidation reactions and therefore heat release provides for fast conver-
gence and stable iteration loops.
The activation of the module for injection of alternative reducing agents adds further

source terms in the discrete volume elements, re�ecting the release of e.g. moisture,
volatiles and consumption or release of gas-phase species due to heterogeneous reactions.
To obtain the �nal converged simulation results, the discretization scheme applied to

compute the facet-values of quantities from cell-centered values is to be changed from
�rst to second order to increase the simulation accuracy.
For simulation runs that aim at new operating conditions an already available con-

verged solution can be used as a starting point. New settings, e.g. in terms of hot blast
composition are to be de�ned via the boundary conditions and iteration can be continued.
In this work the history of simulation convergence is monitored by de�nition of a

number of parameters that re�ect important process characteristics, for example the
average temperature or gas velocity in the raceway cavity. These are computed in every
iteration loop. Exemplary plots of various integral type monitor parameters are shown
in �gure 3.17. In this run the rate of pulverized alternative reducing agent injection were
increased, resulting in a reduction of temperatures and changes in gas composition in the
raceway.
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Figure 3.17: Exemplary plot of parameters vs. iteration number to monitor
simulation convergence.
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4 Model Validation

The implementation of the dual grid model has been validated for a number of heat trans-
fer problems in porous media of di�erent types in a wide range of operating conditions
as well as for heterogeneous and homogeneous chemical reactions, see table 4.1. The val-
idation procedure was structured such, that various experimental setups from literature
were implemented in distinct CFD models with increasing complexity of the physical
processes, starting at simple heat transfer problems between gas and solid phases. The
simulation results were compared to available measured data to analyze the model per-
formance.

Table 4.1: Overview of validation cases applied for the Dual-Grid model.

validation case temp. range
solid

matter

solids

structure
reactivity

ref.

exp.

closed system with

respect to mass

transfer, gas �ow:

natural convection

< 1250 °C
graphite

pebbles

bed of

spheres
inert [152]

open system gas �ow:

forced �ow through

�xed bed

20− 100 °C
ceramic

pebbles

bed of

spheres
inert [82]

porous burner:

open system
< 1500 °C SiC, Al
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4.1 Heat transfer

4.1.1 Heat transfer in a closed system at high temperatures

A �rst benchmark to test the implemented submodel for heterogeneous heat transfer
and heat conduction in a �xed bed of particles was applied for an experiment simulating
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Figure 4.1: Overview of heat conduction experiment (adapted from [152]).

the decay heat removal from modular gas-cooled nuclear reactors at accidental condi-
tions [152]. In these experiments the temperature �eld in a cylindrical bed of spherical
graphite pebbles was measured, while in the center of the bed an electrically powered
heating element simulated the reactor core to be cooled. In the experiments, heat was
transported from the center of the heating element to the reactor wall via natural gas
convection, heat conduction in the pebble bed and radiation. Measurement instrumen-
tation included a number of thermocouples to resolve radial temperature pro�les 9 cm
above and below the bottom and top of the cylindrical bed, respectively, as well as in
the vertical center (see �gure 4.1).
The experiments were run at two power rates (10 kW and 30 kW), using two kinds of

cooling �uids (He and N2) and two pebble diameters (30 mm and 60 mm). The temper-
atures measured were in a range starting close to room temperature and up to 1250 °C.

Model setup

In the CFD model a wedge of the cylindrical reactor and the various insulating materials
was implemented, applying rotary symmetry conditions on the cutting planes. The
boundary conditions for the simulations were set as summarized in �gure 4.2.
The porosity in the pebble bed was initialized to a value of ε∞ = 0.41. However, in

the vicinity of a solid wall the stochastic behavior of a bed of spheres is disturbed, a bed
of perfect spheres even exhibits oscillatory behavior [82]. Therefore porosity needs to
be expressed as a function of the distance to the wall, x. An empirical correlation that
satisfactorily describes the increase of the void fraction in the packing near a wall for
ground material, given by Giese [158], was implemented (R . . . radius of the reactor):

ε (x) = ε∞ ·
(

1 + 1.36 · e−5·R−x
dp

)
|4.1|

The resulting void fraction distribution along the radial coordinate is shown in �gure 4.3.
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Figure 4.2: Boundary conditions set in the CFD model
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Figure 4.3: Porosity distribution in pebble bed.

Simulation results

CFD simulations were run for the above mentioned operating conditions considering He
and N2 as cooling gas and heating power rates. For validation purposes, the measured
temperature pro�les were compared to simulation results.
The calculated temperature �eld in the packed bed for the experimental run with 10 kW

heating power and N2 as operating gas is presented in �gure 4.4. The left part of the
sketch shows the temperature of the graphite pebbles, the right part the values calcu-
lated for gas phase temperature. The heat source located in the center and heat losses
to surroundings (cooling purpose) are responsible for the temperature variation in the
reactor.
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Figure 4.4: Temperature �eld in the region of the pebble bed. Left: Tem-
perature of graphite pebbles, right: Gas temperature. Heating
power: 10 kW, gas: N2, 60 mm pebbles.
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Figure 4.5: Temperature �eld in the region of the pebble bed: Temperature
di�erence ∆T = Tgas − Tsolid. Heating power: 10 kW, gas: N2,
60 mm pebbles.

Gas density varies inversely proportional with gas temperature, inducing gas motion
in the voids of the packed bed through natural convection, see �gure 4.6.
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Figure 4.6: Gas �ow �eld in the voids of the pebble bed.
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Heat is transported by gas convection to the upper region of the �xed bed where the
gas is de�ected towards the reactor walls. Here, heat is transferred from the hot gases to
the cooler graphite pebbles, increasing the desired cooling rates and widening the zone
with higher bed temperatures. The comparison of simulation results to temperature
readings at di�erent operating conditions is shown in �gures 4.7 and 4.8.
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Figure 4.7: N2 as cooling gas at heating rates 10 kW and 30 kW. Pebble
diameter left: 60 mm, right: 30 mm. Symbols: Experimental
data, lines: Simulation results.
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Figure 4.8: He as cooling gas at heating rates 10 kW and 30 kW. Pebble
diameter left: 60 mm, right: 30 mm. Symbols: Experimental
data, lines: Simulation results.

The variation of the type of cooling gas allows to examine the impact of thermal
conductivity of the �uid on the heat transport (λHe ∼= 6 · λN2). Also, speci�c heat of
He is considerably larger than that of N2 (cpHe ∼= 5 · cpN2), but of course the density
of helium is much lower than that of nitrogen (ρN2

∼= 7 · ρHe), so on the basis of equal
gas velocities convective transport of sensible heat using He is about 70 % as compared
to N2.
In general, excellent agreement between experimental values and simulation results

was found, e�ects of various conditions were reproduced properly. A prerequisite for
satisfactory model performance at the current operating conditions is to account for
secondary e�ects in heat conduction processes (solid radiation, radiative heat transfer
between pebbles, see chapter 3.2). The simulation results show poor agreement with
experimental values if important physical processes are not included in the model, see
e.g. results without heterogeneous heat transfer or solid radiation in �gure 4.9. The
implementation of a complex model that addresses the relevant features is essential to
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properly describe heat transfer and transport procresses of �uid �ow in a packed bed of
particles. This is even more important if extreme conditions, e.g. high temperatures, are
present.
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Figure 4.9: N2 as cooling gas at 10 kW heating rate, pebble diameter 60 mm.
Left: No heterogeneous heat transfer, right: No solid radiation.
Symbols: Experimental data, lines: Simulation results.

4.1.2 Low temperature heat transport

In the previous chapter the simulation of a closed system with respect to mass �ow was
presented. In the next step, the model was applied to a system including mass transfer
via the system boundaries. A simple experimental setup was considered as validation
case: Air at a temperature of 21.5 °C enters a steam-heated tube with a packed bed of
mono-disperse ceramic pebbles [159] (see �gure 4.10).

Model Validation: Open system 

References: 
1. Dixon, A. G. Wall and particle-shape effects on heat transfer in packed beds Chemical Engineering Communications, 1988, 71, 217-237. 

T=100°C 

ceramic pellets packing 
air flow 
9.1kg/h 
21.5°C 

experimental data: 
radial temperature profile 

Figure 4.10: Setup and boundary conditions (experimental setup by Dixon
[159]).

As the air �ow enters the heater section, heat is transferred from the ceramic pebbles
to the gas �ow, cooling the spheres. Heat transport from the pipe wall towards the center
of the pipe mainly takes place via conduction in the solid material.
Comparison of temperature readings at the end of the packed bed to the simulation

results (see �gure 4.11) showed good agreement between experiment and calculations.
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Model Validation: Open system 

Figure 4.11: Temperature pro�les, heat transport in an open system with
respect to mass �ow. Symbols: Experimental data, lines: Simu-
lation results.

4.2 Gas-phase combustion, inert solid phase

Apart from heat transfer processes, a wide number of heterogeneous and homogeneous
reactions take place in a blast furnace. Following the strategy of stepwise implementation
of a full blast furnace model including validation of each step, a submodel predicting
simpli�ed homogeneous gas-phase combustion was implemented. A proper combustion
system including gas �ow and heat conduction by inert solid material was found to be
represented by a porous burner setup (�g. 4.12).

Figure 4.12: Porous burner: Setup and qualitative illustration of heat �uxes
and temperature pro�le along the center line.

In porous medium combustion, a mixture of gaseous fuel and oxidizer �rst enters a
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preheating zone. This zone is composed of an inert porous structure with relatively small
pore sizes assuring that any �ames are quenched. This happens through intense heat
exchange in the turbulent �ame zone at small characteristic diameters of hollow spaces
in the porous medium. The �ame is quenched if the timescale of thermal relaxation is
smaller than that of chemical reaction [160]. The characteristics of �ame propagation in
a porous medium can be described by introduction of the modi�ed Péclet-number [161]:

Pe = Re · Pr =
SL dm cp ρ

λf
|4.2|

This dimensionless number computes the ratio between advective and di�usive trans-
port, in this case applied for heat transport. Experimental observation of porous burner
systems by Trimis and Durst [162] has shown that the limit of �ame propagation is at
Pe = 65, at lower Péclet-numbers �ames are quenched. The preheating zone therefore
is to be designed such, that with the applied fuel mixture and therefore the resulting
laminar �ame speed SL the condition Pe < 65 is ful�lled.
At the position where the �ame front should be located, a di�erent porous medium

with larger pore size (Pe ≥ 65) is realized. Here, the actual oxidation of combustible
gas constituents starts. The highly developed inner surface of the porous medium leads
to very e�cient heat transfer between gas and solid, so combustion temperature in the
porous burner is controlled via the porous medium temperature [161, 163].
In the current work, the burner setup of Durst and Trimis [153, 164] was adopted.

In the experiments the burner was fueled with methane (excess air coe�cient 1.5) at a
rate of 2 kW thermal power. The preheating zone was realized as a �xed bed of alumina
spheres (dp = 5 mm), combustion was located in a silicon carbide foam (10 pores per
inch, 86 % void fraction).

Simulation setup

An overview of the implemented computational domain is shown in �gure 4.13. The
fuel/oxidizer mixture enters the �uid zone at the inlet on the left, is heated in the
preheating zone (heat transfer modeling via the dual-grid model) and then enters the
combustion zone. Computation of the temperature �eld and accordingly heat conduction
in the porous structures is done in the grid zone holding the solid material.

preheater zone combustion zone
wall boundary

temperature boundary condition: 
radiation temperature, defined using 

fil f fl id h
solid zone

D
F

temperature profile from fluid phase

adiabatic heat transfer, insulated 
(3mm ceramics)

D
F

U
D

temperature profiletemperature profile

U
D

gas mixture exhaust gas
gas zone

gas mixture exhaust gas

Figure 4.13: Computational domain implemented in the CFD model.
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Gas combustion was modeled using a simple two-step methane mechanism considering
7 species (CH4, O2, CO, H2, H2O, CO2, N2):

CH4 + 1.5O2 −−→ CO2 + 2 H2O |R 37|

2 CO + O2 −−→ 2 CO2 |R 38|

Reaction kinetics were integrated considering turbulence e�ects by applying the Eddy
Dissipation Concept based on Magnussen and Hjertager [165] along with in-situ adaptive
tabulation of reaction rates in the multi-dimensional reaction domain. The convective
heat exchange between SiC-foam and gas �ow was calculated using Nu = 0.146 ·Re0.96,
applicable to foam structures [166]. E�ective thermal conductivity of the porous struc-
ture was calculated based on the Zehner-Bauer-Schlünder model [83, 84, 85] with the
modi�cations proposed by Hsu et al. [167] to account for the ceramic foam.
A constant thermal conductivity λs = 237 W/m·K of alumina spheres was applied, con-

ductivity of solid silica carbide was calculated accounting for the local solid temperature:

λs = −2.08 · 10−7 · T 3 + 7.24 · 10−4 · T 2 − 0.88 · T + 437

Simulation results

Figure 4.14 presents the temperature pro�le along the center line of the burner setup.
The dual-grid model is able to reproduce the heating phase of the gas mixture in the
preheater: Heat is transferred from the combustion zone to the preheating region via
conduction in the solid phase, where it is passed via convective heat transfer to the gas
phase. The base for computation of heat transfer rates is the temperature di�erence
between gas mixture and solid foam structure. Good agreement between experimental
and calculated position of the �ame front was found.

Porous burner: Simulation results – Temperature profile 
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Figure 4.14: Temperature pro�le along burner axis.

Accordingly, species concentration pro�les clearly state the onset of oxidation reac-
tions (see �gure 4.15). Reaction products CO2 and H2O are formed, as well as the
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intermediate combustion product CO. The simpli�ed chemistry model heavily overpre-
dicts CO-emissions (experimentally observed values: typically < 10 ppmv). However, the
model predictions according to CO burnout can be improved by using a more detailed
reaction set including radical components [60, 168].

velocity magnitude 

Porous burner: Simulation results – Temperature profile 

0 

8 

6 

4 

2 

[m/s] 

CH4 

[mol/mol] 

CO 

0 

0.08 

0.06 

0.04 

0.02 

CH4 

0 

0.004 

0.003 

0.002 

0.001 

CO 

Figure 4.15: Species and velocity evolution along burner axis.

4.3 Heterogeneous reaction setup

4.3.1 Continuous coke gasi�cation

The implementation of the module for heterogeneous coke reactions was �rst tested
against published experimental data comprising a �xed bed reactor for wood char gasi-
�cation in continuous operation mode [154], see �gure 4.16. Continuous operation is
important if it comes to the representation of the setup in a CFD-model: by continuous
operation mode, steady-state operating characteristics are achieved and thus it is not
necessary to apply time-discretization of the conservation equations, drastically reducing
the computational demand.
In the experiments coke was prepared by pyrolysis of wood chips at 750 °C for 1 h.

Therefore, in the presented gasi�cation model it is not necessary to consider the drying
process, solids are assumed to be free of moisture. The experimental reactor is fed
with coke particles from top (feed rate 28 g/min, ultimate analysis: 89.8 %w/w C, 2.2 %w/w

H, 6.1 %w/w O, 0.1 %w/w N). The reacting gas was produced by propane �ames located
above the coke bed (gas conditions prior to coke bed: 1020 °C, 30 %v/v H2O, 8 %v/v CO2,
2.7 %v/v O2, 59.3 %v/v N2, feed rate 226 LSTP/min). Instrumentation included sampling
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Figure 4.16: Sketch of the continuous �xed-bed reactor used in the experi-
mental work of Steene et al. [154].

and measuring probes in 10 cm intervals along the �xed bed, allowing for determination
of temperature and species concentration pro�les in the reactor [154].

Simulation setup

A set of heterogeneous gasi�cation reactions was implemented to model the coke utiliza-
tion. The reaction equations and intrinsic kinetics are summarized in table 4.2. The
parameters in the kinetic expressions are valid for coke from wood pyrolysis, as charcoal
of this type was used in the experiments that were adopted for model validation [154].

Table 4.2: Intrinsic kinetics of heterogeneous reactions applied for coke from
wood chips. Reaction order ν, stoichiometric coe�cients x =
0.292, y = 0.0085.

reaction ν ref.

CHxOy + (x/4− y/2) O2 −→ CO2 + x/2 H2O
0.59 [96]

kcoke,O2 = 4.8 · 109 · e−
16731
Ts

[
molcoke/kgcoke·s (m3/molO2

)
ν]

CHxOy + CO2 −→ 2 CO + y H2O + (x/2− y) H2 0.13 [96]

kcoke, CO2 = 2.7 · 105 · e−
185200
R·Ts

[
molcoke/kgcoke·s (m3/molCO2

)
ν]

CHxOy + (1− y) H2O −→ CO + (1 + x/2− y) H2 1 [109]

kcoke,H2O = 3.42 · Tcoke · e
− 15600
Tcoke [molcoke/m2

coke·sm
3/molH2O]

CHxOy + (2 + y − x/2) H2 −→ CH4 + y H2O
1 [95]

kcoke,H2 = 0.00342 · Tcoke · e
− 15600
Tcoke [molcoke/m2

coke·sm
3/molH2

]

Coke particles were modeled accounting for size reduction by gasi�cation applying a
shrinking particle approach, modeled by implementing a user-de�ned scalar that is bound

67



4 Model Validation

to the mass �ux of the coke bed. Particles were assumed spherically and initialized with
a diameter of 5 mm.

Simulation results

The left diagram in �gure 4.17 shows the calculated pro�les of coke consumption due to
heterogeneous reactions. Near the surface of the coke bed, steep gradients are found due
to the onset of coke oxidation. This reaction is strongly exothermic and therefore delivers
heat as well as additional gasi�cation agents for the gasi�cation reactions including CO2

and H2O as educts. The latter reactions also contribute to the release of H2 that is
subsequently consumed by the methanation reaction, however, at comparatively low
reaction rates (according to the low a frequency factor in this reaction, see table 4.2).
The released gaseous reaction products are also subjected to the homogeneous reaction
mechanism.
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Figure 4.17: Simulation results: Source terms due to heterogeneous reac-
tions. Left: Coke sources, right: Sources of gas components in
gas phase.

The trend of O2 concentration in the gas phase reproduces the above mentioned occur-
rence of the combustion reaction as the content of oxygen rapidly drops (see �gure 4.18),
also a distinct peak in gas-phase temperature is predicted. Further downstream heat is
consumed by endothermic gasi�cation reactions. The concentrations of CO as well as H2

rapidly increase in the upper region of the bed. In accordance to the experiments it was
found that this is the most reactive zone, as approx. 80 % of the �nal values of the species
concentrations are reached after 10 cm.
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Figure 4.18: Pro�les along reactor height. Left: Temperature pro�les, right:
Gas components concentration pro�les. Points: Experimental
data, lines: Simulation results.

4.3.2 Reactivity of metallurgical coke

A method that since its introduction in the 1970s achieved common practice in the iron
industry was invented by the Nippon Steel Corporation (NSC), Japan. The experiment
was designed to indirectly characterize the connection between chemical reactions of coke
with CO2 and the remaining physical strength of coke particles after this reaction in the
blast furnace. It has also been adopted as an international standard to characterize
metallurgical coke in terms of reactivity (Coke Reactivity Index, CRI) and mechanical
stability (Coke Strength after Reaction, CSR) [169, 170]. The NSC test is designed to
measure the solution-loss reaction, i.e. the reaction of carbon dioxide with solid coke to
produce carbon monoxide.
In the standardized routine 200 g coke in the size range of 19−21.4 mm are exposed to

carbon dioxide at a temperature of 1100 °C for 2 h. Afterwards, the weight loss of coke is
evaluated, giving the value for the CRI. The remaining material is used in the second part
of the experiment: After cooling down to room temperature, coke particles are subjected
to mechanic stresses in a tumbling drum. CSR is de�ned as the mass fraction of particles
held by a sieve with 10 mm screen opening after tumbling [171, 172]. Consequently, in
this testing procedure coke to be used in the blast furnace process is characterized in
terms of reactivity as well as its resistance against mechanical loads, two very important
parameters responsible for stable and e�cient operation of the blast furnace.
The general setup of an NSC experiment and the implementation in the CFD-model

for validation purposes is shown in �gure 4.19. The prepared coke is placed on a tray
inside the oven and is heated to the desired gasi�cation temperature. Gas moves through
the voids of the coke bed from bottom to the top, heterogeneous reactions take place
on the surfaces as well as in the pore structures of the coke particles, consuming the
gasi�cation agents and releasing the gasi�cation products that are withdrawn on the top
of the oven.
Results of an exemplary run are shown in �gure 4.20. During preheating to the desired

temperatures, the coke bed is purged with nitrogen. After reaching the temperature
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Figure 4.19: NSC-experiment. Left: General setup of NSC setup, right:
Implementation in the CFD model.

level the injection gas is switched to the gasi�cation agent under consideration. The
original layout of the experiment considers the estimation of global coke consumption
rates. However, in the conducted experiments also the composition of the exhaust gas
was measured using mass spectroscopy. The resulting concentration pro�les are very
valuable for validation purposes.

CRI/CSR test plant: Experimental conditions 

conditions for CFD simulation 

Figure 4.20: Experimental data of a typical NSC run with pure CO2 as
gasi�cation agent.

Simulation results for the case applying standard conditions (1100 °C, pure CO2 as
gasi�cation agent) are shown in �gures 4.21 and 4.22. The gasi�cation agent enters
the coke bed at the bottom and ascends through the voids in the bed towards the exit
at the top of the reactor. The model incorporates the in�uence of reactant partial
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Figure 4.21: Results of CFD-simulation for NSC standard test: Heteroge-
neous reaction rates.

pressures on the reaction rates, therefore the rate of the solution loss reaction follows
the gradients in the CO2 concentration pro�le, highest rates appear near the bottom of
the coke bed. The coke used in the experiments contains small amounts of hydrogen
and oxygen, being released as heterogeneous CO2 gasi�cation proceeds (coke ultimate
analysis: 86 %w/w C, 1.5 %w/w O, 1 %w/w N, 0.17 %w/w H, 0.6 %w/w S, balance ash). This
results in the occurrence of steam gasi�cation and heterogeneous methane formation,
however at low rates due to low reactant partial pressures.
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Figure 4.22: Results of CFD-simulation for NSC standard test: Mole frac-
tions of gas species.

Finally, gasi�cation products leave the coke bed, ascending towards the reactor exit.
Besides heterogeneous reactions, also the set of homogeneous gas-phase reactions is
solved, accounting for the changes in gas composition in the freeboard zone (e.g. water-
gas-shift reaction �gure 4.22).
Apart from the standard routine, additional experimental work was conducted, varying

the operating conditions concerning temperature, coke particle sizes and composition of
the gasi�cation agent. Experimental conditions are summarized in table 4.3.
Calculated rates of coke depletion due to CO2 gasi�cation for the range of experimental

conditions are shown in �gure 4.23. Signi�cant di�erences (approx. factor 5) between
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Table 4.3: List of experiments and operating conditions. Gas �ow applied to
all experiments: 5 lSTP/min.

exp. no.
T dp CO2, inlet N2, inlet

[°C] [mm] [%v/v] [%v/v]

1 1100

19− 21.4 mm

100 0
2 1100 25 75
3 1000 100 0
4 1000 50 50
5 1100 8− 10 mm 100 0

gasi�cation rates for the conditions studied were found. Highest reactivity appears for
the case with smaller coke particles (exp. 5), being precipitated by higher speci�c surface
of the particles as well as di�usion issues inside the solid particles: smaller particle sizes
allow for shorter di�usion distances of reaction educts in internal pore structures to the
actual reaction sites. Consequently, a larger fraction of the inner particle surface is
involved in heterogeneous reactions, increasing the overall rates of reaction.
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Figure 4.23: Vertical pro�le of coke consumption rates due to the solution
loss reaction, experimental conditions as listed in table 4.3.

The rates of boundary layer and pore di�usion, intrinsic reaction rates and the result-
ing e�ective reaction rates for the experiments no. 2 and 5 are shown in �gure 4.24. At
low temperatures, the limiting factor for the overall reaction rate is given by intrinsic
reaction rates of CO2 with solid coke. With increasing temperature, this rate increases ex-
ponentially, while the rate of boundary layer di�usion increases only in the order of T 1.75

(see equ. 3.11). Therefore, at high temperatures the concentration of educts inside coke
particles declines and the di�usive transport of educt species through the boundary layer
towards the particle surface becomes the rate limiting step. At intermediate tempera-
tures, the di�usion of educts inside porous particle structures plays an important role,
while at low and very high temperatures the e�ective reaction rate asymptotically ap-
proaches the intrinsic and the rate of boundary layer di�usion, respectively. As carbon
dioxide is consumed, CO is released into the voids of the coke bed (see �g. 4.25).
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Figure 4.25: Pro�les of CO2 and CO mole fractions along the coke bed.

The comparison of product gas compositions for the various experimental runs to the
simulation results is shown in �gure 4.26. Good agreement was found for the range of
parameter variation, indicating that the model setup is able to capture and reproduce
the main physical processes involved in CO2-gasi�cation of coke, such as boundary-layer
di�usion, pore di�usion and the in�uence of intrinsic reaction kinetics.
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Figure 4.26: NSC validation results, exit gas composition.

4.4 Pulverized coal conversion

The model for conversion of coal was validated by implementing an experimental setup
simulating the combustion of pulverized coal at raceway conditions [156] and comparison
of CFD simulation results to the available experimental data available therein.

Experimental setup

The experimental setup represents a combustion test rig where pulverized coal is injected
into a gas �ow that resembles the hot blast of blast furnaces in the tuyère and raceway
zone (experimental work: Shen et al. [156], see �g. 4.27). The gas �ow is air, preheated to
1200 °C that is supplied at rates of 300 m3

STP/h, resulting in a maximal hot blast velocity
in the tuyère of approx. 140 m/s.

air heater

LPG
tunnel
burner plasma torch

blast oxygen
sampling port

coal injection ports
viewing ports

suction
pyrometer

sampling ports

offgas ducting

1 m 

CFD

Figure 4.27: Experimental setup for validation of PCI model (adapted from
[156]), highlighting the region observed by CFD simulation.

The published experimental data include the measurement of the coal burnout ratio
in the center of the combustion chamber at an axial distance of 925 mm to the tip of
the coal injection lance. In processes involving thermal utilization, e.g. combustion, the
value of coal burnout represents an important parameter as it describes the degree of
coal conversion that is achieved in a certain environment.
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The burnout ratio of coal is de�ned from its ash balance as given by:

BO =
1− wa,0

wa

1− wa,0
, |4.3|

where wa,0 represents the ash content in virgin coal and wa the ash remaining in the
coal at observation. Therefore, the burnout ratio is a measure for the fraction of organic
coal mass that has been released due to devolatilization, combustion and gasi�cation
reactions.

Table 4.4: Coal data, source: Shen et al. [156].

coal A B C D

proximate analysis
moisture [kg/kg] 0.009 0.012 0.034 0.056

volatile matter [kg/kg] 0.124 0.200 0.326 0.391
ash [kg/kg] 0.080 0.097 0.092 0.027

�xed carbon [kg/kg] 0.787 0.691 0.548 0.526
gross speci�c energy [MJ/kg] 33.0 32.1 31.2 30.5

ultimate analysis
C [kg/kg] 0.913 0.891 0.847 0.794
H [kg/kg] 0.040 0.047 0.056 0.056
N [kg/kg] 0.019 0.017 0.021 0.015
S [kg/kg] 0.005 0.004 0.0067 0.006
O [kg/kg] 0.023 0.041 0.069 0.129

Rosin Rammler parameters
d̄ [µm] 30 39 51 53
n [−] 0.97 1.05 1.03 1.17

Experimental conditions were varied in terms of coal type, coal feed rates and type
of coal lance cooling gas (see table 4.5). In all experiments pure nitrogen was used as
conveying gas for the pulverized coal. In the CFD model, particle size distributions of
these coals were approximated applying the Rosin Rammler method (see �g. 4.28). The
two parameters (mean diameter d̄ and spread parameter n) were determined by regression
of published data [156]. In one of the experiments methane was used as cooling gas in
the outer ring of the coaxial coal lance. In this variation, the ratio of C/H feed via the
coal injection lance was kept constant by increasing the coal rate.

Table 4.5: PCI model validation: Experimental runs [156].

experiment no. 1 2 3 4 5

coal
type A B C D C

feed rate [kg/h] 31.6 25.2 22.9 28.3 26.9
cooling gas

type [kg/kg] air air air air methane
feed rate [m3

STP/h] 3.2 2.8
C/H [mol/mol] 1.97 1.64 1.37 1.34 1.37
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Figure 4.28: PCI model validation: Size distribution of pulverized coals used
in the experiments by Shen et al. [156]. Points denote experimen-
tal data, lines show data regression applying the Rosin-Rammler
method.

CFD simulation

The geometric representation of the experimental setup in the CFD model is shown in
�gure 4.29. The computational domain starts at the tuyère zone, 10 cm prior to the tip
of the coal injection lance and ends at the exit of the combustion chamber. The geometry
includes a detailed representation of tuyère geometry, combustion chamber and coal lance.
In the experiments a co-axial lance was used where coal was injected with nitrogen as
conveying gas. The annular gap was �ushed with a cooling gas to prevent the coal pipe
from overheating in order to avoid the formation of depositions in the coal lance. The
lance was inclined downwards at an angle of 6°, the lance tip was positioned in the center
of the tuyère cross-section.

0.9 m0.115 m0.1 m0.1 m
sampling position

ø90 mm ø70 mm
ø300 mm6°

Figure 4.29: Implementation of experimental setup in a CFD model.

As shown in �gure 4.30, the hot blast reaches its maximal velocity in the tuyère. The
gas jet enters the combustion chamber and extends for a distance of approx. 1 m along the
center line into the chamber. A large-scale recirculating gas �ow is induced that forms a
back�ow region around the central coal �ame. The gas leaves the combustion chamber
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through the exit cross-section. Due to the combustion products from coal utilization the
gas mole �ow increases, resulting in an increased exit gas velocity.
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Figure 4.30: Validation of PCI model: Contours and path-lines of gas veloc-
ity on the symmetry plane of the combustion test rig.
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Figure 4.31: Validation of PCI model: Tracks of coal particles injected into
the combustion test rig.

Injected coal particles tend to initially follow the direction of the injection lance but
due to momentum transfer during the time of �ight the direction is altered to resemble
the gas �ow (see particle tracks in �gure 4.31). The coal rapidly passes the combustion
chamber in approx. 30 ms, being accelerated by the hot blast �ow. Particles that reach
the back of the combustion chamber in a region outside the exit cross section hit the wall
near the chamber exit. The evaluation of the spatial distribution of the mass-weighted
average burnout coe�cient computed for all particles that passed the corresponding �uid
cell is shown in �gure 4.32. Coal conversion is more complete in the boundary regions of
the coal plume due to the oxygen supply from the surrounding blast �ow. Here, oxidation
rates are higher, consequently temperatures and therefore heat supply for endothermic
gasi�cation reactions is higher.
The computed temperature �eld is shown in �gure 4.33. Right in front of the coal

injection lance gas phase temperatures remain low in the core of the coal plume due to
the consumption of heat by coal drying and the endothermic nature of volatiles release.
Drying takes place very close to the coal injection lance tip and is �nished right within
the tuyère zone (�g. 4.34).
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Figure 4.32: Validation of PCI model: Contours of coal burnout ratio.
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Figure 4.33: Validation of PCI model: Contours of gas-phase temperature.

Also, due to the utilization of inert nitrogen as conveying gas no oxygen is introduced
directly to this region. O2 that is mixed from the hot blast co-�ow into the coal �ame
is rapidly consumed by combustion reactions of released volatiles, forming an oxygen-
depleted core zone (�g. 4.35). Maximal rates of devolatilization are located in the core
of the coal plume, extending into the combustion chamber to a distance of approx. 0.5 m
from the lance tip. In this zone heat is transferred from the �ame front to the particles
by radiation.
The onset of combustion reactions in the gas phase as well as heterogeneous char

oxidation is responsible for the delivery of heat of reactions, increasing gas and particle
temperatures. Combustion products CO2 and H2O are released. Steam and carbon
dioxide are also consumed by gasi�cation reactions of char particles (negative source
terms in �gure 4.34), resulting in the release of CO and H2. Rates of gasi�cation reactions
are highest where CO2 partial pressures are high, and also temperatures are high to
supply the heat for these endothermic reactions. Char gasi�cation continues all the way
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to the chamber exit. On the average, char particles are not fully consumed within the
residence time in the reaction chamber.
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Figure 4.34: Contours of species mass source terms to the gas phase.cas34, coal C, 73.9% ‐ new base
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The lapse of characteristic particle properties with residence time is shown in �gure 4.36.
In this diagram the fate of particles is shown in terms of mass-weighted averages with
respect to time. After a short preheating phase, water is released from the virgin coal
at a very early stage. Thermal decomposition starts after further increase of the coal
particle temperature to approx. 450 °C, the char fraction modeled as a remnant increases
due to devolatilization.
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Figure 4.36: Particle properties vs residence time.

The model setup for pulverized coal injection is validated in terms of coal utilization.
Experimental burnout ratios of coal collected at the position indicated in �gure 4.29 are
compared to values calculated by the CFD model, results are summarized in �gure 4.37.
The calculated average time of �ight of coal particles prior to passing the sample point
is 30 ms. In general good qualitative and quantitative agreement between experimental
data and burnout ratios predicted by the model is achieved.
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Figure 4.37: Comparison of measured and calculated coal burnout ratios.
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The blast furnace studied is the largest unit of its type in Austria. It is operated by
voestalpine Stahl GmbH in Linz. This furnace is arranged with equipment allowing
for the utilization of a wide range of alternative reducing agents including natural gas,
processed waste plastics, heavy fuel oil and tar, pulverized coal etc. The furnace features
a hearth diameter of 12 m and has a working volume of approx. 3125 m3, allowing for a
hot metal production rate of up to 8800 thm/d. 320000 m3

STP/h hot blast is injected at a
temperature of about 1200 °C and a gauge pressure of 4.2 bar via 32 circumferentially
arranged tuyères. Auxiliary reducing agents are fed directly into the hot blast �ow via
retractable lances positioned in the tuyères. The atomization of liquid hydrocarbons is
done using a coaxial steam-cooled lance. The newly installed system for pulverized coal
injection (startup in March 2015) utilizes inert nitrogen as �uid for pneumatic transport.

Figure 5.1: Blast furnace A, operated by voestalpine Stahl GmbH in Linz.
Lower part of the blast furnace, showing bustle pipe and air dis-
tribution manifold [173].

An overview of the computational domain implemented in the CFD model is shown in
�gure 5.2. The geometry is restricted to the lower part of the blast furnace, starting from
an elevation of 1.5 m below the blast injection level and extending to 2 m above. The
geometry also includes the bustle pipe, in order to properly describe the �ow conditions
of hot blast when entering the hearth zone of the blast furnace.
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2m2
1.

5m

Figure 5.2: Simulation domain, highlighted by the dashed line.

The model compilation is applied to a section of the blast furnace, comprising a segment
of the shaft including one tuyère for hot blast injection. Periodic boundary conditions
are applied to the radial surfaces to link corresponding data structures on either side.
By applying this approach, it is assumed that the conditions in the furnace are repeated
periodically in the tangential direction with each tuyère element. The main purpose
and big advantage of this strategy is to limit computational e�orts to a�ordable levels
by drastically reducing the number of discrete volume elements. The three-dimensional
shape of the implemented computational domain is shown in �gure 5.3, also highlighting
the lances for injection of alternative reducing agents.

lance for oil or coal injection

bustle pipe

blast furnace segment
lance for

hot blast
lance for 

plastics injection
coke

tuyère

dead man
raceway cavity

tuyère

Figure 5.3: Geometry of simulation domain, detail: Tuyère and lances for
injection. Left: isometric, right: front view.

The computational grid was built using the geometry pre-processor GAMBIT® [74].
This software tool provides a special 3d CAD-environment to set up the geometric
features in the simulation domain and also o�ers the functionality for spatial volume
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discretization. The grid was built from structured and unstructured hexahedral volume
elements, gradually increasing the size of grid elements with increasing distance from the
tuyère opening. Highest resolution was applied in the tuyère zone to spatially resolve the
injection lances (average edge length of discrete volumes: 5.5 mm). The average spatial
resolution in the raceway cavity is 18 mm. Towards the dead man zone in the center of
the blast furnace (see �g. 5.3), the gradients of data �elds decrease, allowing for coarser
mesh sizes (gradual change, average in coke bed zone: 36 mm, dead man: 68 mm).
Additionally to this base geometry the model also includes geometry variations, fea-

turing several positions of injection lance tips and inner tuyère diameters. The grid was
implemented such that in the solver environment certain elements can be activated or
removed from the model. Consequently, the simulation of geometry variations is possi-
ble by changing boundary conditions in the �ow solver without the need for geometry
preparation in a new preprocessing step. This is very e�cient, because the study of a
new situation, e.g. the injection of pulverized coal or liquid hydrocarbons only (plastics
lance removed), can be done by changing the boundary description and continuation
of iteration loops without the need to start the simulation from scratch as outlined in
chapter 3.13.

5.1 Boundary conditions

The blast furnace modeling study was structured such that a case setup with certain
geometry aspects and operating conditions was de�ned as a reference case. Alternative
reducing agents considered in this baseline case are waste plastic particles and liquid
hydrocarbons (modeled as heavy fuel oil). In the following, boundary conditions are
given with respect to the simulation domain. As in the real-world blast furnace the
particular types of auxiliary reducing agents are not introduced via each tuyère, herein
rates of injection are therefore given as absolute values rather than speci�c values relative
to the hot metal production rate.

Hot blast In the model the supply of hot blast is de�ned via a mass �ow inlet boundary
at bustle pipe level (see �gure 5.3). Reference conditions of hot blast are given in
table 5.1.

Table 5.1: Baseline case: Hot blast injection conditions.

hot blast rate 9900 m3
STP/h·tuyère

temperature 1220 °C
O2 content (dry basis) 27.4 %v/v

H2O load 5 g/m3
STP

tuyère diameter 140 mm

The tuyère diameter evaluated in the reference case is 140 mm. The boundary
condition for the energy equation is implemented such that the tuyère wall tem-
perature is set to a �xed temperature of 250 °C to compute for local heat transfer
rates from the hot blast to the cooling system.

Alternative reducing agents Characteristic properties and rates of alternative reducing
agent injection are given in table 5.2. In the model, the ash introduced with the
waste plastics is not considered - injection rates are corrected correspondingly.
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Table 5.2: Baseline operating conditions: Alternative reducing agents supply.

reducing agent liquid hydrocarbons waste plastics
feed rate 700 kg/h·tuyère 800 kg/h·tuyère

lower heating value 36.5 MW/kg 32.1 MW/kg

temperature 280 °C 30 °C

composition
79 %w/w C, 11 %w/w H, 71.5 %w/w C, 7.4 %w/w H,

10 %w/w H2O 13.9 %w/w O , 7.2 %w/w ash
supporting gas type steam air

purpose cooling gas transport �uid
supply rate 70 m3

STP/h·tuyère 200 m3
STP/h·tuyère

temperature 170 °C 30 °C

Coke The elemental composition of metallurgical coke is important to properly model the
conversion characteristics. The results of the ultimate analysis of coke fed to blast
furnace A is listed in table 5.3. Coke particles are modeled with a diameter of 25 mm
that remains constant throughout the simulation domain. A spatially variable
coke bed porosity is applied to introduce the raceway cavity (see chapter 3.9). A
mass-�ow inlet boundary condition is used to describe the coke �ow entering the
simulation domain from the furnace shaft zone. The out�ow of unused coke towards
the furnace hearth on the bottom is described applying a pressure outlet boundary.

Table 5.3: Ultimate analysis of metallurgical coke as used in the blast furnace.

feed rate 4.4 t/h·tuyère

lower heating value 36.1 MW/kg

composition
C 86 %w/w

H 0.17 %w/w

N 1.0 %w/w

S 0.6 %w/w

O 1.5 %w/w

ash 10.73 %w/w

Dead man The so-called dead man, a characteristic zone in the center of the blast fur-
nace hearth, is modeled as conical structure with a �xed geometry. In the model
the temperature of this stagnant zone of the coke bed is �xed to 1400 °C, it is
furthermore modeled impenetrable for gas �ow.
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5.2 Baseline case simulation results

In the following sections simulation results for the full blast furnace geometry applying
reference case boundary conditions are discussed.

5.2.1 Flow �eld variables

In a blast furnace the characteristics of gas-solids �ow play an important role [114]. Hot
blast is injected at high velocities reaching up to 200 m/s in the tuyère. After leaving the
tuyère, due to the high inertia of the gas jet the blast �rst follows the tuyère center line.
As the gas impinges on the coke bed at the boundary of the raceway cavity, the direction
of the gas �ow changes towards the gradient of the porosity pro�le owing to the exerted
pressure drop. Gas velocity rapidly decreases due to the increasing cross-sectional area
available for the gas �ow as the gas expands into the coke bed (see �gure 5.4 and 5.5).
The current model setup also includes a description of inter-phase momentum transfer.

The high gas inertia results in acceleration of coke particles that enter the raceway cavity
from top, transporting them towards the center of the furnace shaft. During the short
residence time of coke in the void in front of the tuyère, coke particles are not fully
consumed by heterogeneous reactions. This results in a circulating movement of coke
in this region (compare coke path lines, as shown in �g. 5.4 d). This behavior of solids
�ow was also proposed by experimental observations through inspection windows in an
operating blast furnace using optical instrumentation (high speed imaging) [25]. The
movement of solid matter contributes to heat transport in the raceway zone by convection
of sensible heat with the hot coke particles.
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Figure 5.5: Pro�le of the gas �ow velocity magnitude, logarithmic scale.

In the simulation, the static absolute pressure at the exit of the domain is �xed
at 4.6 bara. Figure 5.6 shows the static pressure relative to this absolute value. The
static pressure decrease of hot blast moving from the tip of the tuyère towards the exit
boundary was calculated to be approx. 0.3 bar.
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Figure 5.6: Pro�le of static pressure, relative to exit pressure (4.6 bara).

5.2.2 Liquid hydrocarbons

The lance for injection of heavy fuel oil is realized as a two �uid co-axial lance. Oil is
injected via the inner pipe, the coaxially arranged outer pipe is charged with cooling gas
to protect the inner pipe from high hot blast temperatures. Blast furnace A is usually
operated using steam as cooling agent. In the base-case geometry setup studied in this
work the tips of injection lances are positioned in a distance of approx. 25 cm to the
tuyère opening (�g. 5.7).
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Figure 5.7: Con�guration of injection lances studied in the baseline setup.

A narrow spray cone with an opening angle of approx. 15 ° results from oil injection, the
tracks of oil droplets are shown in �gure 5.8. Due to the small droplets originating from
�erce conditions during oil atomization (mean droplet size approx. 100 µm, as discussed
in chapter 3.10.1) as well as high relative velocities between oil droplets and hot blast
and high blast temperatures, heat transfer from hot blast to the fuel oil spray is very
intense. Consequently, fuel oil droplets are readily evaporated in the core of the raceway
cavity, oil vapor is released to the gas phase in this zone.
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Figure 5.8: Injection of liquid hydrocarbons. Left: Droplet trajectories of
injected alternative reducing agents, colored by mass release rates
(Top: Side view, bottom: Top view); Right: View into raceway,
in tuyère direction.

The left diagram in �gure 5.9 shows the evolution of characteristic droplet proper-
ties during the droplet �ight time. Water contained in the fuel oil is fully evaporated
right inside the tuyère. After the water is released, droplet temperatures increase until
the higher vapor pressure levels of hydrocarbons are reached, starting the thermolysis
of liquid fuel and therefore release of the hydrocarbons to the gas phase (see �g. 5.9).
Relative velocities between droplets and hot blast reach values in the range of 80 m/s in
a distance of 1 to approx. 8 cm from the nozzle tip. Maximal traveling distances prior
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to full evaporation of droplets with an initial droplet diameter of 140 µm are found to be
35 cm, corresponding to a comparatively short residence time in the range of 7 ms.
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Figure 5.9: Left: Sliding mean values of oil droplet properties vs. residence
time. Right: Residence time histogram of droplets with dd, ini =
140µm.

5.2.3 Waste plastic particles

Waste plastics are injected via a lance that resembles a simple tube, using pressurized air
as conveying gas (200 m3

STP/h, resulting in velocities of approx. 27 m/s). Waste plastics are
injected in size ranges much larger than the droplets originating from fuel oil injection,
the mean particle size is 7 mm (see chapter 3.10.3), therefore longer residence times and
a thermal behavior di�erent to that of fuel oil are to be expected.
The tracks of injected waste plastic particles, colored by the rate of thermolysis, are

shown in �gure 5.10. According to the simulation results, plastic particles do not reach
the inner wall of the tuyère, therefore the formation of depositions is not expected.
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Figure 5.10: Trajectories of injected waste plastics, colored by mass release
rates. Top: Side view, bottom: Top view.
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It was found that the majority of injected plastic particles is not fully gasi�ed during
the short time of �ight before the edge of the raceway cavity is reached. This is in
accordance with experimental �ndings for plastics utilization in environments simulating
blast furnace conditions [134]. Consequently, in addition to interaction of injected fuels
with the gas phase in terms of heat, mass and momentum transfer, plastic particles are
also modeled to exchange momentum with the solid coke bed. Plastic particles that have
passed the raceway cavity and hit the coke lumps surrounding the raceway are modeled
to be re�ected considering the local porosity value (compare resulting particle tracks in
�g. 5.10).
Figures 5.11 and 5.12 show the pro�les of plastic particle parameters, plotted vs.

residence time. As a large number of particle parcels are tracked in the simulation
domain and turbulent stochastic tracking schemes are applied, in order to be able to
show the trends, numerical data were post-processed by computation of sliding mean
values in terms of particle residence time.
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The letters near the top border of these diagrams refer to certain locations in the blast
furnace (also noted in �g. 5.10):

A Tip of injection lance
In the simulation, plastic particles are initialized at the inlet to the plastics lance,
i.e. the junction of the �exible tube for plastics transport towards the furnace and
the tube. In the lance the temperature di�erence between the conveying gas and
particles is low. Particles are practically not heated during this phase. After 37 ms
the particles reach the tip of the injection lance and enter the hot blast �ow in
the tuyère. Here conditions change drastically, relative velocities between particles
(approx. 20 m/s) and by-passing hot blast (in the range of 200 m/s) are high. The
particles are accelerated towards the center of the blast furnace. Due to intense heat
transfer the temperature of the particle shell increases and the release of particle
mass by onset of thermolysis reactions starts shortly after leaving the lance.

B Tuyère opening
At this point particles leave the tuyère and enter the raceway cavity. As shown
in �gure 5.10, the majority of the plastic particles follows the main direction of
the hot blast �ow, rapidly passing the raceway in the core zone of the cavity. The
highest temperatures in a blast furnace are located in the boundary of the raceway
cavity, where a part of the coke is oxidized by oxygen introduced with the hot blast.
Therefore, in the core of the raceway rates of heat transfer to the plastic particles
and consequently also thermolysis rates reach maximal values. The intense far-�eld
heat transfer by radiation from the raceway boundary notably contributes to the
overall heat transfer rate (�g. 5.12). In the core of the raceway particles also reach
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their maximal velocities in the range of 70 m/s. As gases pass into the coke bed and
the cross-sectional area for the gas �ow increases, gas �ow velocities decrease. In
this phase the sign of relative velocity between �uid and particle changes, particles
are decelerated towards the raceway boundary. This fact explains the characteristic
bimodal shape of heat transfer coe�cients and associated quantities showing two
distinct maxima.

C Coke-bed voidage 80%
Already after 63 ms of time of �ight particles leave the very core of the raceway
cavity, at this point on the timeline the average particle passes the iso-value of coke
bed voidage of 80 %. Gas velocities entering the coke bed decrease, collision of plas-
tic particles with coke lumps also contributes to further reduction of particle speed.
Heat transfer rates continuously decrease, increasing the time to full gasi�cation of
the particles.

D Coke-bed voidage 75%

E Coke-bed voidage 70%

F Coke-bed voidage 60%
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Figure 5.13: Plastic particle characteristics vs. residence time, comparison of
particles with varying initial equivalence diameter. Thin lines:
dp,ini = 2.25 mm, medium lines: dp,ini = 7 mm, bold lines:
dp,ini = 12.5 mm.

Contrary to the oil spray utilization, practically no plastic pyrolysis takes place in the
tuyère close to the tip of the injection lance. According to the simulation results, 95 % of
injected plastic mass is released in the raceway zone (i.e. porosity value > 0.5), as shown
in the left diagram in �gure 5.14. The majority of the plastic thermolysis is observed in a
coke bed voidage range of 0.6 to 0.8. The remaining 5 % are released in the surroundings
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of the raceway cavity, in the undisturbed coke bed. Highest volume speci�c gasi�cation
rates are found in the core of the raceway cavity, with a distinct decay towards the edge
(�g. 5.14, right diagram). Residence times of plastic particles prior to full gasi�cation are
in the range of several seconds (see �g. 5.15).
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Figure 5.14: Location of plastics thermolysis with respect to porosity zones.
Left: Integral gasi�cation rate, right: Volume speci�c gasi�ca-
tion.
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In �ow direction, the inner diameter of the tuyère decreases. This geometry constraint,
together with an increase of the gas �ow rate due to evaporation of injected material,
the release of combustion products and heat of reaction, accounts for an acceleration of
the gas inside the tuyère and consequently to an increased speci�c heat �ux through the
inner surface of the tuyère (see �gures 5.16 and 5.17). Towards the tip of the tuyère,
the speci�c heat �ux increases due to the exposure to the high-temperature zone of the
raceway and far-�eld energy transfer by radiation. Right at the tuyère tip the thermal
load is highest where hot blast leaves the tuyère and expands into the furnace hearth.
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Figure 5.16: Pro�les of cross-sectional average of �ow and concentration
variables in the tuyère.
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Figure 5.17: Heat �ux through inner surface of tuyère.
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5.2.4 Conditions in the raceway

In the modeling study the injected hot blast is oxygen-enriched air (27.4 %v/v O2), pre-
heated to 1220 °C at a pressure of 4.2 barg. In front of the tuyère, due to high velocities
and therefore high turbulent mixing rates of reactants, oxygen is rapidly consumed by
oxidation of oil vapor and plastics decay products as well as solid coke (see oxygen concen-
tration pro�le in �g. 5.18). Carbon dioxide and water vapor are released as combustion
products, together with heat of reactions. Therefore, in this region temperatures increase
and reach maximal values to be found in a blast furnace (�g. 5.22). The combustion reac-
tions provide the heat required for the processes in the blast furnace, e.g. melting of ores
and endothermic reactions. Towards the outer zones of the raceway cavity, the partial
pressure of CO2 increases. Due to the presence of CO2 and H2O at high temperatures,
gasi�cation of coke is facilitated (�g. 5.19). As these endothermic heterogeneous reac-
tions proceed, CO and H2 are released. In the furnace shaft these gas components are
key agents for indirect reduction of iron oxides to produce hot metal.
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Figure 5.18: Left: Contours of O2 mole fraction. Right: Speci�c coke oxida-
tion rate.
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Due to the energy demand for oil evaporation and plastics gasi�cation, temperatures
are decreased locally (�g. 5.22), and the direct injection of reducing agents tends to
decrease adiabatic raceway temperatures [11]. Highest temperatures are found in the
upper part of the raceway envelope, where lower impact rates of injected materials occur
and therefore oxygen partial pressures are high.
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Figure 5.23: Radial gas phase composition and temperature pro�les in the
blast furnace on tuyère level.

Figure 5.23 shows the pro�les of gas species concentrations, gas and coke temperatures
on a radial coordinate on tuyère level, also highlighting tuyère opening and shape of the
raceway cavity. The pro�le of the concentration of the combustion products CO2 and
H2O shows distinct maxima near the edge of the raceway cavity. Further downstream,
these species are reduced to CO and H2 by heterogeneous reactions with coke. The
temperature of the gas �ow follows the trend of release of combustion products and
endothermic gasi�cation reactions. Due to its higher heat capacity and the characteristic
circulating �ow pattern of coke, the average temperature of coke particles shows less
variability in the raceway cavity. In the surrounding bed the coke temperature decreases
to levels in the range of 1600 °C. Computed average raceway conditions are summarized
in table 5.4.

Table 5.4: Reference case simulation results: Average conditions in raceway
cavity.

property value

temperature
gas 2309 °C
coke 2194 °C

major gas component fractions
O2 3.6 %v/v

CO2 10.2 %v/v

H2O 3.0 %v/v

CO 16.1 %v/v

H2 9.0 %v/v

Spatial distribution of data �elds in the raceway were also examined by integration
of averages on surfaces of constant porosity as explained in �gure 5.24. Void fraction
decreases from the raceway center towards the undisturbed coke bed. Consequently, in
the diagrams shown in �gure 5.25, the right end of the abscissa represents the situation
in the raceway cavity, while the left part shows conditions in the surrounding coke bed.
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Figure 5.24: Iso-surfaces of coke bed porosity for data evaluation.

Volume-speci�c rates of coke consumption are shown in the left diagram in �gure 5.25.
Next to the tuyère opening, owing to high oxygen partial pressures, the major route of
coke consumption takes place via oxidation. In porosity ranges down to approx. 0.8,
steam is already available from injection with hot blast and also from fuel oil oxidation
(see also �g. 5.20). In this zone, the rate of consumption via steam gasi�cation is higher
than CO2 gasi�cation, but still much lower than coke oxidation. Right in front of the
tuyère, approx. 50 % of overall speci�c coke consumption takes place via oxidation, the
share of steam and CO2 gasi�cation are in the range of 25 %. Further away, at decreasing
coke bed porosities, coke is primarily consumed by the heterogeneous Boudouard reaction.
In the raceway core more heat is released from exothermic combustion than consumed by
gasi�cation. The situation reverses in the raceway boundary (�g. 5.25, right diagram).
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Figure 5.25: Coke conversion pro�les in raceway cavity as a function of coke
bed void fraction, area-weighted averages. Left: Speci�c rates
of coke consumption due to heterogeneous reactions. Right: Re-
lease of heat due to coke reactions.

In �gure 5.26 the pro�les of release rates of major gas species are shown. Carbon
monoxide is also released close to the tuyère opening due to coke steam gasi�cation.
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Figure 5.27: Integral coke consumption in raceway cavity (ε > 0.5) to coke
reactions.

According to the modeling results, approx. 0.6 kg/s coke are consumed in the raceway
zone, of which the major routes refer to oxidation (20 %) and CO2 gasi�cation (67 %),
as shown in �gure 5.27.

5.3 Variation of operating conditions

The developed model setup was applied to various conditions to study the variability of
injectant utilization e�ciency. A univariate analysis method was applied to investigate
the e�ect of a certain parameter on the conditions in the raceway zone, while the other
parameters were kept at the baseline operating level. A summary of cases investigated is
given in table 5.5. The simulation runs were grouped according to the varied parameter,
discussion of the simulation results in the next sections refers to the case identi�ers given
in the table.
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Table 5.5: Matrix of investigated cases. Flow rates are given for the
simulation domain (one tuyère segment).
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150 9000 813 9813 5 1220 800 0 700 10 steam 0 0 0 A1
160 9000 813 9813 5 1220 800 0 700 10 steam 0 0 0 A2
140 9000 813 9813 5 1220 0 0 1200 10 steam 0 0 0 B1
140 9000 813 9813 5 1220 400 0 950 10 steam 0 0 0 B2
140 9000 813 9813 5 1220 1150 0 500 10 steam 0 0 0 B3
140 9000 813 9813 5 1220 800 13 700 10 steam 0 0 13 C1
140 9000 813 9813 5 1220 800 18 700 10 steam 0 0 18 C2
140 9000 813 9813 5 1220 800 23 700 10 steam 0 0 23 C3
140 9000 813 9813 10 1220 800 0 700 10 steam 0 0 0 D1
140 9000 813 9813 20 1220 800 0 700 10 steam 0 0 0 D2
140 9000 813 9813 30 1220 800 0 700 10 steam 0 0 0 D3
140 9094 719 9813 5 1220 800 0 700 10 steam 0 0 0 E1
140 9047 766 9813 5 1220 800 0 700 10 steam 0 0 0 E2
140 8953 859 9813 5 1220 800 0 700 10 steam 0 0 0 E3
140 8906 906 9813 5 1220 800 0 700 10 steam 0 0 0 E4
140 9000 813 9813 5 1100 800 0 700 10 steam 0 0 0 F1
140 9000 813 9813 5 1150 800 0 700 10 steam 0 0 0 F2
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140 9000 813 9813 5 1250 800 0 700 10 steam 0 0 0 F4
140 9000 813 9813 5 1300 800 0 700 10 steam 0 0 0 F5
140 9000 813 9813 5 1220 800 0 700 10 air 0 0 0 G1
140 9000 813 9813 5 1220 800 0 700 10 N2 0 0 0 G2
140 9000 813 9813 5 1220 800 0 665 5 steam 0 0 0 H1
140 9000 813 9813 5 1220 800 0 735 15 steam 0 0 0 H2
140 9000 813 9813 5 1220 800 0 0 � � 1100 0 0 I1
140 9000 813 9813 5 1220 800 0 0 � � 0 689 0 I2
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5.3.1 A - Tuyère diameter

To obtain stable furnace operation and successful feed utilization, deep penetration of
hot blast into the coke bed is desired. As discussed in section 3.9, the diameter of
the tuyères directly correlates to the hot blast momentum and consequently to the size
of the raceway cavity. The impact of the inner tuyère diameter on heterogeneous coke
reactions and utilization of injected alternative reducing agents was studied by conducting
simulation runs with varying tuyère geometry while the hot blast rate was kept constant
at the value given in table 5.1.
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Figure 5.28: Variation of raceway size with respect to tuyère diameter. Hot
blast rate per tuyère: 9900 m3

STP/h·tuyère at 1220 °C, pressure level
4.2 barg, oxygen enrichment to 27.4 %v/v O2.

Table 5.6: Tuyère diameter variation: Impact on raceway volume.

case ID
tuyère diameter raceway volume

[mm] [m3]

base 140 0.71

A1 150 0.51

A2 160 0.37

As summarized in table 5.6, in the range of parameter variation the volume of the
raceway cavity decreases by a factor of approx. 1.9. Accordingly, the residence time
of hot blast and therefore the time available for conversion of injected feed decreases,
resulting in a shift of gas-phase species concentration pro�les. Oxygen is consumed in
regions closer to the tuyère tip, the CO2-peak is shifted (see �g. 5.29).
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Figure 5.29: Tuyère diameter variation. Radial pro�le on tuyère level, left:
O2, CO2 and CO concentration. Right: Coke consumption by
oxidation and Boudouard reaction.

The situation for the conversion of steam to H2 via heterogeneous reactions is quite
similar, as shown in �gure 5.30. The volume of the raceway cavity is larger if a smaller
tuyère is installed, as expected a deeper penetration of hot blast into the coke bed is
achieved, see e.g. coke utilization by heterogeneous water-gas shift reaction in the right
diagram of �gure 5.30.
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Figure 5.30: Tuyère diameter variation. Radial pro�le on tuyère level, left:
H2 and H2O concentration, right: coke consumption by hetero-
geneous water-gas shift reaction.

Due to the decrease in blast velocity with increasing tuyère diameter, the total heat
transfer rate through the tuyère wall and therefore tuyère cooling rates decline (�g. 5.31).
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coordinate.

5.3.2 B - Injection rates

In general, the input materials used for blast furnace operation strongly in�uence the
cost of hot metal production [114]. In this context, higher �exibility in terms of fuel
supply can contribute to economically improved blast furnace operation. The impact of
various rates of material injection starting from fuel oil alone and increasing the share of
waste plastics is discussed in the following (injection rates investigated are summarized
in table 5.7).

Table 5.7: Alternative reductant injection rates under consideration.

case ID
fuel oil rate plastics rate

kg/h·tuyère kg/h·tuyère

B1 1200 0
B2 950 400
base 700 800
B3 500 1150

Due to the early release of injected liquid hydrocarbons to the gas phase by evaporation
of the droplet spray, onset of oxidation reactions takes place in close proximity to the
tuyère opening, as shown in the contour plot of oxygen concentration in �gure 5.18.
As the supply of plastics is increased at the expense of the oil rate, the rate of release
of combustible thermolysis products is decreased and shifted towards the boundary of
the raceway cavity. As a consequence, more oxygen is available in regions comprising a
more closely packed coke bed, resulting in higher coke oxidation rates (�g. 5.32). The
utilization of plastics is localized deeper in the coke bed as compared to injected fuel oil.
Owing to the already decreased oxygen partial pressures in these regions, plastics are
oxidized to a lower extent while gasi�cation is favored and therefore increased amounts
of char residues are formed in the region of the raceway boundary. These residues are
reported to be highly reactive [47] and therefore are not expected to accumulate in the
coke bed.
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Figure 5.32: Volume speci�c rates of coke utilization. Left: coke oxidation,
right: CO2 gasi�cation. Legend: B1, B2, base, B3.

Observing the operating conditions of case B1 (oil only operation) it can be seen that
the overall rate of hydrogen feed into the blast furnace is higher as compared to the cases
with plastics injection. This results in higher coke utilization by reactions with species
involving hydrogen as a compound, e.g. steam gasi�cation (see �g. 5.33).
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Figure 5.33: Volume speci�c rates of heterogeneous water-gas-shift reaction.
Legend: B1, B2, base, B3.

Right in front of the tuyère opening velocities of injected hot blast are very high. This
strongly contributes to the rates of convective heat transfer between gas and solid coke
particles in the blast furnace, as shown in �gure 5.34. In this zone the temperature of coke
particles passing through the raceway boundary is higher than the local hot blast tem-
perature as these particles are preheated from passing the oxidation zone. Furthermore,
heat for gasi�cation of injected oil and plastics is consumed from the gas. Consequently,
in the raceway core heat is transferred from solid coke to the gas. Towards the edge
of the raceway the situation reverses: Due to the onset of endothermic coke gasi�cation
reactions coke temperature decreases below the gas temperature. At higher temperatures
also heterogeneous heat transfer by radiation gains signi�cance (�g. 5.34, right diagram).
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Figure 5.34: Heterogeneous heat transfer from solid coke to gas. Left: Over-
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Figure 5.35: Radial pro�les of gas and coke temperature.

The temperature pro�les given in �gure 5.35 reveal that with increasing plastics injec-
tion rates, the coke temperature slightly increases throughout the raceway cavity (more
oxygen available for coke combustion) while at the raceway boundary the temperature
of the gas �ow considerably decreases due to locally increased plastics gasi�cation rates.

Table 5.8: Mean residence time of injected reductants and average gas species
concentrations in raceway cavity.

case ID
fuel oil plastics

O2 H2O H2dd,ini = 140 µm dp,ini = 7 mm
[ms] [s]

[
%v/v

] [
%v/v

] [
%v/v

]
B1 4.6 - 3.18 3.69 11.02
B2 4.0 1.96 3.45 3.39 10.12
base 3.4 2.09 3.59 3.01 9.00
B3 2.8 2.08 3.57 2.90 9.54

The rates of reducing agent injection directly in�uence the gas-phase concentration
�eld. The higher fraction of hydrogen contained in fuel oil as compared to plastics is
responsible for the release of larger amounts of H2O that is converted to H2 by water gas
shift reaction (see table 5.8).
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Due to the earlier release of fuel oil thermolysis products to the gas phase oxidation
and therefore release of heat of reaction starts earlier (right in the tuyère), consequently
tuyère cooling rates are slightly higher at increased oil injection rates.
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Figure 5.36: Injection rates variation: Speci�c total heat �ux through tuyère
inner wall.

5.3.3 C - Position of injection lance tips

The location of release of alternative reducing agents to the gas phase is determined by
the position of lance tips. In the baseline setup, the lances for injection do not overlap
each other (see �g. 5.7). Three additional geometry setups with deeper inserted lances
as outlined in �gure 5.37 were studied.

position of lance tip base case

C1: +13cm

C2: +18cm

C3: +23cm

Figure 5.37: Side and top view of tuyère and lances, highlighting the range
of lance tip position variation.
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As the lance tips are shifted towards the opening of the tuyère, the release of fuel oil
vapor to the gas phase is transferred into the raceway cavity (�g. 5.38). In the base case
lance tips feature the largest distance to the tuyère opening. In this setup more than
99 % of the fuel oil is evaporated within the tuyère. In the variation cases, oil vapor
release is already moved towards the coke bed but still evaporation is completed in the
region with void fractions of 80− 100 %.
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Figure 5.38: Location of fuel oil release, lance length variation.

Energy necessary to evaporate the fuel droplets is modeled to be provided by radiation
(far-�eld energy transfer) as well as by convective and conductive heat transfer from the
gas phase (locally). Therefore, at the point of fuel oil release a cooling impact is exerted
on the gas �ow until the combustion of volatiles overbalances this e�ect and temperature
levels increase in the surroundings of the oil spray.
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Figure 5.39: Variation of hot blast properties along the tuyère axis relative
to base case lance tip position, cross-sectional averages.

Due to the variation of the proximity of the lance tip to the tuyère wall a variation of
heat impact on the tuyère wall that stems from injected fuel oil was found. The cooling
e�ect from oil pyrolysis on the one hand and heat release from oil vapor combustion
on the other hand in�uence the heat transferred via the inner surface of the tuyère and
therefore the cooling duty, as summarized in table 5.9.
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Figure 5.40: Lance length variation: Speci�c total heat �ux through tuyère
inner wall.

A plot of the gas phase temperature on a cutting plane between the oil and plastic
injection lances is shown in �gure 5.41. Volume-averaged gas temperature in the raceway
reduces from 2310 °C at the base case to 2280 °C at case C3.
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Figure 5.41: Gas temperature pro�les, horizontal cut between injection
lances.

In base case the distance from injection lance tips to the tuyère opening is largest,
therefore oxygen is consumed earlier by released thermolysis products. Consequently,
the release of H2O and CO2 takes place further upstream in the hot blast �ow. This
results in a slightly shifted CO2 peak. In the cases with further retracted lances higher
temperatures of gas phase as well as coke are calculated. This e�ect is restricted to
the core of the raceway, the in�uence of injection lance position diminishes towards the
undisturbed coke bed (�g. 5.42).
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plotted vs. coke bed void fraction.

The location of the release of the oil spray also has an impact on the mean droplet
residence times as the gas temperatures in the surroundings of the spray vary. In case C3
the evaporating spray reaches very hot regions located near the boundary of the raceway
cavity, therefore computed mean residence times are reduced signi�cantly (table 5.9).

Table 5.9: Variation of lance tip position: Heat transfer via inner wall of
tuyère, oil droplet and plastics residence times.

case ID
heat transfer rate time to oil evaporation time to plastics gasi�cation

[kW] [ms] [s]

base 116 3.40 2.09
C1 109 2.62 1.85
C2 107 3.00 1.89
C3 106 3.90 1.83

Due to the comparatively large initial diameter of injected waste plastics and therefore
generally longer residence times of plastic particles, lance length only poses a minor
impact on the position of plastics pyrolysis as compared to the sensitivity of fuel oil
release (�g. 5.43). However, due to variation in gas-particle temperature di�erences in
the cavity plastics residence times vary in the range of 8 % .
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Figure 5.43: Location of plastics thermolysis, lance length variation.
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5.3.4 Blast conditions

E�ective utilization of alternative reducing agents requires changes in the blast furnace
operation to compensate for the impact on changes in the raceway zone if injection is
performed at high rates. For waste plastic rates of up to 10 kg/thm it is not necessary to
change anything [42]. At higher rates measures such as

� increasing the oxygen rates supplied with hot blast,

� higher blast temperatures and

� oxygen enrichment rates

are practicable measures to adjust the adiabatic raceway �ame temperature.
These parameters were varied systematically from base case conditions (injection of

700 kg/h·tuyère fuel oil and 800 kg/h·tuyère waste plastics), the results are summarized in the
following chapters.

5.3.4.1 D - Blast moisture

When operating a blast furnace, the H2O load on hot blast varies according to weather
conditions, being altered by temperature and relative humidity in the ambient air.
Representative values for hot blast humidity for blast furnace A are given by 5 gH2O/m3

STP

in the winter season, while increasing to approx. 30 gH2O/m3
STP during summer time. Base

case operating conditions were evaluated at minimum H2O load, so variation was done
increasing the water fed by hot blast injection as summarized in table 5.10.
In this table also average raceway properties are listed. As more water is introduced

with the hot blast, higher partial pressures of H2O are available for the steam gasi�cation
of coke. The higher rates of this endothermic reaction is responsible for lower raceway
temperatures and also for higher hydrogen concentrations. H2 in the bosh gas is an
e�ective agent for iron oxide reduction in the shaft zone. Due to its higher reactivity
with iron oxide as compared to CO, raceway temperatures can be decreased [11].
If raceway temperatures are too high to obtain stable furnace operation, the injection

of steam o�ers an e�cient measure for controlling purposes. In contrast, lowering the
blast moisture can also help to compensate the cooling e�ect of alternative reducing
agent injection.

Table 5.10: Sensitivity of average raceway conditions on hot blast H2O load.

case ID
H2O load H2O H2 CO CO2 Tgas Tcoke

[gH2O/m3
STP]

[
%v/v

] [
%v/v

] [
%v/v

] [
%v/v

]
[°C] [°C]

base 5 3.01 9.00 16.1 10.2 2309 2194
D1 10 3.31 9.45 15.8 10.4 2293 2174
D2 20 3.73 9.90 15.4 10.7 2278 2156
D3 30 4.18 10.1 15.1 10.8 2265 2174
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Figure 5.44: Radial pro�les of coke and gas temperature on tuyère level at
varying steam load on hot blast.
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Figure 5.45: Radial pro�les of H2O concentration and steam gasi�cation rate
on tuyère level at varying steam load on hot blast.

5.3.4.2 E - Hot blast oxygen enrichment

At blast furnace A the rate of oxygen feed to the raceway is controlled by the grade of hot
blast oxygen enrichment. In general, additional oxygen can also be provided by injection
via the reducing agent lances. As more oxygen is available, a tendency towards higher
combustion e�ciency of injected materials in the raceway cavity is to be expected.
In the simulation setup boundary conditions are set such that the overall blast volume

�ow is the same as for the base case, i.e. the volume �ow variation due to changing O2

enrichment is compensated by adjusting the hot air rate accordingly. Consequently, the
feed rate of N2 is decreased, also decreasing the �ow of inert gases through the coke bed
and burden layers (see table 5.11).
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Table 5.11: Boundary conditions for hot blast oxygen enrichment variation,
�ow rates are given per tuyère.

case ID
hot blast O2 air �ow rate O2 enrichment
concentration (dry)

[m3
STP/h·tuyère][

%v/v

]
[m3

STP/h·tuyère]

E1 26.6 9094 719
E2 27.0 9047 766
base 27.4 9000 813
E3 27.8 8953 859
E4 28.2 8906 906

A summary of the computed average conditions in the raceway is given in table 5.12.
Carbon monoxide and hydrogen volume fractions increase due to the lower rates of N2

introduced with hot blast. Higher partial pressures of these reducing gases contribute to
better reduction of iron oxides in the center of the furnace shaft.

Table 5.12: Sensitivity of average raceway conditions on hot blast O2 concen-
tration.

case ID
residence time H2 CO Tgas Tcoke
fuel oil plastics [

%v/v

] [
%v/v

]
[°C] [°C]

[ms] [s]

E1 3.5 2.13 9.20 15.4 2279 2163
E2 3.5 2.08 9.60 15.7 2295 2179
base 3.4 2.09 9.00 16.1 2309 2194
E3 3.4 1.99 10.15 16.1 2320 2204
E4 3.3 1.97 10.23 16.5 2331 2215

Mean evaporation times of injected fuel oil tend to decrease as the oxygen enrichment
rate is increased (from e.g. 3.5 ms at E1 to 3.3 ms at case E4 for droplets with an initial
diameter of 140 µm). Heat transfer to the oil droplets increases slightly as more oxygen
is available for combustion, but still an oxygen-depleted zone in the core of the oil spray
exists (see �g. 5.46).
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Figure 5.46: Contours of oxygen concentration, cut through oil injection
lance.

Due to the increased partial pressure of oxygen available, the concentration of carbon
dioxide in the boundary of the raceway increases (�gure 5.47).
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Figure 5.47: Contours of carbon dioxide concentration, cut through oil in-
jection lance.
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Figure 5.48: Contours of gas temperature, cut through oil injection lance.

Even though the blast rate is kept constant in the parameter variation, gas �ow rate in
the raceway increases as more coke is consumed by oxidation and CO2 gasi�cation. At
blast furnace conditions a net increase of gas molecular �ow rate is achieved. The average
magnitude of the gas velocity vector in the raceway increases from 7.08 to 7.33 m/s, also
contributing to an increase of the coke conversion rates.
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Figure 5.49: Concentration pro�les and major coke consumption reaction
rates in the raceway cavity, plotted vs. coke bed void fraction.
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5.3.4.3 F - Blast temperature

In the simulation cases with varying hot blast temperature the total blast mass �ow rate
was kept at the baseline operation level, therefore with higher blast temperatures also an
increase in gas velocity in the tuyère is achieved. This results in a slight increase of the
raceway size that was not accounted for in the current simulation runs. Five cases were
implemented with hot blast temperatures ranging from 1100 to 1300 °C (see table 5.13).

Table 5.13: Variation of hot blast temperature: Heat transfer via inner wall
of tuyère, oil droplet and plastics residence times.

case ID
hot blast time to oil time to plastics tuyère cooling

temperature evaporation gasi�cation rate
[°C] [ms] [s] [kW]

F1 1100 3.68 1.58 102
F2 1150 3.67 1.57 109
F3 1200 3.56 1.54 114
F4 1250 3.41 1.52 120
F5 1300 3.23 1.46 127

As the preheating temperature of hot blast is increased from case F1 to F5, mean times
for gasi�cation of injected materials decrease in the range of 13 % for fuel oil and 8 % for
plastics. As plastic particles are generally larger in initial sizes they are less a�ected by
the conditions in the center of the raceway cavity, where blast preheating has the highest
impact on local temperatures (see �gure 5.50; for reasons of clarity in the diagrams only
cases F1, F3 and F5 are shown � cases F2 and F4 follow the trends consistently).
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Contrary to oil evaporation, the majority of plastics thermolysis takes place in regions
with coke bed voidage less than 0.8 (�g. 5.51).
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Figure 5.51: Location of plastics thermolysis.

Examining the computed temperature �eld, it was found that the blast preheating
temperature has a strong impact on the heat capacity needed to temper the tuyère
(�gure 5.52).
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In the raceway, the coke oxidation reaction is located in the mass transfer controlled
regime, the oxidation rate is largely determined by di�usion of O2 towards the coke
surface. Furthermore, the coke oxidation rates also decrease as more oxygen is consumed
by more concentrated combustion of alternative reducing agents in a close proximity
to the tuyère opening. As compared to the oxidation, the Boudouard reaction is more
sensitive to the local temperature level and therefore kinetics still play a more important
role (temperature dependence of e�ective reaction rates, discussed in chapter 3.6.2). At
elevated blast temperatures, in the raceway cavity the rate of CO2 gasi�cation is higher
due to higher temperatures delivering heat for reaction and providing for the necessary
activation energy. Steam gasi�cation reaction also proceeds at higher rates, contributing
to the release of H2 and CO.
Higher raceway temperatures o�er the opportunity to increase injection rates and

decrease coke rates. On an economic point of view, increasing the blast temperature was
reported to be cheaper than oxygen enrichment to increase the adiabatic raceway �ame
temperature [11].

Table 5.14: Sensitivity of average raceway conditions to hot blast tempera-
ture.

case ID
Tgas Tcoke O2 H2O CO2 CO

[°C] [°C]
[
%v/v

] [
%v/v

] [
%v/v

] [
%v/v

]
F1 2268 2217 3.57 3.18 10.5 15.5
F2 2284 2233 3.57 3.13 10.4 15.7
F3 2295 2245 3.59 3.11 10.3 15.9
F4 2309 2265 3.47 3.08 10.2 16.1
F5 2328 2285 3.43 3.02 10.1 16.4

5.3.5 G - Liquid hydrocarbon injection � cooling gas type

In blast furnace A, the lance for injection of fuel oil is realized as a coaxial lance. Pre-
heated heavy fuel oil is fed in the core pipe, while the annular gap is �ushed with a gas
for cooling purposes. The baseline operation uses steam as cooling gas. Water vapor
has a high heat capacity and in the furnace also the amount of hydrogen available for
reduction reactions is increased.
In a sensitivity study the type of cooling gas was changed to air (case G1) and nitro-

gen (case G2) to evaluate the impact on the reducing agent utilization. The usage of
pressurized air as cooling gas results in an additional oxygen feed of 9.3 m3

STP/h (compare:
O2 introduced with hot blast 2703 m3

STP/h, of which 230 m3
STP/h from oxygen enrichment;

�ow rates given per tuyère). Generally, in the core of the fuel oil injection spray oxygen
is depleted rather fast. As the cooling gas type is changed to air, in this region some
additional oxygen is available for combustion of fuel oil vapor. This results in slightly
increased heat transfer rates to the oil droplets and consequently reduces the time for oil
evaporation by approx. 5 % (see table 5.15). Furthermore, the computed average raceway
temperature increases by approx. 10 °C.
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Table 5.15: Variation of cooling gas type for fuel oil injection lance: Heat
transfer via inner wall of tuyère, mean oil droplet and plastics
residence times.

case ID

mean time mean time to tuyère average
cooling to oil plastics cooling raceway
gas type evaporation gasi�cation rate temperature

[ms] [s] [kW] [°C]

base steam 3.39 2.09 116 2309
G1 air 3.22 2.05 117 2318
G2 N2 3.39 2.05 117 2309

As compared to the impact on fuel oil release, the calculated mean time for plastics
pyrolysis does not vary signi�cantly. The change in conditions is restricted to regions
in the spray cone of fuel oil and therefore does not impact the plastics tracks to a large
extent, as these pass the tuyère zone rather fast. Also, the computed tuyère cooling rate
is not much in�uenced by the type of cooling gas.
Figure 5.54 shows the radial pro�les of steam concentration and its reaction with

metallurgical coke. In the base case, the additional introduction of steam as applied for
lance cooling purposes increases the H2O partial pressure and contributes to increased
steam gasi�cation rates in the boundary of the raceway zone.
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5.3.6 H - Water content in liquid hydrocarbon mixture

Heavy fuel oil for injection into blast furnace A contains considerable amounts of water.
At conditions studied in the base case a mass fraction of 10 % of water in hydrocarbons is
applied. Parameter variation concerning this water feed was done as stated in table 5.16,
in the simulation runs the rates of injected fuel oil was set consistently for all cases.

Table 5.16: Variation of water content in liquid hydrocarbons for injection.
Cooling gas type for fuel oil injection lance: Heat transfer via
inner wall of tuyère, mean oil droplet and plastics residence times.

case ID

water content mean time mean time tuyère
in fuel to oil to plastics cooling

oil mixture evaporation gasi�cation rate[
%w/w

]
[ms] [s] [kW]

H1 5 3.08 2.00 117
base 10 3.39 2.09 116
H2 15 3.59 1.91 113

Table 5.17: Variation of water content in liquid hydrocarbons for injection.
Cooling gas type for fuel oil injection lance: Average conditions
in raceway cavity.

case ID
Tgas Tcoke H2O conc. CO conc.
[°C] [°C] [mol/mol] [mol/mol]

H1 2313 2197 2.91 16.3
base 2309 2194 3.01 16.1
H2 2304 2189 3.19 15.7

The driving force for release of mixture components from the spray droplets to the
gas phase is calculated by evaluating the di�erence of partial pressure of the component
on the droplet surface to the surrounding gas phase, incorporating the dependence of
vaporization pressure on the droplet temperature (see also chapter 3.10.1). The evapo-
ration pressure of water is higher than that of the hydrocarbon mixture, therefore water
is released earlier to the gas phase. As a consequence, an increased H2O partial pressure
in droplet surroundings results in lower evaporation rates, and eventually in higher resi-
dence times. The cooling e�ect of additional water injection results in a decrease of the
average raceway temperature in the order of 10 °C (table 5.17).
A decrease of water fraction in liquid hydrocarbons to 5 % results in a reduction of the

mean droplet residence time by approx. 9 %. There is less need for water vaporization
therefore reducing the latent heat of evaporation. Furthermore, the decrease of droplet
temperature due to cooling limit temperature e�ects is less distinct (see �gure 5.55).
Mean plastic particle gasi�cation times are a�ected to a minor extent (in the range
of ±5 % with respect to the base case).
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5.3.7 I - Comparison of oil, gas and coal injection

This chapter aims at the comparison of the conversion behavior of di�erent types of
reducing agents, that also di�er with respect to state of aggregation. Three cases were
investigated, where the injection of 800 kg/h·tuyère waste plastics is combined with either

� 700 kg/h·tuyère heavy fuel oil (representing the reference case),

� 1040 m3
STP/h·tuyère natural gas (case I1) or

� 689 kg/h·tuyère pulverized coal (case I2).

The individual rate of oil, gas and coal injection was set such, that the overall carbon
input from alternative reducing agents was kept constant. As a consequence, due to
varying composition of the materials studied, the hydrogen input varies as listed in
table 5.18. This results in a variation of the C/H ratio of reductants, being highest for
pulverized coal utilization and lowest for the case of natural gas injection. The values of
element input rates in this table also include auxiliary streams such as air or nitrogen
for plastics or coal conveying as well as steam for oil lance cooling purposes.

Table 5.18: Variation of alternative reducing agent type, in each case com-
bined injection with 800 kg/h waste plastics.

case ID injectant type
overall element injection rates
C H N O C/H

[mol/s] [mol/s] [mol/s] [mol/s] [mol/mol]

base waste plastics + heavy fuel oil 26.1 40.6 3.9 4.9 0.64

I1 waste plastics + natural gas 26.1 67.9 3.9 3.0 0.38

I2 waste plastics + pulverized coal 26.1 24.8 4.8 3.7 1.05

base, I1, I2 hot blast 0.0 1.5 17.6 6.8

In the simulations, natural gas is simpli�ed by treating it as a single species, namely
pure CH4. The properties of pulverized coal for injection under consideration are sum-
marized in table 5.19. For the cases I1 and I2 the oil lance in the model is replaced by
either a lance for natural gas injection or the PCI lance, respectively.
In the case of natural gas injection, a methane �ame is formed on the tip of the

injection lance that extends into the raceway cavity (see CH4 concentration pro�le on
a cutting plane through the oil/gas injection lance in �gure 5.57). In the case of oil
and coal injection the model also predicts the formation of CH4 from pyrolysis products,
therefore at a certain distance from the lance tip where thermolysis of oil volatiles takes
place methane appears in the gas phase.
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Figure 5.57: Contours of CH4 concentration, cut through oil/gas injection
lance.
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Table 5.19: Physical and chemical properties of pulverized coal for injection.
In the simulation, the ash content is neglected.

parameter value

mean equivalent diameter 59 µm
Rosin Rammler spread parameter 1.14

mean particle density 1300 kg/m³

ultimate analysis

80.8 %w/w C
4.44 %w/w H
5.55 %w/w O
1.51 %w/w N
6.70 %w/w ash
1.00 %w/w water

thermal conductivity 0.26 W/m·K
speci�c heat capacity 1500 J/kg·K
lower heating value 32.7 MW/kg

conveying gas type N2

conveying gas �ow rate 27 m3
STP/h

base

I1, gas

0 3
[mol/mol]

H2O

0.3

0.2

0.1

0 I2, coal

Figure 5.58: Contours of steam concentration. Left: Vertical cut through
tuyère, right: Cut through oil/gas/coal injection lance.
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The onset of oxidation reactions results in release of CO2 and steam (see H2O pro�les in
�gure 5.58). In the base case a large fraction of the hydrogen input is introduced already
oxidized as water in the oil mixture or steam for lance cooling (in total 1.96 mol/s H2O).
Consequently, in the oil injection case the H2O concentration is high throughout the oil
spray cone. Contrary to that, in the case utilizing natural gas, no steam additional to that
introduced with hot blast is injected via the lances. The majority of H2O results from
methane combustion. Methane combustion starts early, oxygen is more readily consumed
within the core of the raceway cavity. Due to the high availability of hydrogen, the steam
�ow rate through the raceway boundary exceeds that of oil injection (see trend of species
�ow rates integrated for iso-surfaces of coke bed void fractions in �gure 5.59).
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Figure 5.59: Species �ow rate through raceway boundary with respect to
coke bed void fraction.

As steam gets in contact with hot coke, heterogeneous steam gasi�cation adds to the
release of carbon monoxide and hydrogen. Highest rates of hydrogen release into the
coke bed are calculated for the natural gas case. In the case of pulverized coal injection
the availability of steam is lower as the used coal contains comparatively low amounts
of hydrogen that is released with the volatiles. The PCI case discussed here introduces
coal with 1 % moisture content, resulting in 0.11 mol/s H2O feed. Coal drying is �nished
early, releasing water in the tuyère. Further downstream, steam is also produced from
combustion of coal volatiles.
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As illustrated in �gure 5.60, the release of volatiles from coal particles is �nished after
approx. 20 ms, in the core of the raceway cavity. Along with the release of volatiles the
fraction of char remaining in the particle mass increases. The emissivity coe�cient is
modeled to decline as a function of the volatiles fraction. Average particle heating rates
during devolatilization are in the range of 105 K/s, resulting in Biot numbers above 0.5 in
the phase of rapid heating.
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Figure 5.61: Contours of CO2 concentration. Left: Vertical cut through
tuyère, right: Cut through oil/gas/coal injection lance.

Volatiles are oxidized in the gas phase causing O2 depletion in the region of the coal
plume. Heterogeneous reactions of the remaining char are modeled to start after volatiles
release is �nished, starting oxidation as well as CO2 and H2O gasi�cation in the core of
the raceway cavity. Due to the high stoichiometric oxygen demand for volatiles oxida-
tion, the availability of O2 for heterogeneous char oxidation is limited and endothermic
gasi�cation reactions play a major role in overall coal utilization, releasing gaseous re-
ducing agents CO and H2 on the path of particle trajectories (see e.g. CO concentration
in �gure 5.62). In the tip of the raceway cavity, simulation results show a considerably
higher concentration of carbon monoxide as compared to the other cases. This results
from thermal decomposition of coal volatiles in the absence of oxygen, in the model
introduced via reaction R28.
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Figure 5.62: Contours of CO concentration. Left: Vertical cut through
tuyère, right: Cut through oil/gas/coal injection lance.
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Figure 5.63: Contours of coal volatiles mole fraction. Left: Vertical cut
through tuyère, right: Cut through oil/gas/coal injection lance.

The residence time of coal particles in the raceway cavity prior to entering the undis-
turbed coke bed is approx. 90 ms (see �gure 5.60). The overall average coal conversion
in the raceway zone (coke bed voidage>0.5) for the operating conditions under consid-
eration was calculated to be approx. 80 %. The size of coal particles exhibits a large
impact on the conversion grade in the raceway, e.g. particles with an initial diameter of
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30 µm are estimated to have a burnout ratio of 89 % at the raceway border, average coal
particles with 59 µm are consumed to 70 % whereas only 58 % of the mass of particles
with initially 90 µm is released within the raceway cavity (see �gure 5.64).
After passing the raceway boundary the availability of reaction partners for char uti-

lization (O2, CO2 and H2O) is very low. Therefore, in the modeling study conversion
rates decline as particles enter the undisturbed coke bed. In the real blast furnace, char
remaining from coal injection is considered to contribute to iron oxide reduction as a
reaction partner for the Boudouard reaction, where carbon dioxide originates from the
iron oxides. Liquid phases are not yet included in the model, therefore also the reaction
set to describe this transformation of chars is to be implemented in future work. How-
ever, modeling results are considered reliable in the raceway cavity as no liquid phases
are present in this zone.
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Figure 5.65: Contours of temperature �eld, vertical cut through tuyère. Left:
Gas phase, right: Coke temperature.

The calculated temperature �elds for gas and coke are shown in �gure 5.65. In this
sketch, also results of statistic evaluation in the raceway cavity (zone de�ned as void frac-
tion>0.5) are noted. Lowest temperatures are predicted for the case involving natural
gas. This is expected as the hydrogen input is highest for this operation setup. However,
the standard deviation of gas phase temperature is lowest for this case: Methane follows
the path of injected hot blast through the raceway boundary, while the inertia of in-
jected oil droplets and pulverized coal cause a narrower plume. In the core of these zones
volatiles are released, the heat of pyrolysis and evaporation are partly withdrawn from
the sensible heat of the surrounding gas phase, consequently lowering the gas temper-
ature and increasing the temperature inhomogeneity. Comparing the base case and I2,
the release of fuel oil is completed earlier and therefore temperatures rise earlier by the
onset of oxidation reactions, as compared to coal utilization. Highest coke temperatures
are predicted for the coal case. Here again the lower steam feed results in lower rates of
steam gasi�cation and less heat demand for endothermic reactions.
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Figure 5.66: Integral coke consumption in the raceway cavity (void frac-
tion>0.5).

Table 5.20: Variation group I: Average conditions in the raceway zone.

case ID
Tgas Tcoke O2 CO2 CO H2O H2

[°C] [°C]
[
%v/v

] [
%v/v

] [
%v/v

] [
%v/v

] [
%v/v

]
base (oil) 2309 2194 3.59 10.20 16.1 3.01 9.00
I1 (gas) 2223 2198 3.02 9.65 14.1 3.33 14.80
I2 (coal) 2306 2266 3.70 9.52 19.5 1.33 6.46

The modeling results indicate that the integral coke consumption in the raceway zone
is lowest for the case with natural gas injection. This case combines reduced partial
pressures of carbon dioxide (dilution with hydrogen) as well as O2 with lower raceway
temperatures (table 5.20). However, as already stated at the beginning of this chapter,
the applied boundary conditions introduce the highest amount of alternative reducing
agents in the natural gas case in terms of additional hydrogen supply. The kinetics of the
heterogeneous methanation reaction is slower as compared to the other coke reactions,
also contributing to lower coke consumption rates.
In the model, CO2 is also a gasi�cation agent for the char from coal in the PCI case, a

part of the released carbon dioxide is already consumed in the raceway cavity from char
reactions, lowering the gasi�cation rate of metallurgical coke in the raceway boundary.
Consequently, the Boudouard reaction is partially shifted into the raceway cavity as
pulverized coal injection is applied. As in this case the steam supply is also low, the
overall coke consumption rate is comparingly low.
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6 Conclusions

A steady-state CFD model describing the injection of auxiliary reducing agents injection
into the raceway of ironmaking blast furnaces was developed. The focus was laid on
studying the utilization of feed materials by homogeneous and heterogeneous reactions
in the vicinity of the tuyère opening, also investigating the coke conversion. A new
approach was implemented where the movement and utilization of metallurgical coke is
computed on an additional computational grid. By solving conservation equations for gas
and coke phase, driving forces for heterogeneous transfer processes such as heterogeneous
reactions and heat transfer can be evaluated explicitly.

Model validation The model setup was implemented and validated stepwise, starting
with heat transfer problems involving inert solid phases and gas �ow. In the developed
model the e�ective coke bed conductivity is estimated accounting for heat transport
e�ects from solid radiation in the void volume between solid coke particles.
Increasing the model capabilities and complexity, also homogeneous gas-phase and

heterogeneous coke reactions were implemented. The �nal test for the setup of hetero-
geneous coke reactions in the dual-grid model was the gasi�cation of metallurgical coke,
applied to a standardized testing routine that is used in the iron producing industry to
evaluate the reactivity of metallurgical coke. In this work, apart from the standard rou-
tine, additional experimental data for varying temperature, coke particle sizes and gasi-
�cation agent partial pressure were available. Good agreement was found for the range
of parameter variation, indicating that the model setup is able to capture and reproduce
the main physical processes involved in CO2-gasi�cation of coke, such as boundary layer
di�usion, pore di�usion and the in�uence of intrinsic reaction kinetics.
The model for conversion of pulverized coal for injection was validated by implementing

an experimental setup simulating the combustion of pulverized coal at raceway condi-
tions. The coal type and its characteristic properties, e.g. the content of volatile matter
and particle size distribution, have considerable in�uence on the overall burnout behavior
of pulverized coal particles in the raceway cavity. Good model performance was found
for the coals tested.

Blast furnace simulation The full model setup was applied to blast furnace A, operated
by voestalpine Stahl GmbH. A baseline operating case involving the injection of heavy
fuel oil and processed waste plastics was de�ned. The implemented simulation geometry
features a detailed description of the tuyère geometry, including the lances for injection
of auxiliary reducing agents. In the current model setup the shape of the raceway cavity
that forms in the vicinity of the tuyère opening due to hot blast injection is not calculated
explicitly but introduced as a boundary condition by de�ning a spatially variable coke
bed porosity.
Due to the early release of reactive components from the �ne oil droplets, fuel oil repre-
sents an e�ective reducing agent that is readily vaporized within the raceway cavity after
several milliseconds. As compared to the fuel oil spray, plastic particles are introduced
in much larger particle size classes and therefore have much longer residence times in the
range of seconds. Consequently, plastic particles tend to have a deeper penetration into
the coke bed. In these regions lower oxygen partial pressures are available for combustion
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6 Conclusions

reactions, and the formation of char from plastics is to be expected.
Released volatiles are subjected to homogeneous gas-phase reactions. Oxygen injected

with the hot blast is readily consumed within the raceway cavity, partially by oxidation
of alternative reducing agents and also by combustion reactions of metallurgical coke.
According to the modeling results, coke particles falling into the raceway cavity are
accelerated by the hot blast jet towards the furnace center. During the short time of �ight,
these are not fully consumed, consequently a circulating movement is predicted. This
�ow characteristics contributes to transfer of heat from the hot zones where oxidation
occurs towards regions where endothermic gasi�cation reactions dominate.
According to the modeling results for the case with combined injection of liquid hy-

drocarbons and waste plastics, approx. 67 % of the coke consumed in the raceway cavity
is depicted to the heterogeneous Boudouard reaction. Oxidation and steam gasi�cation
reaction are responsible for 20 % and 11 % of coke utilization in this zone, respectively.
Due to its kinetic limitation, only approx. 2 % of overall coke consumption in the raceway
arise from the reaction with hydrogen.

Blast furnace parameter variation In a parametric study operating conditions were
varied in terms of hot blast supply, type and rates of auxiliary reducing agents injection
as well as geometric issues concerning the tuyère diameter and length of injection lances.
In the range of parameter variation, changes regarding the tuyère and lance geometry

showed little direct impact on the pyrolysis behavior of plastic particles in the raceway.
This results from the fact that the residence time in the vicinity of the lance tip and tuyère
zone is short as compared to the overall residence time to full gasi�cation. Contrary to
that, �erce conditions in fuel oil atomization provide for small droplets and therefore the
oil spray is readily evaporated in the vicinity of the tuyère opening. Changes e.g. in the
lance length considerably in�uence the location of oil vapor release.
The simulation results con�rmed the cooling e�ect of hydrogen introduced into the

raceway. The average raceway temperature decreases due to the more intense steam
gasi�cation reaction that is of endothermic nature. In the operating conditions studied,
the cooling e�ect was highest in the case representing natural gas injection. In contrast,
the lowest hydrogen input was modeled for the case with coal injection, resulting in
highest raceway-average gas and coke temperatures.
The increase of hot blast oxygen enrichment rates tends to raise raceway temperatures

due to higher rates of oxidation reactions. As a consequence, in the simulation cases
considered, times for evaporation of liquid hydrocarbons and plastics release decrease in
the order of 10 %. In the simulation runs a similar e�ect was achieved by increasing the
hot blast temperature from 1100 to 1300 °C.
In general, the size distribution of injected alternative reducing agents has a strong

in�uence on the grade of utilization prior to reaching the raceway boundary. In the case
of pulverized coal injection, the estimated average conversion grade within the raceway
cavity is approx. 80 %. Furthermore, due to the onset of heterogeneous reactions of
char particles remaining after volatiles release, CO2 is also consumed in the coal plume.
Consequently, the Boudouard reaction is partly shifted from the coke bed into the raceway
cavity.

In terms of numerical behavior, the model proved to be stable during the iterative
solution. This was con�rmed by monitoring the convergence behavior, and moreover
consistent trends were found in the simulation results.
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7 Outlook

Future work shall aim at the introduction of new features concerning the description of
the multiphase nature of �ow in the blast furnace, including:

Solid phase �ow In the CFD model developed in this work, the shape of the raceway
is implemented as a boundary condition from published work where raceway formation
dynamics were studied. In future code development, the transition to a hybrid CFD-
DEM model shall introduce the explicit computation of the raceway shape depending on
the actual operating conditions. This idea might be realized by de�nition of an interface,
where information from simulation of the gas-phase �ow including the description of
alternative reducing agents injection, e.g. temperature �eld, velocity and density pro�les,
will be provided from the presented CFD model to a discrete element model setup, where
the movement of coke particles shall be calculated. The resulting raceway shape is in turn
to be imported as a boundary to the CFD-solver to compute for new gas-�ow properties.
These outer iteration loops shall be continued until converged results for raceway shape,
species and temperature distributions in the coke bed are obtained. As a consequence,
e.g. the in�uence of volatiles release from alternative reducing agents on the raceway
shape can be studied in detail.

Liquid phases At the current stage of model development, liquid phases such as molten
iron oxides, slag and hot metal are not considered. This limits the accuracy of the CFD
model in regions outside the raceway cavity where liquid phases are present. Conse-
quently, by introducing liquids the applicability of the simulation model can be con-
siderably widened. This also o�ers the opportunity to incorporate these phases in the
reaction scheme: In the blast furnace shaft iron oxides provide oxygen that contributes
to the utilization of coke via the Boudouard reaction. Consequently this new setup can
also be applied to study the overall coke consumption in a large domain of the blast
furnace.
In this context, a proper calculation of the liquid surface structure is crucial to reliably
estimate the surface of the interface that is exposed to species transfer between liquid
and gas phase, but also amongst liquid and solid coke (e.g. direct reduction reaction of
liquid iron oxides).
Furthermore, also a detailed description of the fate of char that remains from coal and
plastics devolatilization becomes possible. The introduction of interaction with liquid
phases shall include the reactions of char with hot metal (e.g. carburization), but also
the in�uence of �nes on local coke bed porosity, i.e. potential blockage, can be considered.

Melting processes Another interesting feature that can be implemented after intro-
ducing liquid phases is the melting of burden in the upper region of the furnace shaft.
This will allow for estimating the location of the cohesive zone, where softening of �ux
and iron oxides takes place.

The resulting model compilation shall avoid the restriction to the hearth zone and
therefore allow for detailed investigation of full-scale blast furnace operation. Even the
investigation of the impact from burden charging operation on conditions in the furnace
shaft and hearth shall be rendered possible.
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8 Appendix

In the following tables average properties integrated for the raceway cavity, de�ned as
the volume zone where the coke bed void fraction exceeds 0.5, are summarized. The
labeling of the simulation cases is given as listed in table 5.5.

Table 8.1: Conditions in raceway. Variation group A: Tuyère diameter.

base A1 A2

Tgas,mean [°C] 2309 2332 2272
σTgas [°C] 414 465 493
Tcoke,mean [°C] 2194 2192 2109
σTcoke [°C] 196 233 232
vgas,mean [m/s] 7.1 7.6 8
gas composition

O2

[
%v/v

]
3.59 4.67 4.92

H2

[
%v/v

]
9 7.71 9.09

CO
[
%v/v

]
16.13 13.21 11.49

CO2

[
%v/v

]
10.19 10.94 10.71

H2O
[
%v/v

]
3.01 3.47 4.59

coke consumption
oxidation [kg/s] 0.123 0.13 0.121

CO2 gasi�cation [kg/s] 0.406 0.364 0.301
H2O gasi�cation [kg/s] 0.067 0.061 0.066

methanation [kg/s] 0.01 0.007 0.006
sum [kg/s] 0.606 0.561 0.494

raceway volume
[
m3

]
1.18 0.94 0.81
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Table 8.2: Conditions in raceway. Variation group B: Injection rates.

base B1 B2

Tgas,mean [°C] 2309 2301 2301
σTgas [°C] 414 370 391
Tcoke,mean [°C] 2194 2233 2238
σTcoke [°C] 196 245 242
vgas,mean [m/s] 7.1 7.2 7.2
gas composition

O2

[
%v/v

]
3.59 3.18 3.45

H2

[
%v/v

]
9 11.02 10.12

CO
[
%v/v

]
16.13 15.22 15.42

CO2

[
%v/v

]
10.19 10.2 10.18

H2O
[
%v/v

]
3.01 3.69 3.39

coke consumption
oxidation [kg/s] 0.123 0.112 0.12

CO2 gasi�cation [kg/s] 0.406 0.385 0.395
H2O gasi�cation [kg/s] 0.067 0.079 0.074

methanation [kg/s] 0.01 0.012 0.011
sum [kg/s] 0.606 0.588 0.6

Table 8.3: Conditions in raceway. Variation group C: Lance length.

base C1 C2 C3

Tgas,mean [°C] 2309 2287 2284 2282
σTgas [°C] 414 405 411 411
Tcoke,mean [°C] 2194 2164 2154 2147
vgas,mean [m/s] 7.1 7.1 7 7
gas composition

O2

[
%v/v

]
3.59 3.59 3.74 3.81

H2

[
%v/v

]
9 9.73 9.78 10.16

CO
[
%v/v

]
16.13 15.36 14.96 14.63

CO2

[
%v/v

]
10.19 10.4 10.38 10.38

H2O
[
%v/v

]
3.01 3.29 3.47 3.59

coke consumption
oxidation [kg/s] 0.123 0.123 0.125 0.124

CO2 gasi�cation [kg/s] 0.406 0.393 0.39 0.387
H2O gasi�cation [kg/s] 0.067 0.071 0.076 0.081

methanation [kg/s] 0.01 0.011 0.011 0.012
sum [kg/s] 0.606 0.597 0.602 0.603
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Table 8.4: Conditions in raceway. Variation group D: Hot blast moisture.

base D1 D2 D3

Tgas,mean [°C] 2309 2293 2278 2265
σTgas [°C] 414 407 402 402
Tcoke,mean [°C] 2194 2174 2156 2141
vgas,mean [m/s] 7.1 7.2 7.2 7.2
gas composition

O2

[
%v/v

]
3.59 3.49 3.4 3.4

H2

[
%v/v

]
9 9.45 9.9 10.1

CO
[
%v/v

]
16.13 15.77 15.4 15.07

CO2

[
%v/v

]
10.19 10.41 10.66 10.85

H2O
[
%v/v

]
3.01 3.31 3.73 4.18

coke consumption
oxidation [kg/s] 0.123 0.12 0.117 0.116

CO2 gasi�cation [kg/s] 0.406 0.4 0.397 0.394
H2O gasi�cation [kg/s] 0.067 0.074 0.084 0.095

methanation [kg/s] 0.01 0.01 0.011 0.011
sum [kg/s] 0.606 0.604 0.608 0.616

Table 8.5: Conditions in raceway. Variation group E: Hot blast oxygen en-
richment.

E1 E2 base E3 E4

Tgas,mean [°C] 2279 2295 2309 2320 2331
σTgas [°C] 404 411 414 416 416
Tcoke,mean [°C] 2163 2179 2194 2204 2215
vgas,mean [m/s] 7.1 7.1 7.1 7.3 7.3
gas composition

O2

[
%v/v

]
3.44 3.5 3.59 3.57 3.56

H2

[
%v/v

]
9.16 9.58 9 10.15 10.23

CO
[
%v/v

]
15.39 15.67 16.13 16.14 16.47

CO2

[
%v/v

]
10.15 10.05 10.19 10.13 10.23

H2O
[
%v/v

]
3.09 3.17 3.01 3.18 3.14

coke consumption
oxidation [kg/s] 0.119 0.12 0.123 0.122 0.122

CO2 gasi�cation [kg/s] 0.386 0.393 0.406 0.411 0.42
H2O gasi�cation [kg/s] 0.066 0.07 0.067 0.072 0.072

methanation [kg/s] 0.01 0.011 0.01 0.012 0.012
sum [kg/s] 0.581 0.594 0.606 0.617 0.626
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Table 8.6: Conditions in raceway. Variation group F: Hot blast temperature.

F1 F2 F3 F4 F5

Tgas,mean [°C] 2268 2284 2295 2309 2328
σTgas [°C] 419 416 414 405 399
Tcoke,mean [°C] 2217 2233 2245 2265 2285
vgas,mean [m/s] 7 7.1 7.1 7.2 7.3
gas composition

O2

[
%v/v

]
3.57 3.57 3.59 3.48 3.43

H2

[
%v/v

]
9.11 9.14 9.11 9.39 9.23

CO
[
%v/v

]
15.54 15.73 15.88 16.09 16.4

CO2

[
%v/v

]
10.49 10.38 10.27 10.22 10.11

H2O
[
%v/v

]
3.18 3.13 3.11 3.08 3.02

coke consumption
oxidation [kg/s] 0.124 0.123 0.124 0.119 0.118

CO2 gasi�cation [kg/s] 0.393 0.397 0.401 0.404 0.411
H2O gasi�cation [kg/s] 0.067 0.067 0.068 0.069 0.069

methanation [kg/s] 0.009 0.01 0.01 0.011 0.011
sum [kg/s] 0.593 0.597 0.602 0.602 0.608

Table 8.7: Conditions in raceway. Variation group G: Oil lance cooling gas
type.

base G1 G2

Tgas,mean [°C] 2309 2318 2309
σTgas [°C] 414 412 409
Tcoke,mean [°C] 2194 2204 2193
vgas,mean [m/s] 7.1 7.2 7.2
gas composition

O2

[
%v/v

]
3.59 3.56 3.51

H2

[
%v/v

]
9 8.75 9.17

CO
[
%v/v

]
16.13 16.32 16.07

CO2

[
%v/v

]
10.19 10.06 10.08

H2O
[
%v/v

]
3.01 2.84 2.89

coke consumption
oxidation [kg/s] 0.123 0.122 0.12

CO2 gasi�cation [kg/s] 0.406 0.408 0.402
H2O gasi�cation [kg/s] 0.067 0.064 0.065

methanation [kg/s] 0.01 0.01 0.01
sum [kg/s] 0.606 0.603 0.598
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Table 8.8: Conditions in raceway. Variation group H: Heavy fuel oil water
content.

H1 base H2

Tgas,mean [°C] 2313 2309 2304
σTgas [°C] 413 414 424
Tcoke,mean [°C] 2197 2194 2189
vgas,mean [m/s] 7.1 7.1 7.2
gas composition

O2

[
%v/v

]
3.58 3.59 3.65

H2

[
%v/v

]
9.03 9 10.13

CO
[
%v/v

]
16.26 16.13 15.73

CO2

[
%v/v

]
10.12 10.19 10.13

H2O
[
%v/v

]
2.91 3.01 3.19

coke consumption
oxidation [kg/s] 0.122 0.123 0.125

CO2 gasi�cation [kg/s] 0.406 0.406 0.404
H2O gasi�cation [kg/s] 0.065 0.067 0.07

methanation [kg/s] 0.01 0.01 0.011
sum [kg/s] 0.604 0.606 0.61

Table 8.9: Conditions in raceway. Variation group I: Comparison of oil, gas
and coal injection.

base I1 I2

Tgas,mean [°C] 2309 2223 2306
σTgas [°C] 414 358 470
σTgas [%] 17.9 16.1 20.4
Tcoke,mean [°C] 2194 2198 2266
σTcoke [°C] 196 236 254
σTcoke [%] 8.9 10.7 11.2
vgas,mean [m/s] 7.1 7.5 6.9
gas composition

O2

[
%v/v

]
3.59 3.02 3.7

H2

[
%v/v

]
9 14.83 6.46

CO
[
%v/v

]
16.13 14.07 19.45

CO2

[
%v/v

]
10.19 9.65 9.52

H2O
[
%v/v

]
3.01 3.33 1.33

coke consumption
oxidation [kg/s] 0.123 0.109 0.126

CO2 gasi�cation [kg/s] 0.406 0.345 0.387
H2O gasi�cation [kg/s] 0.067 0.072 0.032

methanation [kg/s] 0.01 0.016 0.008
sum [kg/s] 0.606 0.542 0.552
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Nomenclature

Roman symbols

Ṅi interfacial transfer rate of species i mol/s

A pre-exponential factor units vary
a absorption coe�cient −
a speed of sound m/s

A particle surface m2

Acoke speci�c coke surface m2/m3

BO coal particle burnout ratio −
C Constant −
cD drag coe�cient −
ci molar concentration of species i in bulk gas �ow mol/m3

cp speci�c heat capacity J/kg·K
ci,S molar concentration of species i at particle surface mol/m3

D di�usion coe�cient m2/s

dm equivalent diameter of average hollow space in porous material m
dp particle diameter m
Di,j di�usion coe�cient of species i in species j m2/s

Di,m di�usion coe�cient of species i in gas mixture m m2/s

DK,i Knudsen di�usion coe�cient of component i in particle pores m2/s

Ea activation energy J/mol

f speci�c volume force m/s2

Fp external force per unit particle mass m/s2

fa shape factor −
g gravitation m/s2

h heat transfer coe�cient W/m2·K
h speci�c enthalpy J/kg
I radiation intensity W/m2s·r
J molecular �ux vector units vary
k reaction rate units vary
k turbulent kinetic energy m2/s2

kG,i surface speci�c mass transfer coe�cient m/s

kc mass transfer coe�cient m/s

l length m
M molecular weight kg/kmol

m mass kg
N number of components −
n spread parameter, Rosin Rammler distribution −
p pressure Pa
Q̇rad heat transfer rate W
Q̇rad incident radiation W
R universal gas constant J/mol K
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Nomenclature

r reaction index −
r position vector m
Rm universal gas constant, Rm = 8.314 J/mol·K J/mol K

S source term [Φ]/m3·s
s direction vector m
SL laminar �ame speed m/s

T temperature K
t time s
v cartesian velocity component m/s

v velocity vector m/s

VCV control volume m3

wa coal particle ash content kg/kg

wa,0 ash content in virgin coal particle kg/kg

xi mole fraction of species i in bulk gas �ow mol/mol

xi,B logarithmic mean mole fraction of species i in particle boundary layer mol/mol

xi,S mole fraction of species i at particle surface mol/mol

Y mass fraction kg/kg

yBM logarithmic mean mole fraction in boundary layer mol/mol

Greek symbols

α heat transfer coe�cient W/m2·K
β parameter to determine share of CO or CO2 release −
∆t interval for time averaging s
∆ length scale for �lter (LES turbulence model) m
δc �lm thickness m
δij Kronecker-symbol: δij = 1, if i = j, else δij = 0 −
ε turbulent kinetic energy dissipation rate m2/s3

ε void fraction −
η Kolmogorov length scale m
Γ molecular transport coe�cient units vary
γ e�ectiveness factor of heterogeneous reactions in porous particles −
λ thermal conductivity W/m·K
L mean free path length of �uid element motion m
µ dynamic viscosity kg/m·s
µt turbulent viscosity m2/s2

∇ Nabla operator, ∇ =
(
∂
∂x ,

∂
∂y ,

∂
∂z

)
1/m

ν heterogeneous reactions: reaction order −
ν kinematic viscosity m2/s

φ′ temporal �uctuation of a general transport quantity φ units vary
Φ extensive quantity units vary
φ intensive quantity units vary
φ particle non-sphericity −
φ time average of a general transport quantity φ units vary
Ψ shape factor −
ψ heterogeneous reactions in porous particles: Thiele-modulus −
ρ density kg/m3

σ Stefan-Boltzmann-constant, σ = 5.672 · 10−8W/m2K4 W/m2K4

σs refractive coe�cient −
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Nomenclature

τ particle tortuosity −
τij, turb Reynolds shear stress tensor Pa
τij shear stress tensor Pa

Indices

d droplet
E Energy
ed educt species index
e� e�ective
F Force
f �uid
hm hot metal
i species index
i, j coordinate axis
l laminar
M mass
m gas mixture
n mixture component index
p particle
R radiation
t turbulent
x, y, z cartesian coordinate

Dimensionless numbers

Bi =
αdp
2λp

Biot number

Kn = L
lf

Knudsen number

Le = λ
ρ cpD

Lewis number
Ma = ν

a Mach number
Nu = α·l

λ Nusselt number

Pe =
SLdmcpρ

λf
Péclet number

Pr =
η·cp
λ Prandtl number

Re = u·d
ν Reynolds number

Sc = ν
D Schmidt number

Sh = kG d
D Sherwood number

Abbreviations

BF Blast Furnace
CFD Computational Fluid Dynamics
CPU Central Processing Unit
DEM Discrete Elements Method
DNS Direct Numeric Simulation
DPM Discrete Particle Model
DR Direct Reduction
EDC Eddy Dissipation Concept
LES Large Eddy Simulation
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Nomenclature

NSC Nippon Steel Company
PCI Pulverized Coal Injection
PDA Phase Doppler Anemometry
PIV Particle Image Velocimetry
PVC Poly Vinyl Chloride
RANS Reynolds Averaged Navier-Stokes
SR Smelting Reduction
VOF Volume Of Fluid
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