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Abstract
Even though there exists a large and diverse amount of observational evidence for the exis-
tence of dark matter (DM), its nature is still not clear. The Cryogenic Rare Event Search
with Superconducting Thermometers (CRESST) experiment, located underground in the
Laboratori Nazionali del Gran Sasso (LNGS), Italy, strives to directly detect DM particles
in the sub-GeV/c2 mass range. CRESST exploits the low heat capacity of materials at
temperatures close to absolute zero, measuring the temperature increase of target crys-
tals caused by elastic scattering of (potentially DM) particles on the target’s nuclei. This
rise in temperature is quantified using transition edge sensors in combination with su-
perconducting quantum interference devices. The Gran Sasso mountain above the LNGS
underground laboratory provides substantial shielding from cosmic radiation, with a rock
overburden of around 1400 m. To further reduce unwanted signals from standard model
particles, multiple layers of active and passive shielding surround CRESST’s detectors.
Despite these measures, there are still backgrounds to be expected from radioactivity in-
side or close to the detectors. Knowing the amounts of different radioactive impurities
is crucial for both DM search and the development of novel sensors with reduced back-
grounds.

In this work, data of four CaWO4 detectors from the CRESST-III phase’s “Run36” data
taking campaign, recorded between November 2020 and November 2022, is analysed. In
the high-energy range, with event energies on the order of MeV, the signal pulses are
saturated in the analysed detectors. This necessitates special methods to reconstruct
the corresponding energies. Alpha decay spectra are obtained by analysing the duration
of pulse saturation, extending the available energy range for background analyses into
the MeV region. This saturation time analysis is implemented and applied to the con-
sidered data. A calibration, mapping the saturation times to energies, is done through
the identification of known spectral lines and the fit of an exponential function, follow-
ing considerations on the pulse shape. As a second procedure for energy reconstruction,
pulse templates are fitted to the event pulses. By restricting the fit to voltages below a
certain truncation level, the non-linear detector response for high-energy events can be
bypassed. The calibration of the truncated template fit utilises an intentionally positioned
radioactive 55Fe source as well as information gained through the saturation time analysis.
Moreover, techniques to handle artefacts, which commonly appear in the voltage traces
at high event energies, are developed or improved, enhancing the correct processing of
affected pulses.

The spectra obtained in this work allow for first estimations of the contamination levels
of the examined detectors. More importantly, they serve as a basis for further in-depth
investigations, involving Bayesian likelihood fits of simulated spectral templates to the
experimental data, to determine the separate activities of impurities.
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Kurzfassung
Obwohl es eine Vielzahl von Beobachtungen gibt, die auf die Existenz Dunkler Ma-
terie (DM) hindeuten, ist deren Natur noch immer nicht geklärt. Das “Cryogenic Rare
Event Search with Superconducting Thermometers” (CRESST) Experiment, das sich un-
terirdisch im italienischen Laboratori Nazionali del Gran Sasso (LNGS) befindet, strebt
danach, DM Teilchen mit Massen im sub-GeV/c2-Bereich direkt nachzuweisen. CRESST
nutzt die geringe Wärmekapazität von Materialien bei Temperaturen nahe dem absoluten
Nullpunkt und misst den Temperaturanstieg von Detektorkristallen, der durch elastis-
che Streuung von Teilchen (potentiell DM) an den Atomkernen der Kristalle verursacht
wird. Dieser Temperaturanstieg wird mit Hilfe von Phasenübergangsthermometern in
Kombination mit supraleitenden Quanteninterferenzgeräten gemessen. Das Gran-Sasso-
Gebirgsmassiv oberhalb des unterirdischen LNGS-Labors schirmt die kosmische Strahlung
mit einer Gesteinsdicke von etwa 1400 Metern erheblich ab. Um unerwünschte Signale
von Teilchen des Standardmodells weiter zu reduzieren, umgeben mehrere Schichten ak-
tiver und passiver Abschirmung die Detektoren von CRESST. Trotz dieser Maßnahmen
ist immer noch mit Hintergrundsignalen zu rechnen, die von Radioaktivität innerhalb
der Detektoren, oder von Quellen in ihrer Nähe herrühren. Die Kenntnis der Mengen
verschiedener radioaktiver Verunreinigungen ist sowohl für die DM-Suche als auch für die
Entwicklung neuartiger Sensoren mit geringerem Hintergrund entscheidend.

In dieser Arbeit werden Daten von vier CaWO4-Detektoren analysiert, die zwischen
November 2020 und November 2022 im Rahmen der “Run36”-Datennahmekampagne der
CRESST-III-Phase aufgezeichnet wurden. Im Bereich hoher Energien, mit Energiedepo-
sitionen in der Größenordnung von MeV, sind die Signalpulse in den analysierten De-
tektoren gesättigt. Dies erfordert spezielle Methoden, um die entsprechenden Energien
zu rekonstruieren. Alphazerfallsspektren werden durch Analyse der Dauer der Pulssätti-
gung gewonnen, wodurch der verfügbare Energiebereich für Hintergrundanalysen in den
MeV-Bereich erweitert wird. Diese Sättigungszeitanalyse wird implementiert und auf
die betrachteten Daten angewendet. Eine Kalibrierung, bei der die Sättigungszeiten in
Energien umgerechnet werden, erfolgt durch die Identifizierung bekannter Spektrallinien
und die Anpassung einer Exponentialfunktion, beruhend auf Überlegungen zur Pulsform.
Als zweites Verfahren zur Energierekonstruktion werden Standardpulse an Ereignispulse
angepasst. Durch Beschränkung der Anpassung auf Spannungen unterhalb eines bes-
timmten Abschneideniveaus kann das nichtlineare Detektorverhalten für hochenergetis-
che Ereignisse umgangen werden. Zur Kalibrierung der so erhaltenen Spektren werden
eine absichtlich eingebrachte radioaktive 55Fe-Quelle sowie Informationen aus der Sät-
tigungszeitanalyse verwendet. Darüber hinaus werden Techniken zur Behandlung von
Artefakten, die bei hohen Ereignisenergien häufig in den Daten auftreten, entwickelt bzw.
verbessert, was die korrekte Analyse der betroffenen Pulse verbessert.

Die in dieser Arbeit gewonnenen Spektren ermöglichen erste Abschätzungen der Verun-
reinigungsgrade der untersuchten Detektoren. Weiters dienen sie als Grundlage für einge-
hende Untersuchungen, die Bayes’sche Likelihood-Anpassungen von simulierten Spek-
tralvorlagen an die experimentellen Daten umfassen, um die einzelnen Aktivitäten der
Verunreinigungen zu bestimmen.
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1. Introduction
The quest to understand the world that surrounds us has ever been a main driving force
behind the endeavours of physical science. With this objective, the prediction of previ-
ously unknown objects or forms of matter through the careful study of what is known
has an important history in astronomy and particle physics. For instance, 19th century
astronomers, using Newton’s law of universal gravitation [1] to analyse irregularities in the
orbit of the planet Uranus, predicted and subsequently observed the presence of another
planet: Neptune [2]. In 2012, the discovery of a massive particle, known as the Higgs
boson, was announced jointly by the CMS [3] and ATLAS [4] collaborations at CERN,
after being theorized in the 1960s by Peter Higgs and others [5–7] to explain the masses
of W- and Z-bosons. Today, we find ourselves in a situation similar to the first scenario
outlined above. Diverse astronomical observations, a selection of which is presented in
Section 1.1, suggest the presence of invisible matter: dark matter, or DM for short. DM
is thus a hypothesised form of matter that interacts with ordinary matter via gravitation,
but not electromagnetically, and which can explain the mentioned observations. At the
same time, there is also theoretical motivation for various as of yet unobserved elementary
particles (see Section 1.2), much like there was for the Higgs boson. It is possible that DM
is at least partly composed of such particles, dealing not only with the astronomical evi-
dence but also extending the Standard Model (SM) of particle physics [8]. Alternatively,
DM could also be composed of large astrophysical objects, although this already seems
unlikely. Further, the observations could be not a manifestation of DM but a sign for the
inapplicability of our currently best theory of gravity, general relativity, at large scales.
However, a modified theory of gravity that can explain all observations would still have
to be found. As a consequence, particle DM appears to be the most promising hypothesis
and profound searches are conducted [9–11], as briefly reviewed in Section 1.3, aiming to
detect DM particles and potentially providing insights on their nature.

The Cryogenic Rare Event Search with Superconducting Thermometers (CRESST ) exper-
iment, which is part of the direct detection effort, uses highly radiopure detector crystals,
equipped with transition edge temperature sensors, to look for elastic scatterings of DM
particles off atomic nuclei in the target crystals, and is introduced in detail in Chapter 2.
To improve the sensitivity of direct search experiments such as CRESST, it is pivotal to
have a comprehensive understanding of the non-DM backgrounds that are recorded by
the detectors. Only through careful evaluation of the different background components
can their origins be understood, allowing to consider them in the analysis, and guiding
the development of improved detectors.
This work focuses on the analysis of radioactive backgrounds in detectors of CRESST’s
“Run36” data taking campaign. Chapter 3 gives an overview over well-established analysis
procedures, as well as special techniques developed to investigate highly energetic back-
grounds, with deposited energies ranging from tens of keVs to MeVs. As the concerned
detectors are optimised for performance at considerably lower energies, these approaches
provide an important extension of the energy range available to background analyses that
is not achievable by standard methods. The resulting background spectra are presented
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along with the specifics of the conducted analysis steps in Chapter 4. Finally, the Conclu-
sion (Chapter 5), summarises the findings of this work and offers perspectives for future
investigations.

1.1. Evidence for Dark Matter
In this Section, some of the most prominent evidence for DM is presented in a non-
exhaustive manner, proceeding roughly from smaller to larger length scales.

1.1.1. Galactic Rotation Curves
On the scale of individual galaxies, the dynamics of stars orbiting around galactic centres
cannot be explained by general relativity, considering the luminous matter only. In a spiral
galaxy, with most of the visible matter concentrated in a central bulge, the Newtonian
approximation to general relativity can be utilised to estimate the orbital velocity v of
a star at a distance r from the galactic centre. The centripetal force is given by the
gravitational attraction to the mass M(r) within the star’s orbital radius:

mv2

r
= GmM(r)

r2 , (1.1)

where m is the mass of the star and G the gravitational constant. Following the shell
theorem [1], the details of a rotationally symmetric mass distribution enclosed by the
orbit do not need to be considered. Simplifying the above equation yields

v(r) =
�

GM(r)
r

, (1.2)

an approximation to the rotation curve of the galaxy expected from the distribution of lu-
minous matter. When most of the galaxy’s mass is concentrated in the bulge, v(r) ∼ 1/

√
r

for stars outside of the bulge. More accurate models of the visible mass distributions in
spiral galaxies include the mass of the galactic disk and of interstellar gas into the calcula-
tions. The resulting rotation curve will not exactly follow 1/

√
r, but will still fall towards

larger radii due to the relatively high density in the central region.
In a 1970 paper, Rubin and Ford published rotation curves of the Andromeda galaxy that
are in clear disagreement with this prediction, because they are relatively flat at large
distances [12]. These observations were facilitated by a novel spectrograph developed by
Ford, which enabled precise spectrography of separate emission regions within the galactic
disk. In the further course, many more galactic rotation curves were examined and shown
to be similarly flat [13–15], as depicted in Figure 1.1. Comparing with eq. 1.2, this can
be achieved only if M(r) ∼ r, requiring large and massive DM halos in the outer parts of
galaxies. When the masses of the bulge, disk, interstellar gas and DM halo are included
in the models, good fits to the observed rotation curves can be obtained [16, 17].

Apart from investigations of spiral galaxies, the velocity dispersions of elliptical galax-
ies and globular clusters have been studied as well, similar to the analyses discussed in
Section 1.1.2, substantiating the need for DM also in these systems [18, 19].
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(a) (b)

Figure 1.1.: (a) Smoothed measured rotation curves of seven high-luminosity spiral galax-
ies, taken from [13]. (b) Measured rotation curves for two spiral galaxies (data
points with error bars) together with fitted contributions from visible com-
ponents (dashed lines), gas (dotted lines) and DM halos (dash-dotted lines),
as well as the fit totals (solid lines), adapted from [17].

1.1.2. Galaxy Cluster Dynamics
In 1933, Fritz Zwicky was one of the first to discuss dynamical evidence for DM, examining
the Coma galaxy cluster [20]. From the cluster’s cosmological redshift z, he obtained its
distance from Earth using the Hubble-Lemaître law [21, 22],

v = H · d, (1.3)

with the apparent radial velocity v of the cluster relative to Earth, its distance d and the
Hubble parameter H. Viewing z as a Doppler shift, the relation between v and z is given
by the relativistic Doppler effect, which holds for electromagnetic radiation [23]:

z = fe

fo
− 1 = γ(1 + β cos ϕ) − 1. (1.4)

fe/o denotes the frequency emitted/observed by the source/observer, ϕ is the angle be-
tween the direction of movement of the source and the line of sight from observer to source
as measured in the observer’s frame of reference, and v (which need not be in radial di-
rection here) is contained in β = v

c
and γ = 1√

1−β2
, with the speed of light in vacuum c.

For radial movement, ϕ = 0 simplifies the calculations, and

z ≈ v

c
(1.5)

for non-relativistic radial velocities v ≪ c. This relation allows to also calculate the
individual velocities of the cluster’s constituent galaxies, yielding a velocity dispersion,
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which quantifies the relative velocities between the galaxies and thus the kinetic energy
of the cluster.
Zwicky estimated the visible mass of the cluster from its measured brightness and distance,
calculating the averaged potential energy Ep of the system. Employing the virial theorem
due to Rupolph Clausius [24], he found the cluster’s expected averaged kinetic energy Ek

according to
Ek = −1

2Ep. (1.6)

The virial theorem is valid for systems in stationary motion (where the galaxies stay
bound in the cluster) and potentials of the form V ∼ 1

distance , such as the gravitational
one. The expected velocities of the cluster’s galaxies relative to each other that follow from
this calculation are much smaller than the actually observed radial velocity dispersion as
measured via Doppler shift. This lead Zwicky to the insight that DM has to be present
in the Coma cluster, although it is apparent from a later publication that he thought
of DM as being composed of “cool and cold stars, macroscopic and microscopic solid
bodies, and gases” [25]. His estimated ratio of gravitational mass to luminous mass
of at least 400 was too large, partly because of the value H0 = 588 km s−1 Mpc−1 for
the Hubble constant used. Compared to currently accepted values, which are around
H0 ≈ 70 km s−1 Mpc−1 [26, 27], this resulted in an underestimation of the cluster’s distance
and consequently of its luminosity (from measured brightness and distance), visible mass
and ultimately potential energy. More recent works place the amount of DM in the Coma
cluster at 85 % of its total mass, corresponding to a ratio of about 7 of gravitational mass
to luminous mass [28]. Other dynamical analyses yield comparable results for different
galaxy clusters [29, 30].

1.1.3. Intracluster Medium
Most of a cluster’s baryonic material is in fact contained not within the stars and galaxies
of the cluster but rather in the intracluster medium (ICM), which permeates the space
between the galaxies. The ICM is a hot, X-ray emitting plasma consisting mainly of fully
ionised hydrogen and helium [31]. For undisturbed clusters that are not undergoing col-
lisions, hydrostatic equilibrium of the ICM can be reasonably assumed, with the pressure
of the plasma counterbalancing gravitational attraction. The distribution of gravitational
mass can then be inferred from the ICM’s temperature and density, which in turn are
observable through the X-radiation emitted by the plasma [32]. The resulting estimates
of total cluster masses are generally in good agreement with those obtained by other
methods and again confirm the need for DM [31].

1.1.4. Gravitational Lensing and Cluster Collisions
General relativity posits that mass, or equivalently energy, causes a curvature in space-
time. It accordingly entails that travelling light is deflected gravitationally by masses
close to its trajectory, where the angle of deflection is given by [33]1

θ = 4GM

c2b
, (1.7)

1A factor of 2 is missing in equations (70a) and (74) of the original 1916 article [33]. Explicitly calculating
the deflection angle for a light ray passing by the Sun, Einstein evidently used an additional factor of
2, showing that this is just a misprint. For the corrected version, see [34] or [35].
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with the deflecting mass M and the impact parameter b. This light bending can produce
a gravitational lensing effect analogous to that of a converging optical lens. In the case
of strong lensing, this can cause striking observable phenomena, such as multiple images
of the same source or distortions of the source object’s appearance into arcs or rings,
known as Einstein rings. Weak lensing results in less obvious distortions, like slight
magnifications or small changes in shape of lensed galaxies. These cannot with certainty be
ascribed to lensing for any one source, owing to the intrinsic variation of source properties.
Instead, weak lensing has to be deduced statistically from a large sample of lensed objects,
considering for instance the ellipticity of a number of galaxies. By the shear action of
lensing, the initially random distribution of the galaxies’ major axis orientations obtains
a shift, which can be detected. In the even fainter regime of microlensing, a temporal
variation in the brightness of the source (often a star) occurs as the lensing mass passes
in front of the source along the line of sight [36].
From the degree of lensing observed, it is possible to infer the mass of the lensing object,
with larger masses causing stronger lensing, as eq. 1.7 indicates. Therefore, gravitational
lensing offers yet another way to investigate the gravitational mass of objects, adding to
the virial and hydrostatic (X-ray) methods described in Sections 1.1.2 and 1.1.3. Studies
based on this principle have consistently shown that the lensing masses of galaxies and
galaxy clusters are significantly greater than what their luminous matter content can
account for [37].

(a) (b)

Figure 1.2.: Composite image of (a) the Bullet Cluster and (b) the cluster MACS J0025.4-
1222, showing X-rays in pink and the mass distribution inferred from lensing
in blue, overlaid on optical photos. Taken from [38] and [39].

Observations of particular interest were made in the mergers of galaxy clusters, such as 1E
0657-56, also known as the Bullet Cluster. The cores of the two clusters involved in this
merger passed through each other about 100 Myr ago, separating the galaxies from the
ICM. While the latter was slowed by ram pressure due to electromagnetic interactions,
the former effectively only interact through gravity because of their large spacing. Even
though the ICM constitutes most of the baryonic matter in the two clusters, weak lensing
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shows the by far larger mass fraction to be located in the proximity of the galaxies [40],
as visualised in Figure 1.2. This can be explained by a dominating collisionless DM
component, which unlike the ICM was not slowed down during the merger. Similar
observations have been made for other systems of galaxy clusters undergoing merging [41–
43].

1.1.5. Cosmic Microwave Background Radiation
In the early and hot universe, photons frequently scattered on free electrons, which were
unable to form stable atoms with baryons due to the high temperature. As the uni-
verse expanded and cooled, atoms were formed, removing most of the free charges and
consequently making the universe largely transparent to photons by drastically reducing
their scattering probability. Since this decoupling event, which happened approximately
380 000 years after the Big Bang [27, 44], further cosmic expansion has redshifted the
freely streaming photons to the microwave band. Being present in all of the cosmos,
the resulting radiation is called cosmic microwave background, or CMB for short, and its
spectrum very precisely resembles that of an ideal black body at a temperature of about
TCMB ≈ 2.72 K [45]. Albeit it is extremely uniform, there are small temperature varia-
tions present in the CMB, which, since its 1965 discovery by Penzias and Wilson [46, 47],
have been studied in increasing detail by a series of experiments [48]. The most obvious
deviation from isotropy comes in the form of a dipole and is caused by Doppler shift due
to the movement of our solar system relative to the frame of reference in which this shift
is not present (this could be called the “rest frame” of the CMB). After correcting for
this effect, and for the impact of matter in our galaxy on the microwave spectrum, the
remaining anisotropies are on the order of hundreds of µK [49], as shown in Figure 1.3a.
Expanding the CMB temperature in spherical harmonics Ylm(θ, ϕ) as

TCMB(θ, ϕ) =
∞�

l=0

l�
m=−l

almYlm(θ, ϕ) (1.8)

encodes the angular dependencies on θ and ϕ in the expansion coefficients alm. The
angular power spectrum of the temperature fluctuations can then be obtained as

Cl = 1
2l + 1

l�
m=−l

|alm|2. (1.9)

Understanding the CMB anisotropies as stemming from acoustic oscillations of the photon-
electron-baryon plasma, which were frozen in at the time of decoupling, information about
the curvature of the universe, the baryon density and the DM density can be extracted
from an analysis of the acoustic peaks in the power spectrum that are depicted in Fig-
ure 1.3b. The Planck collaboration estimates DM to account for approximately 26 % of
the energy content of the universe, while baryonic matter makes up about 5 % [27].

1.1.6. Structure Formation
CMB measurements show that the photon-electron-baryon plasma at the time of de-
coupling was very evenly distributed across the universe, with only small variations in
temperature and density. Today, in contrast, matter is arranged in galaxy filaments con-
sisting of galaxy clusters, separated by voids containing only small amounts of matter. To
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Figure 1.3.: (a) Reconstructed temperature map of the CMB as measured by the Planck
experiment, where the monopole and dipole component were subtracted and
cleaning was performed to remove imprints of regions with bright emission
and point sources. Taken from [50], published in [49]. (b) Angular power
spectrum of the CMB temperature. Experimental data points with error
bars are shown together with a best fit (solid line). The lower panel shows
the residuals with respect to this model. Taken from [27].

explain how the initially minuscule density fluctuations evolved into these large structures
through gravitational action, the inclusion of DM into the models is once again necessary.
Due to electromagnetic coupling to photons, the growth of baryonic density fluctuations
in the early universe was inhibited by radiative pressure, while DM did not experience
such a force counteracting gravity. The hence formed accumulations of DM provided
potential wells for ordinary matter to fall into after recombination, kick-starting its con-
densation into galaxies and clusters [51]. Large numerical calculations, like the Millenium
Simulation [52] support this notion and allow to compare DM models to observations.

1.2. Dark Matter Candidates
Trying to explain the invisible matter that seems to be the cause for a wide range of
observed phenomena, various ideas have been put forth. In the following, the necessity of
non-baryonic DM is justified and some well-motivated contenders are briefly discussed.

1.2.1. Modified Theories of Gravity
Since all evidence for DM is of gravitational nature, it has been a popular proposition
that instead of pointing to the existence of invisible mass, observations could actually be
indicating that our current best understanding of gravity, provided by general relativity,
is incomplete. One attempt to find an alternative description of gravity that can explain
flat galactic rotation curves is known as Modified Newtonian dynamics, or MOND [53]. It
assumes a gravitational force law of

GMm

r2 = ma · µ


a

a0


, (1.10)
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with the mass m and acceleration a of the object in question, its distance r from the
mass M exerting gravitational attraction, Newton’s constant G, a constant a0 and some
function µ satisfying

µ(x ≫ 1) ≈ 1, µ(x ≪ 1) ≈ x. (1.11)
The conditions 1.11 ensure that Newtonian behaviour is reproduced for large a, while
leading to different results for small a, such as on the galactic scale. Building on MOND,
further developments have seen the formulation of more advanced theories, including
Tensor-vector-scalar gravity [54], a relativistic framework for modified gravity. Despite
being able to explain galactic dynamics, all these approaches face severe difficulties with
respect to other observations. Even with MOND, DM is still required on the scale of
galaxy clusters [55, 56], although to a lesser extent. Furthermore, the lensing effects
associated with systems of colliding clusters (see Section 1.1.4) likely cannot be explained
by modified theories of gravity [40].

1.2.2. Baryonic Dark Matter
Assuming DM to be made of the same fundamental building blocks as regular matter
would be the most natural course of action. Because the main share of ordinary matter’s
mass stems from protons and neutrons (electrons being much lighter), it is referred to
as baryonic matter in cosmological contexts. Cluster collisions are not compatible with
DM in the form of diffuse gas clouds, as gas is slowed down during the collisions, while
the DM component appears to move at least mostly without friction [40–43]. In addi-
tion, large amounts of gas should be detectable either trough emission or absorption of
electromagnetic radiation [57]. Contrarily, objects like black holes, neutron stars, brown
dwarves, dim stars or planetary bodies could potentially be dark enough to evade de-
tection and would not be slowed more than stars during cluster collisions. Collectively
referred to as massive compact halo objects (MACHOs), they have been considered as a
solution to the DM problem. However, MACHOs would cause detectable microlensing
events, momentarily enhancing the brightness of background sources. As lensing surveys
have not found sufficiently many of these signatures to explain DM through MACHOs of
a large mass range [58, 59], they are no longer widely accepted as a viable DM candidate.
More evidence in disfavour of baryonic DM comes from the CMB power spectrum (see
Section 1.1.5), whose acoustic peaks demand substantial quantities of matter that did
not interact significantly with the photon-electron-baryon plasma except via gravity [27].
Moreover, Big Bang nucleosynthesis, a model that explains the abundance of light nuclei,
puts limits on the overall baryon density in the universe [60, 61]. If there were consider-
ably more baryons, the observed prevalence of isotopes like 4He and 2H would contradict
the theoretical expectations.

1.2.3. Neutrinos
Apart from baryons, the SM offers another stable particle candidate for DM2: neutrinos.
These light elementary particles “have the undisputed virtue of being known to exist” [62],
setting them apart from many other particle candidates for DM. Additionally, neutrinos
interact only through gravity and the weak force. Still, there are also problems when

2Second and third generation charged fermions decay into lighter SM particles, as do the W, Z and
Higgs bosons. Photons, as the quanta of the electromagnetic field are inherently not dark. Gluons
interact strongly and are confined (in baryons) due to their colour charge.
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trying to explain DM with SM neutrinos. For one, the Pauli exclusion principle limits
the number of fermions that can be contained in a given volume of phase space. Since
neutrinos have only very small masses [63], they are unable to provide the required gravity
for galactic halos even at their maximum possible density [64]. Apart from that, as
another consequence of their small masses, neutrinos travel at relativistic speeds and
would constitute hot DM, which cannot explain the kind of structure formation that is
seen in the universe [65]. Although this rules out SM neutrinos as the main component
of DM, their mysteriously small masses (as compared to the other SM particles) might
hint at the existence of so far unseen neutrino species. Other than the rest of the SM
fermions, neutrinos are only ever observed to be of left-handed chirality, motivating the
existence of “sterile” right-chiral counterparts, which would only interact gravitationally.
Explaining the neutrino masses – themselves already an extension to the SM – by the
seesaw mechanism [66] results in large mass terms for the sterile neutrino species, making
them a promising DM candidate that is actively being searched for [67].

1.2.4. WIMPs
Another class of hypothesised DM particles with high theoretical plausibility is known as
weakly interacting massive particles (WIMPs). As such, these particles couple to ordinary
matter only through gravity and some form of weak interaction, be it the weak nuclear
force of the SM or some as of yet unknown interaction. Astonishingly, early-universe
thermal production of a particle with mass ∼ O(100 GeV/c2) and interaction cross sec-
tions ∼ O(pb)3, typical for the electroweak scale, would have resulted in a present-day
relic density capable of explaining DM [68]. By involving a novel force in the interaction
between WIMPs and SM particles, the range of possible WIMP masses can be extended
to lower values [68]. In models of supersymmetry, which assign a supersymmetric partner
to each SM particle, WIMPs are often predicted. If R-parity4 is assumed to be conserved,
the lightest supersymmetric particle is stable and can serve as DM [69]. Apart from su-
persymmetry, WIMPs are also a part of other extensions to the SM, including theories
of universal extra dimensions [70] or little Higgs models [71]. The resulting broad moti-
vation for WIMPs along with their in principle detectable nature make them particularly
interesting candidates for DM.

1.2.5. Axions
Weak interactions have been shown to violate CP-symmetry [72, 73], the invariance of
physics under the combined operations of charge conjugation (exchanging particles for
their antimatter counterparts and vice versa) and parity transformation (inversion of
spacial coordinates). Within the framework of the SM, there is no good reason why the
strong interaction should not also exhibit CP-violation. This would lead to an electric
dipole moment of the neutron, which is contradicted to high precision by experiments [74].
To resolve this tension, known as the strong CP problem, particles called axions have
been proposed [75–77]. If they were present in adequate abundance, axions could make
up DM, seeing as they could be stable, non-relativistic, and interacting extremely weakly
with ordinary matter [78].

3The barn b is a unit of area commonly used for cross sections. 1 b=10−28 m2 → 1 pb=10−40 m2.
4R-parity distinguishes SM particles, with R-parity +1, from their supersymmetric partners, with R-

parity -1.
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1.3. Dark Matter Searches
The manifold evidence for DM in conjunction with the varied attempts to explain it
has prompted an extensive search program aiming to detect DM in a non-gravitational
way and determine its nature. Given that DM does couple to SM particles other than
via gravity, three different approaches are apparent, as illustrated in Figure 1.4. Direct
detection searches for a signal produced by scattering of DM particles off a target, leading
to energy depositions in the detector. The complementary method of indirect detection
is looking for SM products of DM annihilations or decays, while collider searches operate
in the opposite direction, seeking signatures of DM produced in high-energy collisions of
SM particles. Detailed information can be found in the main sources for the following
section, [9–11], and the references therein.

SM

SM

DM

DM

Direct
Detection

Indirect Detection

Production

Figure 1.4.: Diagram showing how different DM search approaches investigate different
manifestations of the interaction between SM and DM particles, where the
direction of time follows the arrow for each case. The blob represents the
unknown interaction of the four involved particles.

1.3.1. Direct Detection
Several strategies for direct detection experiments have been devised, making use of a line
of physical processes that are initiated by the scattering of particles on the experimental
target. In general, using heavy nuclei in the target offers a larger cross section for nuclear
scattering [79], while lighter nuclei improve the sensitivity to lower particle masses due to
the kinematics of elastic scattering. Searching for DM particles which interact with the
spin of unpaired nucleons motivates the incorporation of nuclides with a non-zero nuclear
spin into the targets [80].

Noble liquid detectors utilise liquefied, cryogenic Ar or Xe as their targets, usually mon-
itoring large tanks containing target masses up to multiple tons. Particles scattering on
the atoms of the liquid cause the emission of scintillation light that can be measured with
photomultiplier tubes (PMTs). Additionally occurring ionisations of the target atoms
offer a second detection channel. To exploit it, an electric field is applied, directing the
electrons produced in ionising interactions towards the rim of the tank, where they too
can be detected. Because electron recoils generate a higher ionisation signal than nuclear
recoils, in relation to the scintillation light produced, the usage of both signals allows to
discriminate between the two event classes, facilitating background reduction.
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Another type of direct detection experiments are bolometers, cryogenically operated solid
state detectors that take advantage of the small heat capacity of their target crystals at
low temperatures. Using precise thermometers, they are built to register tiny temperature
changes in the target and by this means quantify energy depositions caused by particle-
target interactions. Similar to noble liquid detectors, it is also beneficial for bolometers
to use an additional detection channel, which can come in the form of an ionisation signal
for targets made of silicon or germanium, or scintillation light in the case of transparent
scintillator targets like bismuth germanium oxide (BGO) or calcium tungstate (CaWO4).

Other experiments with crystalline targets choose to focus solely on ionisation charges or
scintillation light, disregarding the heat signal. Further, there are bubble chamber detec-
tors that detect absorbed energy through gas bubbles forming in a superheated liquid,
with cameras recording photographs of the bubbles.
Striving to observe mostly nuclear and in some cases electron recoils of DM particles, all
direct detection methods so far depend on DM interacting with ordinary matter through
some force other than gravity. As this is not guaranteed, an interesting future develop-
ment could be the construction of DM detectors relying solely on gravitational interac-
tions, which would be capable of detecting (or ruling out) DM candidates with extremely
high masses ≥1019 GeV/c2, according to a current projection [81].

1.3.2. Indirect Detection
The anticipated signals for indirect DM detection are SM particles stemming from the
decay or annihilation of DM particles somewhere in the not too far cosmic neighbourhood.
The most frequently examined cosmic rays for this purpose comprise γ-rays, neutrinos
and antimatter. Likely places of origin and consequently favoured observational targets
generally include all locations where high concentrations of DM are expected, such as the
galactic centre of the Milky Way, its halo or satellite galaxies, as well as the nearest neigh-
bouring galaxies and clusters. γ-rays and neutrinos travel through the universe largely
unimpeded and are thus easier to trace back to their source than charged particles, which
are deflected by electromagnetic fields.

Because the Earth’s atmosphere is opaque to high-energy photons, γ-ray telescopes have
to be either space-based or monitor atmospheric showers induced by high-energy inter-
actions at the top of the atmosphere. Air showers can be observed by optical telescopes
through the Cherenkov or fluorescence light that they generate in the atmosphere, and via
detecting the secondary particles reaching the ground. From the shape of the shower, it is
possible to deduce the main mode of interaction of the primary particle (electromagnetic
or strong), eliminating the hadron background.

Neutrino detectors commonly employ large numbers of PMTs spread over a considerable
volume of (liquid or frozen) water. Neutrinos interacting with the water can produce
charged leptons travelling at relativistic speeds, which then in turn emit Cherenkov ra-
diation that the PMTs register. Because neutrino interactions are exceedingly rare, it is
of utmost importance to instrument large volumes of water, with the IceCube Neutrino
Observatory [82] watching a cubic kilometre of ice, for example. Another main concern
for neutrino telescopes is the shielding from atmospheric muons, which can be achieved
by placing the PMTs deep beneath the surface of the water used, or by positioning the
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experiment underground. Focusing on signals of neutrinos coming from below even allows
to use the entire Earth as shielding against unwanted backgrounds. Observational targets
uniquely available to neutrino detectors are the insides of the Sun and the Earth, where
DM particles could accumulate after scattering with constituents of these massive bodies.

Apart from highly energetic γ-rays and neutrinos, antimatter is investigated as a conceiv-
able indication for DM. If an excess of antimatter above the otherwise expected amounts
was observed, it could be due to the decay or annihilation of DM. Experiments looking
for this effect have to be situated above most of the atmosphere to be able to detect
antimatter originating from outer space, which is why they are carried by satellites or
stratospheric balloons.

A persistent problem with any indirect detection method lies in the difficulty of interpret-
ing any observed signal without doubts. On the one hand, there are known astrophysical
objects, such as neutron stars, that are recognised or at least considered for producing the
kinds of particles that were discussed. On the other hand, there may be entirely unknown
phenomena capable of mimicking an indirect DM signal. Direct detection experiments
and collider searches are conducted in a controlled laboratory environment and do not
face these concerns

1.3.3. Collider Searches
In the high-energy collisions of SM particles (most often protons or electrons and positrons)
at particle colliders, all kinds of elementary particles are produced and available for de-
tailed study. Many of the particles known today were first discovered using this ap-
proach [83]. The accessible mass range is determined by the centre-of-mass energy of the
collider, while the probability of producing a certain particle depends on the couplings
involved, among other things. If DM particles have a mass that can be reached at current
accelerators, and if they have sufficient couplings to the SM, they should be produced and
leave characteristic signatures in the data recorded by collider experiments. Because they
interact at most very weakly with the detector materials, one possible indicator of pro-
duced DM is a large amount of missing transverse momentum (or “transverse energy”),
which goes along with a particle leaving the experiment undetected. Since the ascertain-
ment of such an event requires at least some detectable signal, the sought-after scenarios
include initial state radiation, leading to monojet events.

As for the other classes of DM searches, backgrounds are a major issue. In the case of
collider searches, they stem from SM processes that result in the examined experimental
signatures, obscuring a possible DM signal. For instance, a final state containing neutri-
nos can lead to a large amount of missing transverse momentum. A precise knowledge
of background processes is therefore crucial, enabling the search for an excess above SM
expectations. However, even if evidence for the production of an unknown particle were
to be found at a collider experiment, it could prove difficult to study some of its important
properties, like its lifetime. Consequently, the confirmation of any discovery via direct
and/or indirect detection would still be of great importance.
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1.3.4. Current Status
So far, no definitive discovery of DM has been made. Although there are claims of a
scintillator-observed annual modulation signal as a possible indication of DM [84], other
experiments either contradict or fail to replicate this signal [9], with further investigations
to come [85]. Indirect detection experiments report excesses in high-energy cosmic rays
and antimatter, but in view of uncertain astrophysical backgrounds, these present no
conclusive evidence for DM decays or annihilations [10].

In the absence of a clear signal, progress can still be made by the calculation of exclusion
limits. Using models for the local DM density in our region of the Milky Way, the
number density of DM particles can be found for a given particle mass. With the help of
additional astrophysical input, like the conjectured velocity distribution of the DM halo,
the expected rate and energy of events in direct detection experiments can be related to
the DM-nucleon interaction cross section and the DM particle mass. If no signal of this
energy is observed, a statistical upper limit can be placed on the interaction cross section
for the assumed mass, excluding a portion of the allowed parameter space for particle DM.
Figure 1.5 shows the exclusion limits obtained by several direct detection experiments for
a selected mass range. Similar limits can be found from indirect and collider searches,
enabling a comparison and complementation of the different approaches. In the end, any
future discovery will have to be studied in different channels. Direct detection will most
likely be needed to provide conclusive proof for a discovery of a DM particle. Collider
data can potentially provide a deeper understanding of the interactions of DM particles.
Lastly, indirect detection could be the link to astronomical observations, confirming that
the candidate in question is indeed responsible for the gravitational effects of DM [11].
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Cryogenic Detectors:
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SuperCDMS-CPD Si 2020
SuperCDMS Ge 2014
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Figure 1.5.: Upper limits on the spin-independent DM-nucleon interaction cross section
from various direct detection experiments with different target materials. The
shaded red area marks parameter pairs compatible with the positive annual
modulation signal reported by the DAMA/LIBRA experiment. The shaded
grey area shows the neutrino floor or neutrino fog for a calcium tungstate
target; the region where coherent scattering of solar and atmospheric neutri-
nos on the nuclei of this target becomes statistically significant, making DM
detection significantly harder or even impossible. Taken from [86].
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2. The CRESST Experiment
The Cryogenic Rare Event Search with Superconducting Thermometers (CRESST) ex-
periment is part of the direct DM detection effort, focuses on low DM masses, and is one
of the leading experiments in the sub-GeV/c2 mass regime (see Figure 1.5). As implied
by its name, CRESST employs cryogenic detectors based on bolometer crystals, using
heat and scintillation light as detection channels. Limiting the interactions of SM parti-
cles with the detectors is paramount in achieving a high sensitivity for DM, as a possible
signal is extremely faint. Consequently, understanding and reducing the background is a
major part of the experimental effort.

2.1. Experimental Setup
Apart from the detectors and their readout electronics, the CRESST experimental setup
comprises a number of other components, such as shieldings and a cryogenic system, which
are discussed in this section.

2.1.1. Radiation Shieldings
CRESST is situated in Hall A of the Laboratori Nazionali del Gran Sasso (LNGS) under-
neath the Gran Sasso massif in central Italy. Shielded from cosmic radiation by a rock
overburden of approximately 1400 m, corresponding to roughly 3800 m water equivalent,
the LNGS experimental halls benefit from a reduction in muon flux by a factor of about
106, as compared to the surface [87]. To attenuate or veto any remaining radiation of
cosmic or terrestrial origin, the detectors are surrounded by several layers of passive and
active shieldings. A Faraday cage is placed around the entire assembly for the reduction
of electromagnetic interference [88]. Figure 2.1 shows a cross-section of the experimental
setup, including the detectors, cryogenics and shielding systems. The outermost layer of
the latter (after the Gran Sasso rock) consists of 45 cm of polyethylene [89] and – with
its high content of hydrogen – is designed to moderate neutrons stemming from radioac-
tive decays or cosmic rays scattering in the rock. Hydrogen nuclei have practically the
same mass as neutrons, maximising the energy transfer in collisions. As a next layer,
20 plastic scintillator panels are installed to veto the remaining muon flux [88], which is
on the order of 3.3 × 10−4 m−2 s−1 [90] and still has to be considered. The muon panels
are instrumented with PMTs [88], and their veto triggers are included in the analysis.
Inside the muon veto system lies the second active component of radiation shielding, a
gas-tight chamber called the “radon box”. It is continuously flushed with clean nitrogen
gas, creating a light overpressure, to prevent naturally occurring radioactive radon from
accumulating in the vicinity of the detectors [89]. Enclosed by the radon box, there are
several layers of passive shielding, mostly metal. Lead of 20 cm thickness [89] is used to
provide protection against γ-rays. It is especially well suited for this purpose, owing to its
high atomic number and density. Even though it is sourced from a specific mine for low
inherent radioactivity [89], impurities such as 210Pb are impossible to avoid completely,
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causing α-, β- and γ-backgrounds in their decays. As a countermeasure, a 15 cm thick [89]
radiopure copper layer is placed inside the lead shielding. Unlike lead, copper can be pro-
duced with a very low amount of contamination, making it suitable for application close
to the detectors. Another 3.5 cm layer of polyethylene with high purity is installed within
the copper shielding [91]. This is to mitigate the impact of neutrons that could not be
stopped in the outer polyethylene layer, or that are produced in the other shieldings,
either from radioactivity or by interactions with muons that pass through the muon veto
undetected. Reducing the neutron background is particularly important because neutrons
deposit energy in the detectors via nuclear recoil, resembling DM signals.

Liquid nitrogen 

Liquid helium

SQUIDs

Mixing chamber

Water

Internal lead

Cold finger

Radon box

Muon veto

Polyethylene

External lead

Copper

Detector modules

Figure 2.1.: Schematic drawing of the CRESST experiment. The largest part of the hard-
ware is devoted to shielding the detectors at the centre of the setup. Adapted
from [92].
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2.1.2. Cryogenic System
In order to reach the mK temperatures needed for the operation of CRESST’s detec-
tors, a 3He/4He dilution refrigerator is utilised. This standard cooling apparatus exploits
the endothermic dilution of 3He into a superfluid 4He-rich phase, reaching temperatures
around 5 mK (far below the boiling point of either isotope) in the mixing chamber, where
both isotopes come into contact. A commercial device, the refrigerator is not made of
radiopure materials and thus positioned on top of the setup, leaving room for additional
shieldings. “Internal” lead is placed below the mixing chamber, leaving no unshielded line
of sight between cryostat and detectors. The cooling power is transmitted via a copper
can surrounding part of the internal lead and a copper cold finger, establishing a thermal
link between the mixing chamber and the detector holding structure. This coupling is
weak by design, so that temperature variations of the cryostat are smoothed out, resulting
in more stable detector temperatures [93].

2.1.3. Detector Holding Structure and Cabling
At the heart of CRESST, the detector modules (described in detail in Section 2.2) are
mounted inside a copper structure, called the “carousel” due to its shape. The carousel
is placed in a vacuum, attached to the cold finger and enclosed by a series of shieldings,
as described above. It can accommodate up to 33 detector modules and is suspended on
bronze (CuSn6) springs to provide damping of external vibrations [93].
The detector operation requires cable connections to be installed between the temperature
sensors, the readout system, and the current sources and control electronics outside of
the cold volume. For this purpose, flat woven cables are used, where the ones connecting
to the sensors are made of superconducting NbTi, clad with a layer of CuNi to ensure
an even temperature distribution along the wires. To minimise the heat influx through
the cables, they are clamped in several copper heat sinks at progressively colder temper-
atures from top to bottom. The setup of the cables, connectors and other electronics is
highly complex due to the various aspects that have to be considered in order to ensure
vacuum tightness, fulfil cryogenic and shielding requirements and comply with the spacial
constraints imposed by the experimental geometry [94].

2.2. CRESST Detectors
Since CRESST started searching for DM at LNGS in the year 2000 [95], the design of its
detectors has seen continuous development and change. In the current CRESST-III phase,
where data taking started in 2016 [96], lighter target masses than in previous phases are
employed. The data that is analysed in this work stems from the “Run36” data taking
campaign, which was carried out between August 2020 and February 2024. The detector
modules of this period mostly feature the same basic layout, with differences in the used
materials. A description of a typical Run36 module, the detection and readout principles
as well as more details on the electronics are given in this section. Information on the
module design can also be found in [97] and [98], for instance. Further details of the
readout system are delineated in [94].
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2.2.1. Modules
Figure 2.2 shows an illustrative graphic and a photo of “TUM93A”, a CRESST-III detec-
tor module. The production process of TUM93A at the Technical University of Munich
is described in detail in [99]. Its main absorber crystal is a cuboid made from calcium
tungstate (CaWO4), measures 20 × 20 × 10 mm3 and has a mass of about 24 g [99]. The
scintillation light detector for the second readout channel consists of a 0.4 mm-thick square
silicon-on-sapphire (SOS) wafer of 20 mm side length and 0.6 g mass, which is aligned to
one of the main absorber’s larger faces. Both detectors are held in place by dedicated
holding sticks, made of either CaWO4 or copper. The holding sticks are in turn fixed to
the solid copper module enclosure with bronze clamps. In order to maximise the light
collection efficiency of the light detector, the inside of the copper housing is coated with
a reflective and scintillating foil. Both the main crystal and the SOS wafer are equipped
with transition edge sensors (TESs), allowing for high-precision temperature measure-
ments. While two of the three main absorber’s holding sticks are manufactured from
copper, one is made of CaWO4 and is additionally instrumented with a TES; it is thus
called “i-stick”. Close to each TES, a separate heater is placed on the crystal to allow
for temperature control and calibration. Electrical and thermal connections of the TESs
are realised through wire bonds to copper bond pads on the enclosure. At the back of
the module, a low-activity radioactive 55Fe source is placed inside the housing, providing
X-rays of a known energy for calibration of the detector.

Copper housing

Scintillating foil

CaWO4 absorber 
crystal

SOS light detector

Cu/CaWO4 holding
sticks

TESs with phonon 
collectors, thermal
links and heaters

Bronze holding 
clamps

(a) (b)

Figure 2.2.: (a) Schematic image of TUM93A. (b) Photo of the open module TUM93A
with the copper front plate not attached.

Except for the “Gode” detectors, which are constructed with a beaker-shaped light de-
tector, most Run36 modules feature a geometry similar to TUM93A. However, apart
from CaWO4, a row of other absorber materials like sapphire (Al2O3) and lithium alu-
minate (LiAlO2) are used, resulting in different crystal masses for the same dimensions.
The material of the holding sticks varies between copper and CaWO4, with some crystal
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mountings omitting the sticks altogether. A number of modules also forego the scintillat-
ing foil coating.

2.2.2. Cryogenic Detection Principle and Readout System
When a particle interacts with the absorber crystal, it deposits some energy E, leading
to the generation of phonons and scintillation light. To allow for the latter, a scintillating
material such as CaWO4 or Al2O3 is used for the crystal. The phonons, corresponding to
a rise in temperature ΔT of the absorber, propagate through the crystal and reach the
TES, which is thermally coupled to the copper housing and thereby to the thermal bath.
A superconductor held at its transition temperature, the TES acts as a thermometer. It
is sensitive to minute temperature changes O(10 µK), which are measured by changes in
its resistance O(1 mK) (for more details see Section 2.2.3). Since it measures the phonon
response of an event, the main absorber together with its TES is known as the phonon
detector. By absorption of the scintillation light, the light detector similarly experiences
heating. Apart from the thermal links of the TESs, the heat also dissipates through the
holding sticks, which is used to pick up an additional (phonon-induced) signal in modules
with an i-stick.

Cooling the detectors down to temperatures O(10 mK) greatly enhances their sensitivity,
because their heat capacity C scales approximately like C ∼ T 3, as explained by the
Debye model [100] at low temperatures. Consequently, the temperature signal roughly
follows

ΔT = E

C
∼ E

T 3 . (2.1)

Other than that, cryogenic temperatures are also needed for the utilisation of TESs and
for the reduction of thermal noise.
The warming-induced resistance variations of the TESs are made measurable by inte-
grating the latter into an electrical circuit and applying a constant bias current I0, as
shown in Figure 2.3. Forming a parallel circuit with the TES are an electromagnetic coil
of inductance L and two reference resistors with a total resistance of RR, balancing the
circuit. The current through the coil IL is then given by

IL = I0 · RT

RT + RR
, (2.2)

where RT denotes the temperature-dependent TES resistance, and the coil generates a
magnetic flux

ΦL = L · IL. (2.3)
This flux is picked up by a superconducting quantum interference device or SQUID, a mag-
netometer of exceptional sensitivity that is more thoroughly explained in Section 2.2.4.
All SQUIDs are mounted at the bottom of the cryostat’s helium bath, as shown in Fig-
ure 2.1, keeping them cooled. Each SQUID converts the flux signal of its input coil to a
voltage signal, which is coupled to a feedback coil in order to keep the flux through the
SQUID constant. This configuration, known as flux locked loop, allows to linearise the
SQUID output signal, which is then given by the feedback current necessary to steady
the flux. Finally, this output current can be further amplified and converted to a voltage
that is recorded for the data analysis.
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Figure 2.3.: Sketch of the readout system with bias current I0, TES resistance RT, two
reference resistors of resistance RR/2 each, SQUID input coil with inductivity
L, SQUID input and feedback currents IL and Ifeedback, as well as flux through
the SQUID Φ. The crosses in the SQUID represent Josephson junctions.

To summarise, particle interactions induce a heat signal, either directly or via scintil-
lation light. The heat signal is successively converted to a current by the TESs, to a
magnetic flux by the SQUID input coils, to a feedback current by the SQUIDs in flux
locked loop arrangements and ultimately to an amplified output voltage by the remainder
of the readout electronics.

2.2.3. Transition Edge Sensors
A superconductor is a material that, below a critical temperature Tc, exhibits a vanishing
electrical resistance and expels magnetic fields from its interior.5 Conventional supercon-
ductivity is explained by Bardeen-Cooper-Schrieffer (BCS) theory [101] and arises from
the binding of electrons into Cooper pairs, facilitated through an effective electron-electron
attraction mediated by phonons. As bosons, Cooper pairs can all occupy the same quan-
tum state, which allows them to condense into the superconducting ground state. The
resulting energy gap for excitations of individual electrons inhibits their scattering, en-
abling a collisionless current flow with zero resistance. Thermal excitations of sufficient
energy to overcome the energy gap can break up Cooper pairs, leading to a breakdown of
superconductivity above the critical temperature. This effect can be utilised to construct
very sensitive thermometers, the TESs.
In CRESST-III, the TESs consist of tungsten films with thicknesses on the order of
200 nm [97] and transition temperatures typically between 15 and 30 mK [92]. Aluminium
films acting as phonon collectors increase the energy transfer from the phononic to the
electronic system, thereby enhancing the signal [97]. Each TES features two aluminium
wire bond connections to its phonon collectors, supplying bias current for the TES opera-
tion, as well as one thermal link from the tungsten film to the module housing, consisting
of a gold stripe and wire bond. Additionally, another gold film is placed on the crystal in
vicinity of the TES to serve as an ohmic heater. It is provided with current by a separate
pair of aluminium wire bonds, for a total of five connections per TES. By action of the
cryogenic system (see Section 2.1.2) and the heater, the TES temperature TT is stabilised
at a working point (WP) precisely in the superconducting transition of the tungsten film,

5To be precise, Tc is the highest possible transition temperature between superconducting and normal
conducting phase. A non-zero current density through and/or a magnetic field around the supercon-
ductor lowers the transition temperature, entirely suppressing the transition for large enough values.
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making its resistance RT highly responsive to temperature variations, as sketched in Fig-
ure 2.4. Ideally, the WP is chosen in the steepest part of the transition curve to obtain the
best sensitivity. For not too large deviations from the WP (TWP, RWP), the TES response
is approximately linear:

RT ≈ RWP + (TT − TWP) ∂RT

∂TT

�����
TT=TWP

= RWP + ΔTT · r, (2.4)

with the change in TES temperature ΔTT := TT − TWP and the slope of the transition
curve at the WP r := ∂RT

∂TT

���
TT=TWP

. This approximation is not valid for large ΔTT, since the
transition curve flattens at its top, when the TES enters its fully normal conducting state.
The distance of the WP to the point where the TES becomes fully normal conducting
defines the maximum possible signal pulse height. A more in-depth coverage of TESs
used in CRESST can be found in [91].
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Figure 2.4.: Idealised depiction of a TES transition curve, showing the resistance of the
superconducting film dependent on its temperature. Around the working
point, temperature differences ΔTT O(10 µK) typically lead to changes in
resistance ΔRT O(1 mK) [92]. Adapted from [102].

2.2.4. Superconducting Quantum Interference Devices
Since the TES resistance RT is O(10 mK), the bias current I0 has to be sufficiently small,
O(µA) [92, 94]. Measuring the consequently even smaller current variations poses a chal-
lenge that can be overcome by using SQUIDs. These devices exploit another aspect of
superconductivity, namely the Meissner effect, which refers to the expulsion of magnetic
fields from a superconductor by the generation of screening currents close to its sur-
face [103]. Even though the superconductor, barring the surface layer, is therefore field
free, a hole in a superconducting ring can still be permeated by magnetic flux. It can be
shown [104] that the flux threading such a loop can only take on integer multiples of the
flux quantum (FQ)

Φ0 = h

2e
≈ 2.068 × 10−15 Wb. (2.5)

A direct current (DC) SQUID, as the ones used in CRESST [91], consists of a super-
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Figure 2.5.: Schematic graphic of a DC SQUID. The superconducting ring (blue) is inter-
rupted by two Josephson junctions (red). The screening current Is ensures
that the flux through the SQUID Φ is an integer multiple of the magnetic flux
quantum Φ0. Depending on the bias current Ib and the externally applied
flux, the voltage drop V across the SQUID can be zero or not.

conducting ring that is interrupted by two non-superconducting Josephson junctions (see
Figure 2.5). Across these weak links, a supercurrent can still flow without a voltage drop –
a quantum phenomenon known as the Josephson effect. For currents larger than the criti-
cal current of the junction, its superconductivity breaks down and unpaired electrons start
to tunnel through the gap in addition to Cooper pairs, resulting in a voltage drop [105].
The critical current Ic of a DC SQUID, where two Josephson junctions are connected in
parallel, is given by the maximum bias current for which both junctions remain super-
conducting. In the absence of screening currents through the loop of the SQUID, and
assuming two identical junctions, the SQUID bias current Ib splits equally into the two
branches, leading to a critical current of the SQUID that is twice that of either junction.
However, if a magnetic flux ΦL is applied through the ring, an additional circular screen-
ing current Is is superimposed on the bias current, in general. In one branch, Is flows
in the same direction as Ib, while in the other they are of opposite direction, yielding
currents Ib/2 + Is and Ib/2 − Is across the two junctions, respectively. Because of this,
the critical current of one of the junctions will in general be reached already for a smaller
bias current, lowering the critical current of the SQUID in dependence on ΦL.

The total flux Φ through the SQUID is the sum of the applied flux ΦL and the flux Φs
due to Is and, as mentioned above, it has to satisfy

Φ = ΦL + Φs = nΦ0, n ∈ Z (2.6)

due to the superconductivity of the SQUID. It is energetically favourable for Φs to take
the minimum possible absolute value, complementing ΦL to the closest integer multiple of
Φ0. For this reason, Φs shows a periodic sawtooth behaviour as a function of ΦL, taking
increasingly negative values for ΦL ∈

�
nΦ0, (n + 1

2)Φ0
�
, flipping sign at its minimum

value of −Φ0/2 and taking decreasing positive values for ΦL ∈
�
(n + 1

2)Φ0, (n + 1)Φ0
�

before flipping sign again by going through 0 at ΦL = (n + 1)Φ0 (see Figure 2.6a).
The corresponding variation of Is implies that Ic depends periodically on ΦL. This in
turn entails a change of the voltage drop V across the SQUID, as its current-voltage
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characteristic depends on Ic, with a lower critical current corresponding to a larger voltage
drop (see Figure 2.6b). For a constant SQUID bias current Ib, V therefore becomes a
periodic function of ΦL with a period of Φ0, maxima for ΦL = (n + 1

2)Φ0 and minima
for ΦL = nΦ0, as shown in Figure 2.6c. V is fed into a feedback circuit that contains
another coil, compensating any change in input flux. This flux locked loop eliminates the
periodicity of the final output voltage, which is then linearly related to the input flux.
However, if the input flux changes very rapidly, as is the case for fast-rising signal pulses,
the feedback electronics may not react in time and the flux through the SQUID can change
by one or several flux quanta before the regulation sets in, jumping to an equivalent point
on the periodic V -vs-ΦL curve (Figure 2.6c). Because the falling flanks of pulses are
less steep than the rising edges, no equivalent jump takes place there and the new flux
value is maintained after the pulse has passed, lowering the output voltage permanently.
When several of these “flux quantum losses” (FQLs) occur during the course of one
continuous detector operation and the output voltage becomes too low, the SQUID is reset
to restore the initial configuration. The resulting experimental signatures are presented
in Section 3.2.2, while Section 3.3.1 discusses how FQLs can be dealt with in the analysis.
For more details on SQUIDs and their integration in CRESST, refer to [94, 105–107].
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Figure 2.6.: (a) Screening flux, or equivalently screening current, in a DC SQUID, depend-
ing on the externally applied flux ΦL. (b) Current-voltage characteristic of a
DC SQUID for different values of ΦL. Shown are the two extremal curves for
a minimal/maximal critical current Ic min/max. Adapted from [105]. (c) Volt-
age drop over a DC SQUID as a function of ΦL for a constant bias current Ib.
The dependency is oscillatory with a period of one flux quantum Φ0, and an
amplitude ΔV that is determined by the current-voltage characteristic and
the choice of Ib. Adapted from [106].
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2.2.5. Detector Operation and Data Acquisition
To maintain a stable detector temperature at the chosen WP, several measures are taken.
Firstly, the cryostat needs to be refilled with liquid nitrogen and liquid helium about
three times per week. The data taking is stopped for the refills, until stable conditions
are reached again, causing gaps of several hours between the recorded data files, which
typically cover around 50 h each. The rough operating temperature is given by the cryo-
stat, but the fine tuning is achieved with the individual heaters on each detector. In
addition to a constant heater current for temperature stabilisation, two classes of pulses
are generated by a waveform generator (or pulser), sent through the heaters and read out
by the detectors. Control pulses (CPs) are sent in regular intervals (usually 10 seconds)
to probe the maximum pulse height by heating the TES beyond transition6. If the CP
height indicates that the detector deviates from its WP, the heater DC is adjusted ac-
cordingly [99]. After every other CP, a test pulse (TP) is sent. TPs vary in amplitude
and serve to establish the detector response. Specifically, they allow to correct for the
nonlinearity of the TES transition, taking temporal temperature fluctuations around the
WP into account. Sometimes, chosen at random, no TP is sent at the usual time, leaving
instead an empty noise baseline for recording. The utilisation of both classes of heater
pulses (CPs and TPs) in the analysis is more thoroughly addressed in Section 3.2.

Figure 2.7 illustrates the CRESST electronics, including the data acquisition (DAQ) and
heater systems. The SQUID output voltage is passed through a filter, amplifier and
shaper, before being used as input for the hardware trigger. When the signal surpasses
a predefined trigger threshold, the output voltage is digitised and saved in an .rdt file
for the time period of a record window. The sampling rate of the digitiser is 25 kHz,
corresponding to a sample length of 40 µs. For one hardware trigger record window,
214 = 16384 samples, equivalent to 655.36 ms, are stored. The trigger time is placed at
a quarter of the record window, thus also recording a portion of the pre-trigger region,
which gives important information on the voltage baseline before the pulse. Aside from
the hardware trigger, the raw stream of the SQUID output voltage is also digitised in its
entirety and saved separately in a .csmpl file, using the same sampling rate of 25 kHz.
Having the entire stream available allows to utilise optimised triggering algorithms with
a software trigger (see Section 3.2.5). Moreover, arbitrarily long voltage traces can then
be analysed by extending the record window.
For CPs and TPs, the time of the pulse injections are recorded, so that these artificial
pulses can be tagged and discerned from event pulses. The injected TP amplitude (TPA)
is additionally noted in V applied by the pulser for each TP. By use of a square rooter,
the injected energy is linearly dependent on the TPA. The muon veto panels have their
own DAQ with a trigger acting on the summed signal of all PMTs. In case of a veto
trigger, the signals of each panel and the sum channel are digitised by a charge-to-digital
converter (QDC) and stored in .qdc files, together with the trigger time. All timing
information for the DAQ systems is provided by the same clock and timestamping unit,
ensuring synchronicity.

6If the required heater DC for an optimal WP is very low, the heater settings may not allow the CPs
to heat the TES into its fully normal conducting state, thus not representing the maximum pulse
height. The stabilisation with CPs is still functional as long as a distinctly non-linear part of the TES
transition curve is reached, causing deviations from the WP to affect the CP height.
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Figure 2.7.: Schematic of the CRESST electronics and DAQ. In green: timing system.
Red: heater circuit. Orange: TES bias circuit. Purple: muon veto. Blue:
SQUID electronics and detector DAQ. DAC stands for digital-to-analogue
converter. Adapted from [108].
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2.3. Background
Despite the various layers of passive and active shieldings (see Section 2.1.1), there are
still several sources of background present. Naturally occurring radioactive nuclides con-
taminate each component of the setup, including the detector crystals and the shieldings.
Great care is taken to produce the critical components with the highest possible radiop-
urity, but some residual radioactivity cannot be avoided. This section discusses the main
mechanisms responsible for the background in CRESST detectors.

2.3.1. Natural Radioactivity
Radioactivity is the emission of radiation from an unstable nucleus. Through this pro-
cess, nuclei can change their composition, transmuting into different nuclides, or release
excitation energy. For a comprehensive introduction, refer to [109].

In α-decays, the decaying parent nucleus X emits a 4He nucleus, also known as an α-
particle, thereby reducing its mass number A by 4 and its atomic number Z by 2:

A
ZX α-decay−−−−→ A−4

Z−2Y + 4
2He, (2.7)

where Y is the daughter nucleus resultant of this decay. The 4He nucleus has a high
binding energy, making it an energetically favoured ejectile. α-decay is most common in
heavy elements, such as U, Th or Po. The kinetic energy of the emitted α-particles is
typically on the order of MeV. Due to their charge and relatively large mass, α-particles
are rapidly stopped by interactions with matter, depositing their entire kinetic energy in
the process. Thus, the spectral signature of α-decay is a peak of an energy that is unam-
biguously determined by the kinematics of the decay. The width of the peak is mostly
due to the finite detector resolution, and its height follows from the number of occurred
decays.

β-decays happen when a neutron inside the initial nucleus X turns into a proton (β−-
decay), or vice versa (β+-decay), under the emission of an electron e– and an electron-
antineutrino νe (β−), or a positron e+ and an electron-neutrino νe (β+). The correspond-
ing formula reads

A
ZX β±-decay−−−−−→ A

Z∓1Y + e± + νe/νe. (2.8)
Akin to β-decay is the process of electron capture, in which an atomic electron reacts with
a proton in the nucleus to form a neutron, emitting an electron neutrino. The resulting
nuclide is the same as after a β+-decay of the parent.
By undergoing β-decay, a more stable ratio of protons to neutrons in the nucleus is
reached. Being only slightly more penetrating than α-particles, the β-particles (e±) are
also quickly absorbed by matter, while the weakly interacting νe/νe mostly escape com-
pletely. As a consequence, β-decay does not cause peaks in the energy spectrum, since the
νe/νe can carry away any fraction of the total decay energy, or Q value, which commonly
goes up to a few MeV. Conversely, the kinetic energy of the emitted β-particle can also
fall between 0 and the maximum defined by Q, resulting in a continuous contribution to
the spectrum that ends at Q.

Following α- and β-decays, the newly produced daughter nucleus is often in an exited
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state. Relaxing to its ground state, it can emit a γ- or X-ray-photon, with energies
ranging from O(keV) to O(MeV). These photons do not interact as strongly as α- or
β-particles and are not necessarily stopped within the detector volume. The ones that
are absorbed lead to a characteristic photopeak in the spectrum, while the rest causes less
specific, more continuous background components.

2.3.2. Origin of Radionuclides
Created in astrophysical processes, primordial radionuclides are part of Earth since its
formation. Of the species with sufficiently long half-lives, some amounts still remain to-
day. The slow decay of these primary nuclides produces secondary nuclides. These are
either stable or decay again, leading to a decay chain. Due to α-decays being the only
common decays that change the mass number (by 4), the nuclides of a chain have mass
numbers in the same equivalence class modulo 4. Of the four resulting decay chains, three
have primary nuclides (chain heads) with long enough lifetimes that the chains are still
present in nature. These are the chains from 238U to 206Pb, from 235U to 207Pb and from
232Th to 208Pb, which are shown in Figure 2.8.

Alpha 
decay

Beta 
decay

SE group

Figure 2.8.: The three natural decay chains, starting with (from left to right) 232Th, 238U
and 235U and all ending in a stable isotope of Pb. Highlighted in teal are
secular equilibrium groups that were found to be adhered to in the CaWO4
crystal of the “TUM40” detector, which was operated in CRESST-II. Adapted
from [110].
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The abundances of the nuclides in a chain are related to each other, as their half-lives
and decay branching ratios are fixed. In particular, a daughter nuclide that decays much
faster than its parent nuclide will decay at the same rate at which it is produced, causing
the decay activities of both parent and daughter to be equivalent. This scenario is called
secular equilibrium (SE) [109]. There can even be larger groups of nuclides related by it, as
long as the parent’s half-life is sufficiently long in comparison to all other half-lives of the
SE group. Equilibrium conditions are helpful for the assessment of spectral background
components, as they can link prominent α-peaks to the less conspicuous contributions of
β- or γ-decays. However, SE can be broken, when the natural abundances of nuclides are
changed during processing or purification, either by preferential removal of some members
of an SE group, or by inadvertent introduction of additional contaminations. To radionu-
clides that are not part of a decay chain, such as 40K, no SE relations can be applied.

All primordial radionuclides and their active decay products constitute the radiogenic
background component. A different source of natural radionuclides is cosmogenic activa-
tion. In this process, a highly energetic cosmic ray or a product thereof, like an atmo-
spheric neutron, interacts with a nucleus to create one or several new nuclides, which are
(partly) radioactive. To minimise cosmogenic activation of experimental components, the
purified copper used for structures and shieldings, as well as the detector crystals, were
stored underground before their installation in CRESST [99, 111].
Radioactive contaminations of the target crystals themselves make up the “internal” back-
ground sources. Radionuclides in all other parts, like the carousel and the shieldings, are
collectively referred to as “external” background sources.

2.3.3. Low Energy Excess
In recent years, a background component that is not well understood has been observed
at the lowest energies accessible to the CRESST detectors. This low energy excess (LEE)
shows an exponential rise of events for decreasing energies and currently limits the sensitiv-
ity of CRESST to low-mass DM. It is also present in other DM direct search experiments,
where it causes similar problems [112]. In an effort to study the LEE and mitigate its
impact, novel CRESST detector designs have been developed and are operated in the
current “Run37” data taking campaign. Among them are, for instance, modules with two
identical TESs on the same absorber crystal [113].

2.3.4. Background Simulations and Modelling
For the purpose of identifying the main background contributions, simulations are per-
formed and compared to the signals observed in the detectors. Due to challenges in
simulating the LEE, it is not yet included in the models. The simulations are carried out
with the ImpCRESST [114] tool, which is based on the particle-matter-interaction simu-
lation software Geant4. Here, the geometry of the detector setup is modelled and decays
along with propagations and energy depositions of the decay products are simulated. This
procedure is performed one by one for each considered radionuclide in the internal and
several external parts, creating a spectral template for each background component. Such
a template is thus a simulated energy spectrum resulting from a specific radionuclide in a
specific location, taking into account all the complex interactions and energy loss mecha-
nisms that can occur.
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Granted that the simulations model the physical system with sufficient accuracy, it should
be possible to reproduce a good approximation to the complete observed energy spectrum
by scaling the simulated templates by their respective activities and adding them up. In
the present case, the activities are to be determined by performing a Bayesian maximum
likelihood fit of the simulated templates to the measured data. Within this framework,
which is detailed in [115, 116], a likelihood function L is constructed, describing how
probable it is to obtain the observed spectrum for a given choice of activities. The exper-
imental spectrum is in the form of a histogram with nbin bins and nj entries in the j-th
bin. From the simulations, vj(A⃗) is the expected number of hits in bin j, depending on
the activities of each template that are contained in the parameter vector A⃗. The k-th
component Ak of A⃗ is the activity of the k-th background component. If SE between two
or several background components is assumed, the associated templates can be treated
together with one common activity. The probability P (nj) to observe nj counts in the
j-th bin, given an expected value of vj(A⃗), follows a Poisson distribution:

P (nj) = vj(A⃗)nj e−vj(A⃗)

nj!
. (2.9)

The likelihood function for the fit can then be formulated as a product of Poissonians,
one per bin:

L(A⃗) =
nbin

j=1

vj(A⃗)nj e−vj(A⃗)

nj!
. (2.10)

An estimate for the activities that maximises L can be found with a simulated annealing
algorithm. In short, simulated annealing samples the high-dimensional parameter space
of possible activities, converging to a point of maximum likelihood. The results of the
fit can provide an explanation for the observed spectrum, which is especially interesting
for spectral features that cannot easily be ascribed to any one impurity prior to the fit.
The attained activity estimates can be used to assess the amounts of contaminations in
the crystals and other components of the experimental hardware. This identification of
the main impurities provides valuable input for the development of future production and
purification procedures.
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3. CRESST Data Analysis
The aim of this chapter is to describe how the raw data produced by CRESST is processed
and analysed. The standard CRESST analysis concepts and routines are introduced.
Building on this, more specialised procedures that are intended for the analysis of highly
energetic events in Run36 detectors, with energy depositions larger than some tens of keVs,
are discussed and refined. In this regime, the standard analysis methods fail, making the
utilisation of alternative techniques necessary.

3.1. Types of Recorded Data
This section briefly reviews the two kinds of detector data recorded by CRESST, men-
tioned already in Section 2.2.5.

3.1.1. Hardware-Triggered Data
As a first step in the analysis of a detector module’s data, the hardware-triggered data
is considered. It consists of voltage traces with a fixed record length of 214 samples, as
described in Section 2.2.5. One .rdt file usually spans the time between two cryostat
refills, containing the data that was recorded by all readout channels in this interval.
Among the recorded data are particle events, TPs, and empty baselines for noise analysis
(from when a TP was intentionally left out). One example of each of these is shown in
Figure 3.1, recorded by the phonon detector of the module TUM93A, which is referred to
as TUM93A-Ph.
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Figure 3.1.: Voltage traces from the hardware-triggered data of TUM93A-Ph. Shown are
(a) a particle event, (b) a TP, and (c) an empty baseline consisting of noise.
Time is measured starting from a quarter of the record window, where the
trigger was set off.

The hardware-triggered data provides a quick first look at the quality of the data being
recorded and thus is used to monitor the detector output during data taking campaigns.
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Moreover, the hardware-triggered data is used to extract information for the triggering of
the continuous stream, as explained below.

3.1.2. Continuously Recorded Data
Without any prior triggering, the SQUID output voltage of each channel is recorded in a
.csmpl file as a continuous stream, covering the same duration as the corresponding .rdt
file. The stream is a full recording of one detector’s signal, with no losses of potentially rel-
evant information due to suboptimal trigger settings, thus allowing for a full exploitation
of the data recorded by the experiment. Specifically, filters that enhance the signal-to-
noise ratio can be applied to the stream before or after triggering on it (see Sections 3.2.5
and 3.2.6). Different trigger thresholds can be selected depending on the analysis ob-
jective, with the lowest achievable threshold being desired for DM search analyses, but
slightly higher thresholds proving advantageous for some background analyses. Moreover,
the duration of voltage traces extracted from the stream is not limited by a fixed record
window length. A portion of the stream from TUM93A-Ph is shown in Figure 3.2. The
stream contains CPs, TPs and pulses from particle interactions in the crystal. The CPs
and TPs can be identified in the stream by their separately recorded timestamps and are
used for active stabilization and calibration of the detector, respectively. An optimum
filter trigger (see Section 3.2.5) finds particle pulses from the stream.
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Figure 3.2.: A section of 100 s of the voltage stream from TUM93A-Ph, containing CPs in
intervals of 10 s, TPs, and one event. The TPs are sent after every other CP,
unless when one TP is left out to record an empty baseline with the hardware
trigger DAQ, as is the case around 50 s.

3.2. Standard Analysis Methods
3.2.1. Fundamental Analysis Parameters
There are various parameters describing different aspects of the pulse shape, or other
properties of a voltage trace, that are routinely used for the analysis. A selection of
some parameters that are particularly relevant for the present work is listed and briefly
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explained in Table 3.1. Before the parameter calculation, the voltage trace is smoothed
by applying a moving average of 50 samples length. Moreover, the baseline voltage is
shifted to zero by computing the mean voltage of the first eighth of the record window
and subtracting it from the entire voltage trace.

Parameter Description
ph – pulse height Maximum voltage value within the record window. Used as a

proxy for the event energy, where calibration has to be performed
for accurate results.

mt – maximum time Time of the maximum sample.
on – onset Time of the last sample before the mt that subceeds 20 % of the

ph.
rt – rise time Time of the last sample before the mt that subceeds 80 % of the

ph.
dt – decay time Time it takes for the pulse to fall from 90 % of the ph to 1

e ≈ 37 %
of the ph.

md – minimum derivative The minimum value of the event array’s numerical derivative (dif-
ference of consecutive samples).

bd – baseline difference Difference of the baseline voltage after and before the pulse. Cal-
culated as the difference between the averages of either the last
and first 500 samples or the last and first eighth of the voltage
trace.

Table 3.1.: Frequently used analysis parameters. All listed values are calculated after
taking a 50-sample moving average of and subtracting the baseline from the
voltage trace. Absolute time values are measured starting from one quarter of
the record window.

3.2.2. Special Event Types and Artefacts
In addition to heater pulses and relatively low energy events (such as those shown in
Figures 3.1a and 3.2), other conspicuous features may appear on the stream, the most
common of which are addressed in the following and depicted in Figure 3.3.

Highly energetic events can heat the TES enough to leave the linear part of its transition
curve, causing an irregular shape of the event pulse (Figure 3.3a). Depending on the
amount of heating beyond the linear range, the manifestation of this effect can go from
a slight rounding of the top part of the pulse to an outright truncation of the pulse at
the maximum voltage level - the saturation voltage Vsat. The saturation voltage is equal
to the sum of baseline voltage and maximum ph. As long as the maximum ph is not
reached, the ph can still be used to determine the energy, as is discussed in Section 3.2.6.
However, for energy depositions high enough to heat the TES to its normal conducting
state, the ph is always at its maximum and independent of the energy. These saturated
events plateau at the top as long as the TES remains fully normal conducting. In this
case, a different method has to be used to extract the event’s energy from the voltage
trace, as is described at length in section 3.3.
Pulses associated with a large energy deposition typically rise more quickly than their
lower-energy counterparts. The fastest rising pulses can cause FQLs (see Section 2.2.4),
leading to a drop in the baseline voltage compared to the baseline before the pulse (see
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Figure 3.3b). Because the jump in flux occurs during the rapidly rising edge of the pulse,
FQLs lower the ph by a value corresponding to one or several flux quanta. Consequently,
the actual magnitude of these pulses is incorrectly underestimated when only considering
their phs.
After several FQLs, the SQUID is reset, entailing a rapid rise of the signal voltage by
an amount much greater than the maximum ph (Figure 3.3c). SQUID resets that are
triggered as events can therefore be identified by their impossibly large apparent phs.
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Figure 3.3.: Extraordinary events and artefacts. (a) Saturated event. (b) Saturated event
with FQL. (c) Saturated event with FQL and subsequent SQUID reset at
around 220 ms. (d) Delta spike. (e), (f), (g) Miscellaneous electronic artefacts.
(h) Decaying baseline due to pileup in the pre-trigger region. (i) Pileup after
the triggered event pulse. All samples shown stem from TUM93A-Ph.

Apart from effects of the TES and SQUID operation, other electronic artefacts are also
present on the stream. “Delta spikes” (Figure 3.3d) are negative voltage spikes of only
one to a few samples length (hence the name) and are presumably created by the DAQ
electronics [117]. An origin from a regular detector signal can be ruled out for them, due
to their negative deviations from the baseline voltage and their extremely short durations.
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Moreover, delta spikes typically occur in all readout channels with a virtually identical
appearance, indifferent of the detector specifics, making their electronic origin even more
clear. Because of the specifics of the trigger algorithm (see Section 3.2.5), delta spikes
can be triggered as events, but they can be recognised by their low md.
Furthermore, there are some rarer electronic artefacts, like the ones shown in Figures 3.3e,
3.3f and 3.3g. Artefacts like those in Figures 3.3e and 3.3f appear only in one channel,
but are again easily excluded from the analysis by their ph or md, or a combination of
these. The last shown artefact class, of which Figure 3.3g displays a sample, resembles a
pileup of several pulses with superimposed delta spikes. The delta spike are again present
in all channels, while the further appearance differs between the channels.

Another special case arises from the pileup of several pulses, when a pulse sets in before
the previous one has completely decayed. This phenomenon can take various specific
forms, depending on the relative timing of the involved pulses and their characteristics.
Especially common are pileups between events and CPs or TPs. Pileups between several
events are rare because of the low event rate, and pileups between CPs and TPs themselves
are impossible by design. When an event pulse sits on the falling flank of a CP or TP, a
seemingly decaying baseline can often be observed within the bounds of the record window
(Figure 3.3h). In some cases, decaying baselines can even cause a trigger without an event
pulse. If the concerned heater pulse starts after the event pulse, it is more straightforward
to recognise the pileup as such (Figure 3.3i). The latter case is in practice only observed
for large event pulses, as the largest pulse in a given record window is usually the one that
is triggered, so that the heater pulse is triggered for smaller events (see also Section 3.2.5).

3.2.3. Event Selection
For the sake of data selection, different cuts are applied to remove unwanted pulses from
the analysis. In the code, cuts are realised as conditions, where only events that fulfil the
cut conditions are considered further. Stricter cuts result in a higher confidence of their
success, and thus in the data quality, but they might also wrongly exclude more valid
events. Consequently, optimising the particular choice of cuts for a given analysis task
is often highly involved. To correct for the number of wrongly removed events, the cut
efficiency or survival probability can be determined. For this, artificial events are placed
on the empty baselines of the hardware-triggered data, or directly on the stream. These
simulated events are then triggered and the same cuts are applied to them as for the real
events. The fraction of artificial events that remain in the dataset after the cuts defines
the survival probability.

Stability Cut

Regardless of the pulse shape, events from periods with unstable detector conditions are
removed by the stability cut, which concerns the CP height that is recorded for each CP.
In unstable periods, where the TES temperature deviates from the WP, the CP height
changes accordingly. CPs are defined as unstable if their heights deviate more than a
certain number (e.g. 3) of statistical standard deviations (SDs) from the mean height
of all CPs in the considered dataset. Any event recorded between two unstable CPs is
flagged by the stability cut.
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Rate Cut

As DM and radioactive backgrounds are expected to cause approximately constant event
rates, a rate cut on the recorded event rate may be employed to remove periods with higher
than usual rates. The excess of events can be due to electronic or mechanical disturbances,
such as external vibrations, which cause artefacts that are triggered as events. For the
rate cut, the number of events within a given period is grouped into 10 min long bins.
Bins where the event count deviates by more than a chosen number of SDs from the mean
are then discarded.

Muon Veto Coincidence Cut

Another cut that is standardly applied concerns the muon veto (see also Sections 2.1.1
and 2.2.5) and serves to exclude events that could be caused by muons, or secondary
particles produced by muon interactions in the materials surrounding the detectors. All
events starting within a chosen time interval (commonly ±2 ms or ±5 ms) around a muon
veto trigger are discarded.

Cuts on Pulse Parameters

Other cuts aim to exclude artefacts from the collection of events. As hinted at in Sec-
tion 3.2.2, cuts on the md are able to discard delta spikes and other electronic artefacts
with fast changing voltage values.
The bd is important for many cuts. Completely regular events should have a bd close to
zero, subject only to noise fluctuations. Events with an FQL return to a lower voltage
after the pulse and can therefore be selected or removed by their bd. Decaying baselines
that are triggered result in a negative bd as well. Within a record window length of
214 samples, highly saturated pulses do not decay completely, with some even staying in
saturation until after the end of the record window. Consequently, the bd is positive for
these events, indicating that a longer record window has to be used to analyse these pulse
and find a more meaningful value of the bd. Pileups can also lead to a positive bd. The
highest values of the bd are reached by SQUID resets, making it possible to discard them
using this criterium, or by a cut on the ph.
Furthermore, cuts can be applied to ensure specific pulse properties, such as an on that
falls in a given range to remove miss-triggered events. When constructing a standard
event (see Section 3.2.4), only pulses with similar shapes are to be selected, warranting
extensive cuts on various pulse parameters.

3.2.4. Standard Event, Noise Power Spectrum and Optimum Filter
A typical event pulse is required for several analysis procedures, including the survival
probability simulation discussed in Section 3.2.3, the creation of an optimum filter for
triggering (see below), or the reconstruction of pulse height with a template fit (TF),
discussed in Sections 3.2.6 and 3.3.3. In order to obtain such a pulse template, the arith-
metic mean of a number of carefully chosen events is computed and normalised to have a
maximum value of 1. The result is used as a standard event (SEV), shown in Figure 3.5a.
Before averaging, the baselines are removed from the pulses, in the same way as for the
calculation of analysis parameters (see Section 3.2.1).
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Figure 3.4.: Cut on the dt of events from the “bck” dataset of TUM93A-Ph, used to
create an SEV. Events within a symmetrical interval extending 2.5 fit SDs σ
on either side of the fit mean µ are accepted.

The SEV captures the shape of an event pulse, while irregularities and noise are largely
removed by the averaging. The more events are used to calculate the SEV, the better
the noise suppression and confidence in the SEV’s validity. However, all included pulses
must be as similar as possible in shape for the SEV to resemble a true particle event.
Moreover, great care must be taken to exclude any artefacts, including pileups, from the
averaged voltage traces. In the detectors discussed in this work, the 55Fe source provides
an accumulation of events with similar shapes that can be utilised. To this end, several
cuts on parameters such as the ph, on, rt, dt and bd are defined. This can be done
by plotting a histogram of the respective parameter, and selecting a region with a large
number of events. The exact cut-off values can be defined by fitting a Gaussian to the
selected peak and excluding all events that deviate further than a few SDs from the mean,
introducing minimal human bias. An exemplary cut is visualised in Figure 3.4. To create
an even cleaner SEV, the first version of the template can be fit to all pulses used in its
creation, following the template fit procedure laid out in Section 3.2.6. If the concerned
voltage trace contains a pileup, other artefacts, or a greatly different pulse shape, the root
mean square (RMS) fit error (a measure for the goodness of fit) will be higher than for a
typical pulse. Discarding events with a high fit RMS and subsequently recalculating the
SEV results in an improved template.

As a counterpart to the SEV, which describes a typical pulse, a noise power spectrum
(NPS), as depicted in Figure 3.5b, can be constructed, characterising the noise conditions
of the detector. For this purpose, the empty baselines recorded by the hardware trigger
DAQ are used. To remove any event pulses from the dataset, the same set of standard
parameters as for events are computed, and baselines with a ph significantly above 0 are
discarded. Moreover, the empty baselines are fitted with a 3rd degree polynomial, exclud-
ing the ones with an exceptionally high fit RMS. Additional cuts can again be applied
to eliminate artefacts like delta spikes. Processing the thus cleaned baselines further, the
discrete Fourier transform of each of them is calculated, decomposing the noise into its
frequency spectrum. The power spectrum of one baseline is then given as the absolute
square of the frequency spectrum, and the total NPS is found by taking the arithmetic
mean of the individual power spectra for all selected baselines.

35



100 0 100 200 300 400

Time [ms]

0.0

0.2

0.4

0.6

0.8

1.0

V
o
lt

a
g
e
 [

V
]

(a)

101 102 103 104

Frequency [Hz]

10 10

10 9

10 8

10 7

10 6

N
o
is

e
 p

o
w

e
r 

d
e
n
s
it

y
 [

V
2
/H

z
]

(b)

Figure 3.5.: (a) SEV created for the “bck” dataset of TUM93A-Ph. Compared to a typical
event (Figure 3.1a), noise contributions are strongly suppressed. (b) NPS
created for the “bck” dataset of TUM93A-Ph, with some distinct peaks and
an overall decay towards higher frequencies.

The observed detector noise can stem from any component of the setup, or from external
influences. A prominent peak in the NPS (Figure 3.5b) is located at 50 Hz, the electric
grid frequency. Higher harmonics of this noise source are also visible on the spectrum,
as well as some other small peaks. Aside from the peaks, the present NPS decays to-
wards higher frequencies, largely following an approximately exponential behaviour, with
an exponent around −0.6 times the frequency (determined by fitting with an exponential
curve).

Utilising the information contained in the SEV and NPS, the signal-to-noise ratio of the
recorded data can be maximally enhanced by filtering it with a so-called optimum filter
(OF). Following [118], the OF transfer function H(ω), depending on the frequency ω, is
calculated as

H(ω) = K
ŝ∗(ω)
N(ω)e−iωτM , (3.1)

with the complex conjugate ŝ∗(ω) of the Fourier-transformed SEV, the NPS N(ω), the
time (sample index) τM where the SEV s(t) reaches its maximum value, and a normali-
sation constant K. To apply the OF to a voltage trace, the trace is Fourier transformed
to the frequency domain, multiplied by H(ω) and subsequently backtransformed to the
time domain. K is chosen so that the filtered SEV has a maximum value of 1. The OF
created from the SEV and NPS of Figure 3.5 is shown in Figure 3.6, alongside an event
that it was applied to. Evidently, the high-frequent noise is successfully suppressed by the
filtering, and the filtered pulse is symmetric around its maximum. The strong suppression
of 50 Hz noise leads to oscillations of the same frequency in the filtered pulse.

3.2.5. Stream Triggering and Threshold
The OF described above is an effective tool for triggering continuously recorded data.
By enhancing the signal-to-noise ratio, it allows for a lower energy threshold for event
detection. The OF is continuously applied on the whole stream, and the triggered event
traces thus obtained are recorded in a file for further analysis. The algorithm triggers
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Figure 3.6.: (a) OF created for the “bck” dataset of TUM93A-Ph. (b) An event before
and after optimum filtering. The baseline was removed by subtracting the
mean of the first eighth of the record window.

when a sample of the filtered stream surpasses the predefined threshold. The trigger is
then blocked for a specified length of time, called trigger dead time, to avoid triggering
again on the same pulse. Within the interval defined by the dead time, the maximum
sample is taken as the position of the triggered pulse. This OF trigger is standardly used
for the extraction of events from the stream data, and more details on it can be found e.g.
in [108]. As a possible alternative, a z-score trigger may be used, triggering when a sample
deviates from the mean baseline voltage further than a set number of SDs. In either case,
heater pulses are identified by their timestamps, which are read from a separate file, and
marked as such, while all other triggers are attributed to events. Through the (mainly
50 Hz) oscillations of the filtered stream (see Figure 3.6b), per se negative delta spikes can
still be triggered as events. Decaying baselines may similarly cause a pronounced signal
after filtering, necessitating a sufficient trigger dead time or careful cuts in the analysis.

To define the threshold for the OF trigger, the empty baselines already used in the creation
of the NPS (see Section 3.2.4), with the same cuts applied to exclude events and artefacts,
are processed with the OF. The maximum voltage sample Vmax of each filtered record
window is found and, following [119], their distribution is fitted with a function

Pd(Vmax) = d√
2πσ

e
−

�
Vmax√

2σ

2 1
2 +

erf
�
Vmax/(

√
2σ)


2

d−1

, (3.2)

using a maximum likelihood fit. Here, Pd(Vmax) is the probability distribution of find-
ing a maximum filtered voltage Vmax in a record window of d samples length, assuming
a Gaussian distribution of filtered noise samples, whereas erf denotes the Gaussian er-
ror function7. For a threshold (filtered) voltage Vth, the expected rate of noise triggers
RNT(Vth), that is noise record windows with a maximum sample above Vth, is given by

RNT(Vth) = 1
twin

� ∞

Vth
Pd(Vmax)dVmax, (3.3)

7erf(x) = 2√
π

� x

0 e−t2
dt
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with the time of the record window twin = d·40 µs. The threshold is now chosen to at most
result in a set number (commonly 1) of noise triggers per kg d8 of detector exposure. For
this, RNT(Vth) is divided by the detector mass mdet and set to the desired value, yielding
Vth. An example of such a fit and the resulting threshold is shown in Figure 3.7. For some
detectors, like “TUM93A-L”, the light detector of the TUM93A module, where the LEE
significantly pollutes the noise baselines, a more complicated model is chosen to describe
both the Gaussian noise and the additional exponential pollution [120].
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Figure 3.7.: (a) Histogram of filtered pulse heights of noise traces, as given by the maxi-
mum sample after filtering, fitted with a Gaussian noise model (eq. 3.2). The
data is taken from the “bck” dataset of TUM93A-Ph. (b) Determination of
the OF trigger threshold for 1 noise trigger per kg d of detector exposure,
following eq. 3.3. The threshold for this choice is determined to be 7.563 mV.

3.2.6. Energy Reconstruction
After triggering on the continuous stream, a new and refined dataset of events is available
for the analysis. All common analysis parameters are computed and cuts can be applied.
Usually, the main aim is to obtain an energy spectrum of the analysed detector. For the
calculation of DM limits, the most relevant range is that of low energies, while background
analyses can benefit from knowledge about all energy ranges in which events occur.

In the relatively low-energy region, where the maximum ph is not reached, some standard
techniques are routinely employed to determine the deposited energy of a given event
pulse. In the simplest approach, the ph can be used as a proxy for energy. Especially
for very low energies, though, this parameter is susceptible to noise fluctuations and it is
beneficial to refine the procedure. One option is to fit the SEV to each pulse, scaling it by
a factor, shifting it in time and fitting the baseline with a polynomial (often a constant).
The scaling factor of this template fit (TF) is called tfph (TF pulse height) and is more
robust with regard to fluctuations than the regular ph. The quality of the fit can be
assessed via the fit RMS, as mentioned in Section 3.2.4. If the pulse is given by p(t) and

8The unit used here for exposure is kilograms (of detector mass) times days (of detector operation).
Lighter detectors offer less target for interactions of DM (or other) particles, thus they have to operate
longer for the same exposure.
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the fitted function by f(t), depending on the sample index (discrete time variable) t, the
RMS is calculated as RMS =

�
1
N

�
t (p(t) − f(t))2, for N considered samples.

Another alternative is offered by the OF, which is also used for triggering. The maximum
voltage value of the filtered pulse defines the ofph (OF pulse height), which benefits from
the noise suppression through the OF, resulting in a better resolution that is especially
advantageous at the lowest energies.

Whichever of the above approaches is chosen, in a next step, the TPs are used to correct
for the non-linearity of the TES response and for drifts in the detector response. The
latter are caused by temperature fluctuations around the WP that happen in spite of the
stabilisation with CPs. For the calibration, the ph (or a variant thereof) is calculated for
all TPs and plotted over time. For each injected TPA, a band of reconstructed phs is
visible, with a finite width due to fluctuations and the resolution of detector and analysis.
A piecewise linear function or spline is fit to each band, appending pieces for each period
of stable detector operation, resulting in a single line that models the reconstructed TP
ph depending on time (see Figure 3.8a). Using these interpolations for all TPAs, a time-
dependent transfer function is found, mapping the reconstructed ph to an equivalent TPA
(Figure 3.8b). As the injected energy depends linearly on the TPA, converting the event
phs to equivalent TPAs removes the non-linearity stemming from the TES transition
curve, up until the point where the TES goes into saturation.
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Figure 3.8.: (a) Linear interpolations of the reconstructed ofph for TPs in the “bck”
dataset of TUM93A-Ph, one for each TPA. (b) Transfer function for one
chosen point in time. For each TPA, the corresponding ofph is calculated
using the interpolations from (a).

Finally, to convert the TPA equivalents to energy deposited in the detector by recoil
events, a calibration source is needed. In the present case, a radioactive 55Fe source, which
emits characteristic K-α and K-β X-rays corresponding to energies of EK-α = 5.9 keV and
EK-β = 6.5 keV respectively, is used for the calibration. The more prominent K-α peak is
identified in the TPA equivalent spectrum and fitted with a Gaussian, the mean of which
is µK-α. Thereafter, the conversion factor C from TPA equivalent to energy is found as
C = EK-α/µK-α. The K-β line can similarly be used to refine the estimate.
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3.3. Extension of the Accessible Energy Range
As described in Section 2.2.1, the detector modules operated during the Run36 data taking
campaign mostly employ a 20 × 20 × 10 mm3 absorber crystal, which is smaller than in
previous CRESST detectors. The lower resulting thermal mass and heat capacity improve
the energy threshold for DM searches. However, they pose problems for the analysis of
more energetic events, such as the ones caused by many background sources, because
the corresponding pulses are often saturated. For completely saturated pulses, the ph
does not further increase with the deposited energy and thus cannot be used for energy
reconstruction. Even though the OF trigger still correctly triggers saturated pulses, the
ofph is also no longer a reliable measure for energy. In contrast, the TF can be adjusted to
be applicable to these pulses, providing one method to extend the available energy range
with the truncated template fit (TTF). Another approach to address the issue at hand is
the saturation time analysis (STA), which is especially well-suited for the application to
pulses of the highest observed energies, stemming mainly from α-decays.
As another consequence of the small detector masses, FQLs are a common occurrence
in the high-energy region, necessitating a correction before the actual pulse analysis.
Since pulses of higher energies are larger, a record window longer than 214 samples is
needed to fully accommodate them and therefore, continuously recorded data has to be
used. Another aspect to consider is that of pileups, mainly with heater pulses, which
become increasingly likely for the long record windows used. If ignored, they can lead to
a faulty energy reconstruction. Therefore, measures mitigating the impact of pileups are
implemented.

3.3.1. Flux Quantum Loss Correction
The signature of an FQL is that of a clearly saturated pulse that does nevertheless not
reach the maximum ph, followed by a decay to a lower baseline than before the pulse.
Naively, the bd could be used to estimate the voltage drop associated with an FQL,
proceeding separately for each affected pulse. However, pileups both before and after
the considered pulse can influence the bd, therefore motivating the utilisation of a more
sophisticated technique, which is called “minimum-minimum difference” (MMD). For this
method, the minimum values of the voltage trace before and after the pulse are found. To
reduce the influence of noise, averages over 500 samples are taken from intervals 600 to
100 samples before the minima. Excluding the actual minimum values from the averages
additionally serves noise mitigation, as the minima are likely to sit at negative outliers.
Not averaging symmetrically around the minima, but only before them, prevents the
inclusion of a pulse setting in after the minimum (this could be the main pulse for the
first minimum or a pileup for the second one). Pulses before the minima do not have as
large an influence, as the decaying flank is much less steep than the rising edge of a pulse.
The two obtained averages are used as best estimates for the baseline voltages after and
before the pulse, and their difference, the mmd, is then a more reliable estimate of the
baseline difference. In an alternative attempt to estimate the FQL-induced voltage drop,
the latter is calculated as the difference between the maximum ph, which is assumed to
be known, and the ph of the concerned pulse. Since fluctuations around the WP entail
changes of the maximum ph, this method was found to be less precise and not further
pursued.
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An even better accuracy and precision of the FQL correction (FQLC) are achieved by
considering the periodic SQUID response (Figure 2.6c), due to which the voltage drop
VΦ0 corresponding to the loss of a single FQ Φ0 is always the same. The mmd is calculated
for all triggered events and plotted in a histogram, featuring several peaks at negative
values, depending on the number of flux quanta lost, as shown in Figure 3.9a. VΦ0 is
found as a value close to the lower end of the first peak, because incomplete pulse decays
and pileups systematically increase the mean value. Pileups in the pre-trigger region can
lower the mmd, but this effect is less pronounced. In the actual FQLC, any pulse with a
mmd below a certain threshold is corrected by an integer multiple of VΦ0 , rounding up the
number of FQ lost. By this procedure, even exceedingly long pulses and the ones worst
affected by pileups should be corrected with the appropriate voltage.

The FQLC is applied as a positive shift to the voltage trace starting at the on, where the
change of flux through the SQUID takes place. For this to be as precise as possible, the
on is recalculated without prior smoothing, since the standardly calculated on precedes
the true start of the pulse due to the smoothing. As a result, a step artefact would be
created by the FQLC shift, causing problems in the further analysis, especially for the
TTF. An event before and after FQLC is shown in Figure 3.9b.
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Figure 3.9.: (a) Histogram of baseline differences calculated with the MMD approach and
a record window length of 217 = 131072 samples for the “bck” dataset of
TUM93A-Ph. At negative voltages, the peaks are due to FQLs, while the
accumulation at low positive values is the result of pileups. The highest
values are caused by SQUID resets. The equivalent voltage of a FQ was
found to be VΦ0 ≈ 0.85 V. (b) FQLC applied to an affected event, using the
value of VΦ0 determined in (a).

3.3.2. Saturation Time Analysis
In contrast to all other presented methods for event energy reconstruction, the STA, which
was developed in [99], examines not the (reconstructed) height, but rather the width of a
pulse. While the TES resistance does not vary significantly once saturation is reached, the
duration for which the TES is fully normal conducting does increase with the deposited
energy. Resultingly, the time that the pulse spends at the saturation voltage can be used
as a proxy for the energy. The saturation time st can be defined as the time that the
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pulse voltage, after baseline subtraction, is greater than a chosen percentage of the ph.
The exact choice of which value to use is not overly important, as more energetic pulses
remain longer above any given threshold. Setting the criterium to 90 % of the ph has
proven to be a solid choice, as this puts the end point of the st interval on a steep part of
the falling pulse flank, reducing the effects of noise, while also being high enough to keep
the probability of pileups during the concerned time interval low. Computationally, the
st is found by starting at the mt of the pulse and calculating the duration of the interval
between the first samples in either direction that fall below 90 % of the ph. For this, the
mt is only searched in a certain interval around the expected peak position of the event
pulse to avoid targeting large pileup pulses. The start point of the st interval, sitting on
the steep rising edge, is calculated without smoothing, while moving-average smoothing
with a length of 10 samples is applied before calculating the end point on the falling
flank, suppressing the noise contributions there. For the calculation to proceed without
error, a correct subtraction of the pre-pulse baseline is necessary. As a consequence of the
longer record window used for the analysis of large pulses, pileups in the pre-trigger region
become more likely, because the window is also extended before the pulse, so that the
pulse always starts at a fourth of the window. In order to lessen the impact of pre-trigger
pileups on the baseline removal, the baseline voltage is computed following the approach
used for the MMD (see Section 3.3.1). Figure 3.10 shows the STA in action.
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Figure 3.10.: Visualisation of the STA applied to an exemplary event of the “bck” dataset
of TUM93A-Ph.

Applying the STA to all saturated pulses of a given dataset results in an st spectrum.
To convert it to an energy spectrum, discernible lines from background radioactivity,
typically α-lines, are used for calibration. Simplifying the pulse shape model discussed
in [121], the decaying flank of a pulse, with the baseline subtracted, is modelled by an
exponential function

V (t) = V0 · e−(t−t0)/τ , (3.4)
which is assumed to be valid only below the saturation level. If there was no saturation,
the pulse would have an original amplitude of V0, starting decay at t = t0 with a time
constant τ . Defining tsat as the time that the pulse spends above a certain level, e.g.
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0.9Vsat, allows to establish a relation between tsat and V0:

V (tsat) = 0.9Vsat = V0 · e−(tsat−t0)/τ → V0 = 0.9Vsat · e(tsat−t0)/τ . (3.5)

Assuming a linear relationship between the deposited energy E and V0, the conversion
from tsat to E should approximately follow

E = a · eb(tsat−c) + d, (3.6)

with parameters a, b, c and d that are to be determined by a least-squares fit to the
identified lines. The parameter d is empirical and often necessary for a good fit, showing
that the simplified pulse shape model is not totally valid. The exponential behaviour is
nevertheless well-motivated and in good agreement with the data. No calibration with
TPs is done for the STA, as the TPs are limited to much lower amplitudes than relevant.
In any case, a small fluctuation of the WP should not have a significant impact on the
reconstructed energy of the very large considered pulses.

3.3.3. Truncated Template Fit
The TTF builds on the TF described in Section 3.2.6, again fitting an SEV template to
the pulse in question, as shown in Figure 3.11. In order to reliably fit large pulses, whose
shape deviates from the scaled-up template in the top part due to saturation, the fit is
only performed to the lower part of the pulse. The cut-off voltage level (after baseline
subtraction) Vtrunc, called truncation voltage or truncation level, has to be predefined
for each detector and dataset. Ignoring all voltage samples above this level allows to
accurately fit templates scaled to many multiples of the original (maximum) pulse height
with a relatively low fit RMS. The tfph, the scaling factor of the template, is then assumed
to be unaffected by the effects of saturation, if the truncation level is chosen adequately.
One way to find a reasonable truncation voltage is to perform a regular TF on pulses of
all available phs and determine at which ph the quality of the fit starts to decline. In a
plot of TF RMS over ph or tfph, the RMS can be seen to rise for higher pulses, indicating
a change in pulse shape. Vtrunc should be chosen at or below the point where a strong
increase in RMS sets in.
As for the regular TF, a clean SEV is needed for the fitting procedure. The added
requirement of sufficient length to fit large pulses makes cleaning measures to exclude
pileups and other irregularities even more important. Additional measures can be taken
to remove remainders of decaying baselines that may be present after averaging.

Before performing the TTF, an FQLC is applied to affected pulses. In contrast to the
STA, pileups in the pre-trigger region are not of great concern for the TTF, since a
wrong baseline removal would only result in a shift of the template, not influencing the
scaling or fit quality strongly. In contrast, pileups after the analysed pulse, to which the
STA is relatively indifferent, stand to cause an over-scaling of the template along with
a high fit RMS. Avoiding this, each voltage trace is examined for secondary peaks with
a z-score trigger, limiting the fit range to the time before the first pileup pulse starts.
Alternatively, the timestamps generated by the initial triggering could have been used for
this purpose, but this approach was not implemented due to difficulties of its integration
into the software.
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To improve the TTF’s accuracy, it can be beneficial to re-fit pulses that are assigned a high
tfph (clearly above the maximum ph) with a higher Vtrunc. Still, fits with a large RMS
should be rejected. Defining a maximum permissible RMS value is a trade-off between
the amount of attained data and the confidence in the accuracy and precision thereof. As
the RMS rises with the tfph, RMS cut values depending on the tfph can be sensible.
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Figure 3.11.: TTF applied to an exemplary event of the “bck” dataset of TUM93A-Ph. All
samples above the truncation limit and after the pileup start are disregarded
for the fit.

The necessary effort to create an appropriate template and define a truncation level makes
the TTF less convenient in application, as compared to the STA. In general, the STA also
offers superior resolution at very high energies, but the TTF is capable of producing a
continuous spectrum from the lowest to the highest energies, bridging the gap between
standard methods and the STA.
For energy calibration, the iron peaks provide a handle in the low energy region, and
the α-lines are used at high energies. Because the resolution of the TTF might be too
degraded to discern individual α-peaks, the STA can aid by tagging the events pertaining
to each peak. An empirically motivated polynomial calibration curve can then be fitted
to the acquired data points. Again, no TP calibration is performed, but non-linearities of
the TES response are mitigated by the truncated fit, which is designed to only consider
the linear parts of the analysed pulses. Fluctuations around the WP can nevertheless
cause a reduced resolution that might be notable at low energies.
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4. Results of the Analysis
In this chapter, the reconstruction of energy depositions from the measured pulses in
several Run36 modules is described, utilising the techniques established in the previous
chapter. The reconstructed energies span from sub-keV detector thresholds to several
MeVs, extending to the previously inaccessible high-energy range. In principle, both the
phonon and light channels can be analysed, allowing to distinguish different event classes,
such as α-events, e– - and γ-events, and nuclear recoils. However, the goal of the present
analysis is to provide data for a likelihood fit of simulated templates. The latter are so
far only available for the phonon detectors, which are referred to by the module name
with a suffix “-Ph”. As a consequence, the light channels are mostly disregarded in the
performed analyses.
In the first step, datasets for the analysis are selected. Results for the modules “TUM93A”,
“TUM93C”, “Comm1” and “Comm2” are presented here. The former two were manu-
factured at the Technical University of Munich and cut from the same crystal (called
“TUM93”), while the latter two employ commercially produced crystals. All four mod-
ules use CaWO4 crystals of 24 g weight as main absorbers and 0.6 g SOS wafers as light
detectors. The “Comm” modules utilise bronze clamps for the crystal holding and have
no scintillating foil coating, while the “TUM” modules hold their detectors mostly with
copper sticks, with TUM93A having one i-stick. As the same analysis methods are applied
to all modules, they are only described in detail for the first discussed module, TUM93A.
Throughout, the Python package cait (Cryogenic Artificial Intelligence Tools) [122], de-
veloped specifically for the analysis of cryogenic DM experimental data, is used.

4.1. Datasets
There are various datasets available, pertaining to separate periods of Run36, as depicted
in Figure 4.1. The data inspected for DM and background analyses stems from the back-
ground data taking periods, that make up the bulk of the runtime. The first background
dataset is referred to as “bck”, for background. In order to study the LEE, which, aside
from DM search, is a main experimental goal of Run36, several warm-ups (WUs) of the
detectors to different temperatures were performed. During these times, data taking is
paused and the detectors are held at the WU temperature for a certain duration, before
being cooled down again. This does not only have an effect on the LEE rate, which
is increased by the WUs and decays thereafter, but can also affect the general detector
conditions. After the WUs, more background data is taken. The longest such dataset,
“awu” (after warm-up) follows on a WU to 60 K and is interrupted by some short WUs
to relatively low temperatures (see Figure 4.1). Data from after WUs to higher tem-
peratures is contained in datasets separately labelled as “awu 11 K” and “awu 130 K”.
Additionally, calibrations with a 57Co-source and a neutron source were carried out and
the corresponding data is placed in the “cal” and “ncal” sets, respectively. Associated
data from before or after the calibration periods is referred to as “pre-cal” or “post-cal”
data.
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Figure 4.1.: Timeline of Run36 with the different datasets and their names. Calibration
periods are in green, associated time ranges before and after the actual cali-
bration in teal, background data taking intervals in blue and WU periods in
red. During the WUs, no data is taken.

In any general analysis, it is desirable to include all background files from the entire data-
taking campaign to have maximum statistics. However, there can be periods when the
detector operation faced severe problems that must be excluded from the analysis. Using
a CRESST-internal log, some of the most problematic files can be excluded a priori, while
other faults or instabilities may become apparent only during the examination of the
recorded data, and the file list is refined over the course of the analysis. The appendix A
contains the final lists of files used for the analyses presented below. Due to differences in
the detector response between the datasets, all analyses are done separately for the bck
and awu data.

4.2. TUM93A
The analysis steps leading to the creation of high-energy spectra are shown in this section,
using the example of TUM93A-Ph. A preliminary fit of simulated templates to the spectra
is also presented.

4.2.1. Hardware Triggered Data and Software Triggering
Following the procedures described in Chapter 3, an SEV, NPS and OF are created from
the hardware-triggered data, separately for the bck and awu datasets. For the creation of
the SEV, cuts on the on, bd, rt, ph, dt and md are applied to select only pulses of similar
shapes (stemming from 55Fe K-α events) and to discard artefacts. Before calculating the
NPS, noise baselines with pulses, irregularities and artefacts are removed based on their
ph, 3rd-degree-polynomial-fit-RMS and bd. The cuts are carried out in the order given
here, with only the surviving fraction being used to determine the limits for the next cut,
facilitating the choice of meaningful parameter intervals. Additionally cutting on the light
channel parameters makes the selections more stringent. The trigger threshold determined
via the OF is used only as a lower limit. A higher threshold is chosen, cutting off the
part of the spectrum dominated by the LEE, which is not modelled in the simulations.
This has the benefit of triggering significantly less events, which speeds up all subsequent
procedures. Moreover, a higher threshold allows to reduce the time interval around heater
pulses, within which triggers are always counted as heater pulses, as the 50 Hz oscillations
around heater pulses caused by the optimum filtering can be erroneously triggered for the
lower threshold, but not for the higher one. The threshold of the phonon channel for the
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stream triggering is thus chosen at 20 mV for both the bck and awu datasets. The light
detector and i-stick are not used for triggering.

4.2.2. Energy Reconstruction Methods
An SEV of 216 samples length is created for the TTF, largely using the same cuts as for
the hardware-triggered SEV. For a cleaner result, the preliminary SEV is used to exclude
irregular pulses and artefacts, as described in Section 3.2.4. An example for a voltage
trace discarded by this cut is shown alongside the final SEV in Figure 4.2. Even after
careful cuts, decaying baselines in the pre-trigger region are present in some of the selected
voltage traces and a baseline correction is applied to remove their effect from the final
SEV. The improvements in SEV quality achieved by these procedures are relatively small,
but crucial when performing a TTF to large pulses, where the SEV is scaled up by factors
up to over 1000 and only the lowest parts are considered for the fit.

500 0 500 1000 1500

Time [ms]

0.0

0.2

0.4

0.6

0.8

V
o
lt

a
g
e
 [

V
]

Discarded voltage trace

Fit of preliminary SEV

(a)

500 0 500 1000 1500
Time [ms]

0.0

0.2

0.4

0.6

0.8

1.0

(b)

Figure 4.2.: (a) Voltage trace containing a pileup, fitted with the preliminary SEV. It is
discarded by a cut on the fit RMS, after passing all other cuts. (b) Long
SEV used for the TTF of TUM93A-Ph in the bck dataset. As opposed to
the preliminary SEV in (a), the baseline does not fall below 0 owing to the
baseline correction.

From voltage traces of 217 samples length, VΦ0 is determined, as shown in Section 3.3.1.
A value of VΦ0 = 0.85 V to 0.87 V is found for both datasets of all analysed channels,
also in the other modules studied, demonstrating the uniformity of the different SQUID
circuits. The threshold voltage drop for the FQLC is chosen as −1

3VΦ0 , meaning that any
event with a mmd below −(n + 1

3) · VΦ0 is corrected by n · VΦ0 .

Utilising a record length of 216 samples for the TTF and 218 samples for the STA, both
methods are applied to the event pulses. Before calibrating the resulting st and tfph
spectra to energies, some data quality cuts are undertaken. These include a cut on the ph
to exclude SQUID resets, on the md to remove delta spikes and on the on, discarding miss-
triggered pulses and other artefacts. Furthermore, a rate cut and a muon veto cut are used.
For the latter, all events triggered within a 10 ms coincidence window centred on the muon
veto triggers are excluded. No CP stability cut is employed as the largest investigated
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pulses can cause a wrong reconstruction of the CP ph, resulting in unstable time intervals
around these events. For the STA, an additional cut removes pulses with very low phs
that are certainly not saturated (even considering multiple FQLs) and consequently not
eligible for the STA. This is important to avoid faulty reconstructions by the STA that
could otherwise occur for very small pulses or artefacts, resulting in an erroneously high
reconstructed energy. The precise cut values used for all modules, including TUM93A,
are summarised in Table 4.1.

Module TUM93A TUM93C Comm1 Comm2
Dataset bck awu bck awu bck awu bck awu

Rate 3 SDs around the mean rate
Muon veto coincidence ±5 ms

Maximal ph [V]
– SQUID resets 5 4.7 2.9 2.55 3.1 3 3 2.8

Minimal md [mV/sample]
– delta spikes -7.4 -7 -3 -2.4 -4 -4.5 -2.8 -3.1

on [ms] [-4,-2] [-3.4,-2.7] [-4,-2] [-4,-3.5] [-5,-3] [-4.6,-4.2] [-5,-3] [-4.6,-4.2]
Minimal ph [V] for STA 0.1 0.02 0.02 0.06

Table 4.1.: Cut values used in the analysis.

4.2.3. Calibration
For the energy calibration, it can be necessary to subdivide the bck and awu datasets
into separate calibration intervals, if the detector conditions vary significantly between
these periods. To define the intervals, the st, tfph, ph and TP ph are plotted over time,
showing the evolution of the detector response (Figure 4.3).
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Figure 4.3.: Temporal evolution of the TUM93A-Ph detector response in the awu dataset.
The (a) st in the region of α-lines and the (b) tfph in the region of the
55Fe-lines are shown. The chosen calibration intervals, separate due to a
significantly differing detector response, are represented in blue and red, re-
spectively.
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The choice of calibration intervals has to take into account that more subdivisions provide
a better resolution and accuracy, while a sufficient amount of events has to be available
in each interval to perform the calibrations reliably. Short time periods with an outlying
detector behaviour, sometimes consisting of singular files, are discarded. This approach
resembles the energy reconstruction in the low energy range, where the detector response
is probed precisely by the TPs, a fit to the TP phs can be done for each TPA (see Sec-
tion 3.2.6), and where unstable intervals can also be excluded. For highly energetic events,
no certain information on the true amplitude of any given event is known, lines used for
calibration can overlap, and the available statistics are more limited, so the simpler mode
of manually defined calibration intervals is used. For TUM93A-Ph, no subdivisions are
made in the bck dataset, while the awu dataset is divided into two calibration intervals.
The TPs are not used for energy reconstruction in the analyses presented in this chapter,
since their range is limited to relatively low energies and extrapolations would be subject
to large uncertainties.
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Figure 4.4.: Saturation time spectrum from the bck dataset of TUM93A-Ph. Several α-
lines are identified and fitted with Gaussians. The error bars indicate intervals
of ±3 fit SDs around the fit means. The histogram bins have a width of 1 ms.

The calibration of STA and TTF proceeds as described in Section 3.3, separately for each
calibration interval. For the STA, α-lines in the st spectrum are identified by compar-
ing them to literature values and, if possible, previous studies. In the present case, [99]
and [123] are consulted to ascertain which backgrounds should be expected, and the line
energies are extracted from the NuDat 3.0 web application [124]. As an exception, the
α-decay energy of 180W, an isotope with a half-life longer than 1018 y, is taken from [125]9.
The most prominent feature of the TUM93A α-spectrum is a double line caused by the
decay of 210Po:

210
84Po → 206

82Pb + α, (4.1)
with a total decay energy of Q = 5.407 MeV, of which the α-particle carries 5.304 MeV.
For 210Po-contaminations at the crystal surface, the recoiling 206Pb-nucleus might escape
the crystal, reducing the energy detected in the phonon channel by 103 keV [123], as com-
pared to internal contaminations in the crystal bulk. Both the internal and the “external”
(surface) lines are resolved by the STA, albeit with an overlap. Starting from this double-
peak, further α-lines are identified and fitted with Gaussians, as shown in Figure 4.4. Of

9The first unambiguous detection of this decay was reported by CRESST in [125].

49



0 100 200 300 400 500 600 700

Saturation time [ms]

0

2

4

6

8

10

12

E
n
e
rg

y
 [

M
e
V

]

W-180

Ra-226

Po-210-ext

Po-210-int

Po-218

Exponential fit

3  envelope

Figure 4.5.: Exponential calibration curve mapping st to energy for the bck dataset of
TUM93A-Ph. The data points are obtained by Gaussian fits from the lines
identified in Figure 4.4. The resulting uncertainties, given by the fit SD σ, are
represented by the ±3σ error bars and their effect on the calibration curve is
reflected by the 3σ envelope.

the indicated peaks, the one due to 226Ra is potentially overlapping with a peak from
234U, but the difference in decay energies is lower than the expected resolution, so the
peak is still used for calibration. The mean values of the Gaussian fits, together with the
decay energies from the literature are fitted with an exponential calibration curve of st
to energy E, see Figure 4.5. The uncertainties of the Gaussian peak fits, quantified by
the fit SD σ, are propagated to the calibration curve by shifting each data point by +3σ
or −3σ and performing the exponential fit on all possible combinations. The envelope of
the resulting set of exponential curves is shown in Figure 4.5 and is used to monitor the
quality and robustness of the calibration. A narrow envelope is desirable in the energy
region of interest.

Identifying spectral lines is challenging, especially without prior knowledge of their activ-
ities for the detector considered. Following an iterative approach to determine the peaks
in the spectrum, the calibration curve is fitted to a preliminary list of identified lines.
The resulting energy spectrum helps to recognise errors in the preliminary list, yielding
an updated list which is used in the next iteration.

The peaks identified in the st spectrum are further put to use in the calibration of the
tfph spectrum, by tagging events that belong to a certain peak. Only the tagged events
are then considered for fitting a Gaussian to the corresponding peak in the tfph spectrum.
This allows to use the α-peaks for calibration even if the resolution of the TTF is too
bad to identify them directly. The spectra in the medium energy region between the 55Fe
calibration peaks and the α-range are typically rather flat and any potentially present
peaks are hard to identify. Therefore, the 55Fe K-α line at 5.9 keV is used as another data
point for the tfph calibration. Figure 4.6 shows the corresponding parts of the spectrum.
An additional data point is artificially placed at 0 tfph and 0 energy and a second degree
polynomial calibration curve is then fit to the data, as shown in Figure 4.7. In the present
case, the result is an almost linear conversion, with a rather large uncertainty indicated
by the 3σ envelope.
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Figure 4.6.: Truncated templated fit pulse height spectrum of TUM93A-Ph in the bck
dataset. (a) The low-energy region, where the 55Fe double-peak is visible and
the K-α line is fit with a Gaussian. The bin width is 5 mV. At the lowest
energies, the LEE can be observed, but is cut off due to the chosen trigger
threshold. (b) Larger range of the spectrum containing α peaks, labelled
through identification from the STA, with a bin width of 4 V.
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Figure 4.7.: Quadratic calibration curve mapping the tfph to energy in the bck dataset
of TUM93A-Ph. The error bars represent 3 SDs around the fit mean. (a) An
artificial data point is placed at the origin, as can be seen in this zoom to low
energies. (b) The 180W and the 210Po surface peaks are used in the α-region.
The errors are propagated as in the STA calibration.

4.2.4. Spectra and Likelihood Fit of Simulated Templates
The obtained calibration curves are applied to compute energy spectra from both the STA
and the TTF in each calibration interval and the spectra resulting from all calibration
intervals of both datasets are summed up. Figures 4.8 and 4.9 show the spectra obtained
from the STA and the TTF in the α-region and below, respectively. To make the spec-
tra comparable between different modules or datasets, the number of detected counts in
each histogram bin is divided by the detector exposure in kg d. To find the latter, the
total live time of the detector is computed by summing the durations of all files used and
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subtracting the time blocked due to heater pulses and the rate cut. The product of live
time and absorber crystal mass gives the exposure, which is found to be 9.41 kg d in the
case at hand.
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Figure 4.8.: High-energy spectrum of TUM93A-Ph as reconstructed via the STA, using
the bck and awu datasets, plotted with a histogram bin width of 20 keV.
Below the spectrum, literature values of α-decay energies are shown in red,
and potential continuous contributions from β-decays (or the pileup of β-
and α-decays) are depicted in teal. The energy of the γ-line of 208Tl that was
reported in [123] is indicated in orange.
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Figure 4.9.: Spectrum of TUM93A-Ph reconstructed by the TTF, up to an energy of
2100 keV, with a bin width of 4 keV. On the very left, a peak mainly due
to the 55Fe calibration source and the LEE can be seen. Some γ-peaks,
with literature values marked in orange, are discernible in the otherwise very
continuous spectrum.

The lines in the STA spectrum are in good agreement with literature values from [124].
At the lowest and highest energies shown, contributions from continuous β-spectra are
apparent. In the high-energy case, they are due to the pileup of a β-decay (for example
of 214Bi) and an α-decay of the resulting daughter nucleus (e.g. 214Po) that happen in
close succession, too fast to resolve the individual contributions. Below the α-region, the
spectrum consists mainly of continuous components, as shown in Figure 4.9.
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The calibrations are subject to errors. Systematic errors stem from the imperfect mod-
elling of the true conversion functions by an exponential or quadratic function. The finite
resolution of the data points used for calibration introduces statistical uncertainties that
are especially evident in the TTF calibration, as visualised by the 3σ envelope.
Events with apparent energies differing from the Q-values can also be due to other causes
than incorrect calibrations. Firstly, the energy deposited in the main absorber may be
smaller than the total decay energy, especially for external backgrounds. This can be
understood from simulations and is taken into account by the likelihood fit. Secondly,
the STA and TTF are not infallible and the event energy can occasionally be wrongly
reconstructed, especially if artefacts come into play.

A comparison of the spectra due to both methods can be made, cross-checking their valid-
ity. Indeed, the same spectral features are observed in both cases. However, for energies
much lower than the lowest calibration line of the STA (the 180W-line at 2516 keV), the
spectrum reconstructed with the STA is shifted to the right, compared to that found by
the TTF. This can be understood from the error of the STA’s energy calibration, which
rises significantly below the α-region, as shown in Figure 4.5. The resolutions of the STA
and the TTF are comparable at medium energies, down to the point where the STA fails
because the pulses are no longer fully saturated. In contrast, the TTF has a degraded
resolution in the α-region, as compared to the STA, but less of a systematic offset, since
α-lines are used for its calibration alongside the 55Fe K-α line.

Comparing the STA α-spectrum to the analysis previously performed in [99], the statistics
are improved. In the energy range from 2.3 MeV to 10.1 MeV, the present work recon-
structs 411 events at a rate of 43.7 (kg d)−1, as compared to 311 events in [99], where
the rate is 37.7 (kg d)−1. This improvement of about 32 % in reconstructed events and
16 % in rate can be ascribed to the use of extended file lists as well as the optimisation of
trigger settings (see the discussion on the trigger threshold in Section 4.2.1) and analysis
methods. The latter are implemented as discussed in Section 3.3 for use with Python
and cait, while [99] uses a ROOT -based analysis. Moreover, the cuts applied (listed in
Table 4.1) are not identical to the ones employed in [99].

To finalise the preparation of data for the likelihood fit, the two spectra from the STA
and the TTF are combined. Owing to its superior resolution, the STA is the method of
choice in the high-energy region. It is however inapplicable to unsaturated pulses, so the
TTF is the preferred option at lower energies. In the present case, the STA spectrum is
used for energies exceeding 2 MeV, while the TTF provides the data for all lower energies.
Owing to the low number of events around 2 MeV, this choice allows to stitch the spectra
together seamlessly. Because the two spectra are never completely identical, care has to
be taken to prevent the same event from appearing in both spectra. This is done by in-
cluding in the STA spectrum all events with energies ≥ 2 MeV reconstructed by the STA,
and in the TTF spectrum all events for which both methods yield an energy < 2 MeV.
Apart from the spectra, the likelihood fit is also provided with the corresponding detector
exposure. No survival probability simulation is carried out, since the analysed high-energy
pulses do not follow the SEV shape and are moreover frequently affected by artefacts such
as FQLs or SQUID resets. The latter change how pulses are processed by the trigger and
through cuts, but are difficult to model. Accurately simulating these pulses and super-
imposing them on the stream would go far beyond the scope of this work. However, the
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employed cuts are designed to keep as many physical events as possible. Still, the lack of
this simulation introduces an additional uncertainty into the data.

The results of an exemplary likelihood fit to the present spectra are shown in Figure 4.10,
where the TTF spectrum was used for energies between 1 keV and 2 MeV, and the STA
spectrum for energies between 2 MeV and 7 MeV. Assumptions of partial secular equi-
librium are made for the fit. In the lower energy region, the fit ascribes large parts of
the continuous spectrum to 40K and leaves significant portions of the background below
500 keV unexplained. In the α-region, most peaks are covered. An exception is the ex-
ternal 210Po line, which was not simulated. Likewise, the template for 180W is missing.
The resolution of the simulated templates does not match the data, with the fitted peaks
being too wide. A refined fit is in preparation by the CRESST simulation group.
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Figure 4.10.: Results of a likelihood fit of simulated spectral templates to the spectra
produced in this work for TUM93A-Ph. The experimental data is shown
as a black line and the spectral contributions ascribed by the fit are color-
coded. Templates for the contributions of detector holders, scintillating foil
and shielding are labelled with suffixes “ho”, “fo” and “sh”, respectively,
with all other templates belonging to internal backgrounds.
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4.3. TUM93C, Comm1 and Comm2
The procedures delineated in Section 4.2 for TUM93A are similarly applied to the phonon
detectors of modules TUM93C, Comm1 and Comm2. Differences lie in the file lists (see
the Appendix A) and all other instances where specifics of the detector response are
considered, such as the choices of cut values (see Table 4.1) or calibration intervals.

The resulting spectra are shown in Figures 4.11, 4.12 and 4.13, with the same energy
ranges and bin widths as for TUM93A, while the associated exposures are summarised in
Table 4.2. As for TUM93A, the entire bck dataset of TUM93C is calibrated at once, but in
the awu dataset, 3 instead of 2 calibration intervals are used. For both Comm modules,
the bck dataset is subdivided into 4 and the awu dataset into 2 calibration intervals,
though the individual intervals are not identical. For the calibration of TUM93C, the
same lines are used as for TUM93A, while the calibrations of Comm1 and Comm2 rely on
lines from 55Fe, 147Sm, 238U, 226Ra (not resolved individually from 234U), 210Po (internal
and surface), 222Rn and 211Bi.
A large share of the awu dataset has to be excluded from the analysis of Comm1 due to
heater pulses whose timestamps seem to be missing from the corresponding files, causing
them to be regarded as events by the trigger. The same issue can be overcome for the
other modules by means of a stringent cut on the onset, but not in Comm1, leading to a
reduced exposure.
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Figure 4.11.: Spectra of TUM93C-Ph found with the TTF (top) and the STA (bottom).
Literature values for potentially expected contributions to the spectrum are
shown as in Figure 4.8.
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Since the absorbers of TUM93A and TUM93C are cut from the same crystal, the spectra
are expected to be similar, with differences being explicable by segregation effects during
crystal growth. From a rough estimate, an increased level of impurities is seen in TUM93C,
which was cut from the lower part of the crystal: between 2 MeV and 9 MeV, 425 counts
are registered in TUM93A and 669 in TUM93C, even though the exposure of TUM93C
is slightly lower (see Table 4.2). The apparent peaks in the spectra of both modules are
agree well in their positions and relative heights, but the rates are generally higher in
TUM93C. Analysing the properties of the TUM93 crystal overall, a combined likelihood
fit to the data of both detectors could be performed.
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Figure 4.12.: Spectra of Comm1-Ph found with the TTF (top) and the STA (bottom).
Literature values for potentially expected contributions to the spectrum are
shown as in Figure 4.8.

Module TUM93A TUM93C Comm1 Comm2
Exposure bck [kg d] 4.60 4.62 4.34 4.52
Exposure awu [kg d] 4.80 4.70 1.92 4.56
Total exposure [kg d] 9.41 9.31 6.26 9.08

Table 4.2.: Detector exposures due to the selected files (see the lists in the Appendix A)
and the dead time induced by heater pulses and rate cuts.

The commercial crystals exhibit a much higher level of radioactive contaminations than
TUM93, as is evident from the spectra in Figures 4.12 and 4.13. Apart from the 210Po
double-peak, a number of other peaks are clearly developed in the α-region. For the
spectra created via the TTF, the resolution is significantly degraded, leading to a lack
of clear features that is even more noticeable than in the TUM detectors. This can be

56



0 250 500 750 1000 1250 1500 1750 2000

Energy [keV]

100

101

102

103

R
a
te

 [
(4

 k
e
V

k
g

d
)

1
]

0

4

8

12

16

R
a
te

 [
(2

0
 k

e
V

k
g

d
)

1
]

2 3 4 5 6 7 8 9

Energy [MeV]

Pa-234
Ac-228

Tl-208 Bi-214+Po-214

Bi-212+Po-212

S
m

-1
4

7

W
-1

8
0

T
l-

2
0

8

T
h
-2

3
2

U
-2

3
8

U
-2

3
5

T
h
-2

3
0

U
-2

3
4

, 
R

a
-2

2
6

A
c
-2

2
7

P
a
-2

3
1

P
o
-2

1
0

-e
x
t

P
o
-2

1
0

-i
n
t

T
h
-2

2
8

R
n
-2

2
2

R
a
-2

2
4

R
a
-2

2
3

P
o
-2

1
8

, 
T
h
-2

2
7

B
i-

2
1

2

R
n
-2

2
0

B
i-

2
1

1

P
o
-2

1
6

P
o
-2

1
5

Figure 4.13.: Spectra of Comm2-Ph found with the TTF (top) and the STA (bottom).
Literature values for potentially expected contributions to the spectrum are
shown as in Figure 4.8.

explained at least in part by much longer saturation times in the Comm detectors for
the same energy deposition. SEV fits to the resulting very long pulses perform poorly.
The tagging of α-peaks for the energy calibration of the TTF is decidedly necessary, as
no α-peaks can a priori be resolved in the TTF spectra. Even with the help of the STA,
the calibration curves of the TTF are affected by large uncertainties. The use of an even
longer record window, with a length of e.g. 217 samples, could prove to be beneficial
for the TTF, but the creation of a clean SEV of this length comes with its own set of
challenges, due to limited statistics and the high probability of pileups. With the given
record length of 216 samples, some improvements of the TTF performance for the Comm
modules could potentially be achieved by more optimal choices of the truncation level,
the pileup handling and the baseline fit. However, the anticipated gains in resolution
are expected to be rather small and it may be a better approach to extend the use of
the STA to much lower energies in the Comm modules. For this to be accurate, at least
one additional data point for calibration would be needed at lower energies, which seems
difficult to find, given the flat spectra, unless an artificial data point is used. Another
challenge would be the determination of a meaningful separation point (other than 2 MeV)
to stitch the spectra from both methods together, because no resolution of either method
can be ascertained without the presence of peaks. Anyhow, the present spectra from the
STA already provide a solid basis for likelihood fits in the high-energy region.

At the highest examined energies, pulses likely stemming from fast consecutive β- and
α-decays are observed in all four detectors. As for other decays, the rates of these events
are higher in the Comm modules, and a spectrum of the relevant region from Comm2 is
shown in Figure 4.14. Some of the events with the highest reconstructed energies can be
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ascribed to the successive α-decays of 219Rn and 215 Po. Clearly, the resolution of the
STA is degraded at the large energies concerned. Moreover, the lines used for calibration
all lie below 7 MeV, so the confidence in the conversion’s accuracy in the considered energy
range is rather low. Still, the in principle feasibility to extend the reach of the STA to
energies beyond 10 MeV is demonstrated.
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Figure 4.14.: Spectrum of Comm2-Ph reconstructed with the STA for the highest accessi-
ble energies. The literature energies of contributions expected in this range
(following [123]) are marked below the spectrum.
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5. Conclusion
A thorough understanding of the backgrounds present in CRESST is necessary to fur-
ther improve the quality of its detectors and enhance the experiment’s potential for the
discovery of dark matter. Due to recent detector designs employing small target crys-
tal masses, a large portion of the background spectra is not readily accessible through
methods intended for the analysis of low-energy events, which are most relevant for the
dark matter search in CRESST. In the scope of this thesis, two approaches that extend
the available energy range were examined, implemented, improved and applied to data
taken by four different detectors during the Run36 data taking campaign. Procedures for
reconstructing the event energy with these techniques were discussed. For calibration,
prominent lines from radioactive α-decays and a 55Fe X-ray source were used, taking into
account temporal changes of the detector response.

The two methods treated are the truncated template fit and the saturation time analy-
sis. The former allows, in principle, to generate a continuous spectrum from the lowest
energies accessible to the experiment, up to the MeV region, where contributions from
α-decays can be observed. However, the construction of a suitable pulse template, and
the necessity to choose several meta-parameters for the application of this procedure make
an exploitation of its full potential challenging. Especially when the considered pulses are
very long, the resolution of the truncated template fit is severely limited, as is particu-
larly apparent for the Comm1 and Comm2 detectors investigated in this work. Using even
longer voltage traces could help to improve the method’s performance in these cases, but
seems difficult. As the tool of choice for long, completely saturated pulses, the saturation
time analysis is capable of determining the energies of highly energetic events with good
precision. The use of longer voltage traces to extend the energy reach is straightforward
for this method.

The obtained α-spectra of the investigated modules contain a number of distinct peaks
that are clearly resolved by the saturation time analysis. Conforming to the expectations,
the commercially produced crystals of the Comm1 and Comm2 modules evidently contain
larger amounts of radioactive impurities than the purified TUM93 crystal. The precise
composition of the background components and their activities are to be determined via
Bayesian likelihood fits of spectral templates to the calculated spectra. Ideally, a survival
probability simulation for high-energy pulses would be used to correct the spectra for the
loss of physical events that were not triggered, or removed by cuts. However, this appears
complicated to carry out accurately, mainly due to the irregular pulse shapes and artefacts
associated with large pulses. Nonetheless, the analysis chain developed in the context of
this thesis can be used to extend the energy ranges of other detectors. Ultimately, spectra
from all modules can be analysed and compared to gain an understanding of the overall
backgrounds of Run36 detectors.
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A. Lists of Analysed Files
Tables A.1, A.2, A.3 and A.4 list the files used in the analyses of TUM93A, TUM93C,
Comm1 and Comm2, respectively. As the selections were refined to exclude problematic
files throughout the analyses, these lists are only strictly valid for the main part of the
analyses, performed on the continuously recorded data. Some additional files may have
been used in the processing of hardware-triggered data, and been discarded after software
triggering.

bck_002 bck_003 bck_004 bck_005 bck_006 bck_007 bck_008 bck_009 bck_010
bck_011 bck_012 bck_013 bck_014 bck_016 bck_017 bck_018 bck_019 bck_020
bck_021 bck_022 bck_024 bck_025 bck_026 bck_027 bck_028 bck_030 bck_031
bck_032 bck_034 bck_036 bck_037 bck_038 bck_039 bck_040 bck_041 bck_042
bck_043 bck_044 bck_045 bck_046 bck_047 bck_048 bck_049 bck_050 bck_051
bck_052 bck_054 bck_055 bck_056 bck_057 bck_058 bck_060 bck_061 bck_062
bck_066 bck_067 bck_069 bck_070 bck_071 bck_072 bck_073 bck_074 bck_077
bck_078 bck_079 bck_080 bck_081 bck_082 bck_083 bck_084 bck_085 bck_086
bck_087 bck_088 bck_089 bck_090 bck_091 bck_092 bck_093 bck_094 bck_095
bck_096 bck_097 bck_098 bck_099 bck_100 bck_101 bck_102 bck_103 bck_104
bck_105 bck_106 bck_107 bck_108 bck_109 bck_110 bck_111 bck_112 bck_113
bck_114 bck_116 bck_119 bck_120 bck_121 bck_122 bck_123 bck_124 bck_125
bck_127 bck_128 bck_129 bck_130 bck_131
awu_bck_002 awu_bck_003 awu_bck_005 awu_bck_007 awu_bck_008 awu_bck_009
awu_bck_010 awu_bck_011 awu_bck_012 awu_bck_013 awu_bck_014 awu_bck_015
awu_bck_016 awu_bck_017 awu_bck_018 awu_bck_019 awu_bck_020 awu_bck_021
awu_bck_022 awu_bck_023 awu_bck_024 awu_bck_025 awu_bck_026 awu_bck_027
awu_bck_028 awu_bck_029 awu_bck_030 awu_bck_031 awu_bck_032 awu_bck_033
awu_bck_034 awu_bck_035 awu_bck_037 awu_bck_038 awu_bck_039 awu_bck_040
awu_bck_041 awu_bck_042 awu_bck_043 awu_bck_044 awu_bck_045 awu_bck_046
awu_bck_047 awu_bck_048 awu_bck_049 awu_bck_050 awu_bck_051 awu_bck_052
awu_bck_053 awu_bck_054 awu_bck_055 awu_bck_056 awu_bck_057 awu_bck_059
awu_bck_063 awu_bck_064 awu_bck_065 awu_bck_066 awu_bck_067 awu_bck_068
awu_bck_069 awu_bck_070 awu_bck_072 awu_bck_073 awu_bck_074 awu_bck_075
awu_bck_076 awu_bck_077 awu_bck_078 awu_bck_079 awu_bck_080 awu_bck_081
awu_bck_082 awu_bck_083 awu_bck_084 awu_bck_085 awu_bck_086 awu_bck_087
awu_bck_088 awu_bck_090 awu_bck_091 awu_bck_092 awu_bck_093 awu_bck_094
awu_bck_095 awu_bck_099 awu_bck_113 awu_bck_114 awu_bck_115 awu_bck_116
awu_bck_117 awu_bck_118 awu_bck_119 awu_bck_120 awu_bck_121 awu_bck_122
awu_bck_123 awu_bck_124 awu_bck_125 awu_bck_126 awu_bck_127 awu_bck_128
awu_bck_129 awu_bck_130 awu_bck_132 awu_bck_133 awu_bck_134 awu_bck_135
awu_bck_136 awu_bck_137 awu_bck_138 awu_bck_139 awu_bck_140 awu_bck_141
awu_bck_142 awu_bck_143 awu_bck_144 awu_bck_146 awu_bck_147 awu_bck_148
awu_bck_149 awu_bck_150 awu_bck_151 awu_bck_152 awu_bck_153 awu_bck_154
awu_bck_155

Table A.1.: Files used in the analysis of TUM93A.
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bck_002 bck_003 bck_004 bck_005 bck_006 bck_007 bck_008 bck_009 bck_010
bck_011 bck_012 bck_013 bck_014 bck_016 bck_017 bck_018 bck_019 bck_020
bck_021 bck_022 bck_024 bck_025 bck_026 bck_027 bck_028 bck_030 bck_031
bck_032 bck_034 bck_036 bck_037 bck_038 bck_039 bck_040 bck_041 bck_042
bck_043 bck_044 bck_045 bck_046 bck_047 bck_048 bck_049 bck_050 bck_051
bck_052 bck_054 bck_055 bck_056 bck_057 bck_058 bck_060 bck_061 bck_062
bck_066 bck_067 bck_069 bck_070 bck_071 bck_072 bck_073 bck_074 bck_077
bck_078 bck_079 bck_080 bck_081 bck_082 bck_083 bck_084 bck_085 bck_086
bck_087 bck_088 bck_089 bck_090 bck_091 bck_092 bck_093 bck_094 bck_095
bck_096 bck_097 bck_098 bck_099 bck_100 bck_101 bck_102 bck_103 bck_104
bck_105 bck_106 bck_107 bck_108 bck_109 bck_110 bck_111 bck_112 bck_113
bck_114 bck_115 bck_116 bck_119 bck_120 bck_121 bck_122 bck_123 bck_124
bck_125 bck_127 bck_128 bck_129 bck_130 bck_131
awu_bck_002 awu_bck_003 awu_bck_005 awu_bck_007 awu_bck_008 awu_bck_009
awu_bck_010 awu_bck_011 awu_bck_012 awu_bck_013 awu_bck_014 awu_bck_015
awu_bck_016 awu_bck_017 awu_bck_018 awu_bck_019 awu_bck_020 awu_bck_021
awu_bck_022 awu_bck_023 awu_bck_024 awu_bck_025 awu_bck_026 awu_bck_027
awu_bck_028 awu_bck_029 awu_bck_030 awu_bck_031 awu_bck_032 awu_bck_033
awu_bck_034 awu_bck_035 awu_bck_037 awu_bck_038 awu_bck_039 awu_bck_040
awu_bck_041 awu_bck_043 awu_bck_044 awu_bck_045 awu_bck_046 awu_bck_047
awu_bck_048 awu_bck_049 awu_bck_050 awu_bck_051 awu_bck_052 awu_bck_053
awu_bck_054 awu_bck_055 awu_bck_056 awu_bck_057 awu_bck_059 awu_bck_063
awu_bck_064 awu_bck_065 awu_bck_066 awu_bck_067 awu_bck_068 awu_bck_069
awu_bck_070 awu_bck_072 awu_bck_073 awu_bck_074 awu_bck_075 awu_bck_076
awu_bck_077 awu_bck_078 awu_bck_079 awu_bck_081 awu_bck_082 awu_bck_083
awu_bck_085 awu_bck_086 awu_bck_088 awu_bck_092 awu_bck_093 awu_bck_095
awu_bck_099 awu_bck_112 awu_bck_113 awu_bck_114 awu_bck_115 awu_bck_116
awu_bck_117 awu_bck_118 awu_bck_119 awu_bck_120 awu_bck_121 awu_bck_122
awu_bck_123 awu_bck_124 awu_bck_125 awu_bck_126 awu_bck_127 awu_bck_128
awu_bck_129 awu_bck_130 awu_bck_132 awu_bck_133 awu_bck_134 awu_bck_135
awu_bck_136 awu_bck_137 awu_bck_138 awu_bck_139 awu_bck_140 awu_bck_141
awu_bck_142 awu_bck_143 awu_bck_144 awu_bck_146 awu_bck_147 awu_bck_148
awu_bck_149 awu_bck_150 awu_bck_151 awu_bck_152 awu_bck_153 awu_bck_154
awu_bck_155

Table A.2.: Files used in the analysis of TUM93C.
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bck_002 bck_003 bck_004 bck_005 bck_006 bck_007 bck_008 bck_009 bck_010
bck_011 bck_012 bck_013 bck_014 bck_016 bck_017 bck_018 bck_019 bck_020
bck_021 bck_022 bck_024 bck_025 bck_026 bck_027 bck_028 bck_030 bck_031
bck_032 bck_034 bck_036 bck_037 bck_038 bck_039 bck_040 bck_041 bck_042
bck_043 bck_044 bck_045 bck_046 bck_047 bck_048 bck_049 bck_050 bck_051
bck_052 bck_054 bck_055 bck_056 bck_057 bck_058 bck_060 bck_061 bck_062
bck_066 bck_067 bck_069 bck_070 bck_071 bck_072 bck_073 bck_074 bck_077
bck_078 bck_079 bck_080 bck_081 bck_082 bck_084 bck_085 bck_086 bck_087
bck_088 bck_089 bck_090 bck_091 bck_092 bck_093 bck_095 bck_096 bck_097
bck_098 bck_099 bck_100 bck_101 bck_102 bck_104 bck_105 bck_106 bck_107
bck_108 bck_109 bck_110 bck_111 bck_112 bck_113 bck_114 bck_120 bck_121
bck_122 bck_123 bck_124 bck_125 bck_127 bck_128 bck_129 bck_130 bck_131
awu_bck_002 awu_bck_003 awu_bck_005 awu_bck_007 awu_bck_008 awu_bck_009
awu_bck_010 awu_bck_011 awu_bck_012 awu_bck_013 awu_bck_014 awu_bck_015
awu_bck_016 awu_bck_017 awu_bck_018 awu_bck_019 awu_bck_020 awu_bck_021
awu_bck_022 awu_bck_023 awu_bck_024 awu_bck_025 awu_bck_026 awu_bck_027
awu_bck_028 awu_bck_029 awu_bck_037 awu_bck_039 awu_bck_040 awu_bck_041
awu_bck_042 awu_bck_043 awu_bck_044 awu_bck_045 awu_bck_046 awu_bck_047
awu_bck_048 awu_bck_049 awu_bck_050 awu_bck_051 awu_bck_052 awu_bck_053
awu_bck_054 awu_bck_057 awu_bck_063 awu_bck_070 awu_bck_072 awu_bck_081
awu_bck_086 awu_bck_087 awu_bck_088 awu_bck_093 awu_bck_094

Table A.3.: Files used in the analysis of Comm1.
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bck_002 bck_003 bck_004 bck_005 bck_006 bck_007 bck_008 bck_009 bck_010
bck_011 bck_012 bck_013 bck_014 bck_016 bck_017 bck_018 bck_019 bck_020
bck_021 bck_022 bck_024 bck_025 bck_026 bck_027 bck_028 bck_030 bck_031
bck_032 bck_034 bck_036 bck_037 bck_038 bck_039 bck_040 bck_041 bck_042
bck_043 bck_044 bck_045 bck_046 bck_047 bck_048 bck_049 bck_050 bck_051
bck_052 bck_054 bck_055 bck_056 bck_057 bck_058 bck_060 bck_061 bck_062
bck_066 bck_067 bck_070 bck_071 bck_072 bck_073 bck_074 bck_077 bck_078
bck_079 bck_080 bck_081 bck_082 bck_083 bck_084 bck_085 bck_086 bck_087
bck_088 bck_089 bck_090 bck_091 bck_092 bck_093 bck_094 bck_095 bck_096
bck_097 bck_098 bck_099 bck_100 bck_101 bck_102 bck_103 bck_104 bck_105
bck_106 bck_107 bck_108 bck_109 bck_110 bck_111 bck_112 bck_113 bck_114
bck_119 bck_120 bck_121 bck_122 bck_123 bck_124 bck_125 bck_127 bck_128
bck_129 bck_130 bck_131
awu_bck_002 awu_bck_003 awu_bck_005 awu_bck_007 awu_bck_008 awu_bck_009
awu_bck_010 awu_bck_011 awu_bck_012 awu_bck_013 awu_bck_014 awu_bck_015
awu_bck_016 awu_bck_017 awu_bck_018 awu_bck_019 awu_bck_020 awu_bck_021
awu_bck_022 awu_bck_023 awu_bck_024 awu_bck_025 awu_bck_026 awu_bck_027
awu_bck_028 awu_bck_029 awu_bck_030 awu_bck_031 awu_bck_032 awu_bck_033
awu_bck_034 awu_bck_035 awu_bck_037 awu_bck_038 awu_bck_039 awu_bck_040
awu_bck_041 awu_bck_042 awu_bck_043 awu_bck_044 awu_bck_045 awu_bck_046
awu_bck_047 awu_bck_048 awu_bck_049 awu_bck_050 awu_bck_051 awu_bck_052
awu_bck_053 awu_bck_054 awu_bck_055 awu_bck_056 awu_bck_057 awu_bck_059
awu_bck_063 awu_bck_064 awu_bck_065 awu_bck_066 awu_bck_067 awu_bck_068
awu_bck_069 awu_bck_070 awu_bck_072 awu_bck_073 awu_bck_074 awu_bck_075
awu_bck_077 awu_bck_078 awu_bck_079 awu_bck_081 awu_bck_082 awu_bck_086
awu_bck_087 awu_bck_088 awu_bck_091 awu_bck_093 awu_bck_094 awu_bck_112
awu_bck_113 awu_bck_114 awu_bck_115 awu_bck_116 awu_bck_117 awu_bck_118
awu_bck_119 awu_bck_120 awu_bck_121 awu_bck_122 awu_bck_123 awu_bck_124
awu_bck_126 awu_bck_127 awu_bck_128 awu_bck_129 awu_bck_130 awu_bck_132
awu_bck_133 awu_bck_134 awu_bck_135 awu_bck_136 awu_bck_137 awu_bck_138
awu_bck_139 awu_bck_140 awu_bck_141 awu_bck_142 awu_bck_143 awu_bck_144
awu_bck_146 awu_bck_147 awu_bck_148 awu_bck_149 awu_bck_150 awu_bck_151
awu_bck_152 awu_bck_153 awu_bck_154 awu_bck_155

Table A.4.: Files used in the analysis of Comm2.
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