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Abstract

We consider the KPZ equation in 1 spatial dimension with noise that is rougher than
white by an exponent v > 1/4. Under a weak coupling limit, formally removing
the nonlinearity from the equation, we show using regularity structures that the
renormalised solutions converge to a Gaussian limit that is different from the solution
of the linear part of the equation. The regime of this effect has a nontrivial overlap
with the subcritical regime v < 1/2.
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1 Introduction

In this note we look at the 1+ 1-dimensional KPZ equation on the torus T = R/Z, but
with rougher than space-time white noise:

(0 — A)h = (9:h)* + D¢, h(0,z) = (x), (1.1)

where v > 0 and D = (27)~'(—~A)'/2, that is, D is the linear operator that acts in Fourier
space as multiplication by |k|. When v = 0, this is the classical KPZ equation, solved in
a very robust sense by Hairer [6], by what has since became the celebrated theory of
regularity structures [7]. For v < 1/4, (1.1) can still be solved by regularity structures
[11]. However, the exponent suggested by scaling is different: the equation is subcritical
for v < 1/2. Indeed, formally, if h solves (1.1) then using the scaling properties of D and
¢, we have that for any A > 0, h* defined by h*(t,z) = A\~ /2T7h(A\2t, \z) solves

(8 — AR = NV277(9,hN)? + D€

with another space-time white noise é . When v < 1/2, on small scales (that is, A — 0)
the nonlinearity vanishes, which is the informal notion of scaling subcriticality.

From the point of view of the theory of regularity structures of [7], the threshold 1/4
is where the so-called super-regularity condition [3, Def. 2.28] fails. The main difficulty
is that in the first steps of Picard’s iteration stochastic objects with infinite variance
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KPZ with rougher than white noise

arise, which can not be treated with the usual renormalisation that removes infinite
expectations. The same threshold appears and have different interpretation in the It6
solution theory of the stochastic heat equation driven by rough noise, formally obtained
by applying the Cole-Hopf transform u = e” to (1.1) [12, 5]. We are interested in the
regime v > 1/4, where the equation may even be subcritical (if v € (1/4,1/2)), but is
beyond the scope of the typical local solution theory provided by regularity structures.
As is already the case for the classical KPZ equation, (1.1) is ill-posed as written:
since even the solution to the linear equation is not differentiable, one can only expect
O.h to exist in a distributional sense, and distributions cannot be squared. This singular
product has to be renormalised by an infinite vertical shift of the interface, which
one can formulate via approximations as follows. Let p : R — R be a symmetric,
nonnegative, smooth function supported on the ball of radius 1/4 and integrating to
1. Define p°(r) = e p(e~1r), o°(t,x) = p° (t)p°(x), and & = ¢° * ¢. The domain of the
spatial convolution is understood to be the torus T = R/Z, as well as any other spatial
domain in the sequel, unless otherwise noted. Then [6, 11] considers the equation

(B — AVhE = (8,h%)2 — C5 + DV¢°,  he(0,2) =(z), z€T (1.2)

for v < 1/4 and ¢ € C%(T) for some § > 0, where C°¢ is a some suitable s-dependent
constant (counter-term), and show the convergence of the solutions h® as ¢ — 0 to a
nontrivial limit A, independent of p. Here and below, C* stands for the inhomogeneous
Holder-Besov space B, ., see e.g. [13, Sec. 3-4]. It is known that for a € (0,1) these
spaces coincide with the usual spaces of a-Holder continuous functions, which are
straightforward to interpret also for functions taking values in any metric space.

In this work, in the regime v > 1/4 we consider a different approximating equation:
(0, — AYhe =27 V2(9,h%)2 — C° + D¢, hE(0,z) = C(2) +(z).  (1.3)

The term (°, that modifies the initial condition, is defined and explained below. Note that
since v > 1/4, the factor £27~!/2 formally removes the nonlinearity from the equation in
the ¢ — 0 limit. For most subcritical equations this would simply result in h® converging
to the solution of the linear equation. Our result is that for v > 1/4, h® converges to the
solution of a different linear equation.

The function (° that appears in the initial condition is defined as

¢C(z) = / P(=s,z —y)D7E(s,y) ds dy,
(—00,0]xT

where P denotes the heat kernel. It is standard that for any « > 0, (* converges in
C'/2=7=%(T) in probability to a Gaussian random field ¢°. It is also easy to check that
the law of (¢ is stationary for the linear equation

(0 — A)X® = D¢, (1.4)

obtained by dropping the non-linearity and the counterterm. This stationarity is conve-
nient for the analysis, but we do not believe it to be essential, see Remark 2.3 below. On
the other hand, we do not expect the non-linear equation to have an explicit stationary
measure, or that it will be Gaussian.

Note furthermore that for each ¢ > 0 the solution h® to (1.3) exists for all times.
Indeed, by the usual Cole-Hopf transform, exp(e27~1/2h%) solves a linear equation with
smooth coefficients, hence exists for all times and stays strictly positive.

Theorem 1.1. Let x,7 > 0, § > 0, and let ¢ € C%(T). For any v > 1/4 there ex-
ists a nonzero constant c, , and a choice of constants C* such that h. — h in law in
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C([0,T); CO7(1/2=7)=+5(T)) as ¢ — 0, where h is the Gaussian process characterised by the
linear equation

(0 = M=y E+ D7 h(0,2) = ¢*(2) +9(x),
where 5 is a space-time white noise independent of §.

Remark 1.2. Another natural choice to tame the exploding variance is to put a vanishing
constant not in front of the nonlinearity, but rather in front of the noise. This very
question was addressed by [8] during the preparation of the present work, showing
(in the case v = 1) that with the correct prefactor in front of the noise, the solutions
converge in law to the solution of the classical (!) KPZ equation driven by the same noise
5 as above.

Theorem 1.1 will follow from Theorem 1.3 below. For the setup of the latter, we
introduce some notation. Set 5, = 2y — 1/2. Take a constant C{ and define the processes
X®and Y* as

Xe(t,x) = / P(t — s, —y)DVE (s, y) ds dy,
(—o00,t]xT

Vi) = [ Pl s - ) (0. X (500 — CF) d dy
[0,t]xT

Equivalently, they are solutions of the equations
(0 — A)XE® =D7¢e, X°(0,z) = (*(x), (1.5)
(0 — A)Y= = ((0,X°)2 - C5), Y*(0,2) =0, ‘
respectively. Then with C§5 = C¢ — £#7(C5, the remainder Z° = h* — X° — Y* satisfies
(0 — AV ZF = P (0, 25)% + 2659 (8,25) (0, XF) + 267 (0, Z°) (9, Y ¥)
+ 2670, X°)(0,Y°) +e(0,Y°)? = G5, Z°(0,2) = ¢(a).

Note that X°¢ is also meaningful for ¢ = 0: indeed, writing equivalently

(1.6)

Xe(ta) = DX () = D7 [ (o)t s - )elds,dy)
(—o00,t]xT
(here Py is the projection of P to the spatially zero mean functions, note that D7Py =
D7P), the natural limit of X¢ is X" = D7 X0, where

Xo(t,x) :/ Po(t — s,x — y)&(ds, dy).
(—o00,t]xT

As for YV, we instead define it as the solution of

Yolta) =y [ Pl sa - p)ilsg)dsdy,
[0,t]xT
where 5 is a space-time white noise independent of £ and ¢, , is a constant given by (2.3)
below.
The following then clearly implies Theorem 1.1.

Theorem 1.3. Lety>1/4, T >0,0<0 <0 <1/4, a €(0,1/2).

(a) Suppose that % (E(9,X¢)%(0,0) — Cf) — 0. Then (X°,Y¢) — (X°,Y%) ase — 0 in
law in C([0,T];C*~7(T)) x C([0,T];C*(T)).

(b) Lety € CY. Then there exists a choice of constants C{ satisfying the condition
of (a) and a choice of constants C§ such that Z¢ — Z ase — 0 in probability in
C([0,T);C%(T)), where Z is the solution of the heat equation with initial condition

Y.
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2 Proof of Theorem 1.3

2.1 Proof of (a)

Without loss of generality one may assume E(9,X¢)2(0,0) = C§. Also, it suffices to
show the convergence (X¢,Y¢) — (X% Y?) in law in (C([O,T],CC‘))Q. To do so, there are
two tasks to be done. First, one needs to show tightness of (X¢,Y*?) in (C([0,7], C“))2.

Second, one needs to identify the limit. This is actually more convenient to do on the
level of the right-hand sides of the equations that X* and Y solve: defining

(6°,6%) = (€767 ((0.X%)? — B2, X)?)),

it suffices to show that any finite dimensional marginal of any subsequential limit of
(&2, €°) coincides with that of (¢, €).

We start with the latter task. Since the claimed limit is Gaussian, it suffices to show
that for any two test functions ¢, p € C°(R x T) one has

= W) FE(p) T ) +E(p) = D ~ N(0,[[9]122 + 2 lll2e),

where c, , > 0is to be determined. Consider the Fourier transform in the spatial variable,
henceforth denoted by F(-) or . Without loss of generality one may assume that 1[) and ¢
have compact support in R x Z. Since ®° are centered random variables in the second
inhomogenous Wiener chaos, by the fourth moment theorem of Nualart and Peccati [14]
it suffices to check that the variance and the fourth moment of ¢ converge to those of
.

Concerning the variance, it is clear that E(¢°(1))2 — [|¢]|2. and that E(£5(¢)£% () =
0 by the orthogonality of the first and second homogeneous chaos. To show the conver-
gence of E(£5(¢))2, denote by ¢¢ the temporal convolution of ¢ with p°~ and recall that
(WE)ier = &((s,y) = L4 (s)e ™**¥) are complex standard Brownian motions that are
uncorrelated unless k + k' = 0 (here, for t < 0, we understand 10,4 := —10)- With this

notation one has .

@fwm:MWﬁw/ eI =R gy,

— 00

and therefore

E(@) == D" Lpmpolmll]|m]7 5 (0)p° (m) 2.1)
keZ l+m~+k=0
! 4 0 472 (t—u)m? 1
~E k — 7T — 4T —u)m m _ 1 . .
X/R@ (t, )<[m & aw! [me awy, k_087r2€2>dt

Note that the &£ = 0 term includes the renormalisation

t t
871_12£2 — E(/ 67471'2(t77”)f2 de/ 67471'2(t7u)m2 dW&n),

where £ +m = 0, £,m # 0. By Wick’s formula and the isometry of stochastic integrals
one has

(58 _ 2626“’ Z Z |€|2+2’Y‘m‘2+2’y ﬁ&(()pms(m)lg

kEZ L+m~+k=0

y@éﬁ@@&&—m

tAE 2 / 2 tAL! 2 ' 2
% / 67471' (t+t"—2r)e dT/ 6747r (t+t'—2u)m du dt dt’
— oo _

oo
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1
ca Y Y P

. . 2
P (0)pF (m)]
kEZ L+m+k=0

X//¢E(tvk)¢5(t',fk)e’4“2|t’t/|“2+m2)dtdt’
RJR

1 A 2
keZ L meeZ
L4+m—+ek=0
o—dmR =t | i
x//¢E(t,k)¢5(t',—k)€—2dtdt’, 2.2)
RJR

performing the change of variables ¢ — &/, m — em in the last step and using the
definition of 3, = 2y — 1/2. For any k consider the measures over R

Z |€‘2’y|m|2'y | |2 _4.,1-2‘7_|22+m2 62 + m2
(& &2

dr.
o2

pidr) = oo—

The total mass of uf converges to

1
2 = 7215(q)|* d 2.3
C’Y,p 1287—[-6/]R|q| |p(q)‘ Q7 ( )

which is finite since v > 1/4 and p is smooth. On the other hand, by virtue of e 17 < \x|‘N
for any N > 0, one easily sees that yg([a,b]) — 0 for any a > 0 or b < 0. Thus g — ¢ d.
Recalling that for our choice of ¢, the sum over k is finite, the limit in ¢ and the sum in k
is trivially interchangable, and thus from (2.2) one gets

m B(E () =2, 3 [ Joe k= el
kEZ

as desired.
We remark (for later use) that the total mass of g is in fact bounded uniformly in k,
g, since

[ITTGAPPATNE
wR) Se D0 e lpam)]” Se Y
L+m—+ek=0 VA

t|>m

< / 1g"7215(q) 2 da.
R

Therefore from (2.2) one has
BE)* S Y [ @ (0t~ de 5 el 2.4)
kEZ

Next we aim to show that
E(2°)" = E(®)" = 3(E(®)*)” = 3|[¢[|72 + 66 1] 72llel72 + 3¢5 Ll ol 72
Expanding the power
(D) = (£5(1))* +4(E°(1))*E () + 6(£7 ()2 (€ ())” + 4 (V) (E(9))® + (£ ()",

all but two terms are trivial: one has E(¢°(¢))* — 3||¢||7. from Gaussianity, as well
as E(& () (&(9))?) = E((6°(¥))3¢ () = 0 from the orthogonality of even and odd
homogeneous chaoses.

For the remaining two terms let us introduce some graphical notation for certain
random variables and their expectations. The diagrams contain vertices of three types

ECP 30 (2025), paper 34. https://www.imstat.org/ecp
Page 5/11


https://doi.org/10.1214/25-ECP675
https://imstat.org/journals-and-publications/electronic-communications-in-probability/

KPZ with rougher than white noise

(5, and -) and directed edges. Each vertex of type o and = is assigned a variable ¢t € R.
At vertices of type - we fix the corresponding variable to be 0. Furthermore, each edge is
directed and is assigned a variable k£ € Z, with the constraint that at each vertex of type
= the sum of the variables of all incoming edges equals the sum of the variables of all
outcoming edges (“conservation of momentum”). Each edge (directed from vertex v to
w) corresponds to a function g : R x Z — C that is evaluated at the k coordinate of the
edge and at the difference of the ¢ coordinates of vertex w and that of vertex v. There
are two types of edges: — corresponds to g(t, k) := e=4™ % 1,5 qik| k| 5 (k), while

corresponds to either g(t, k) = ¢¢(t, —k) or g(t, k) = 9 (t, —k). Crucially, the second type
of edge is nonzero only for ﬁnltely many k-s. Vertices o always have degree 1, and to them
is attached the stochastic integral dW}, where k is that of the unique edge connected to
that vertex. The value of a diagram is obtained by integrating/summing all the variables.

For example,

NN (VA N ol

EW =] Elp = - B (p)? =282

The reader is invited to compare the graphical representation of ga(gp) (middle drawing)
with its formula (2.1). Similarly, one can compare the last drawing with the first equality

in (2.2). Then by Wick’s formula
n
W, o

B((6°(1)*(€ (9))%) = 2% gt

The first term is simply E((£%(¢))?)E((§5())?), which converges to c2 [[¢[|2.]|¢]|2.. As
for the second diagram, notice that the sum over the k variable collapses to a finite sum.
This is due to the fact that ¢, ¢ have finitely many non-zero Fourier modes, and to the
conservation rule of momentum at vertices of the diagram. As for the integration on the
time variables in the diagram, recall that the function g associated to the lines decays
exponentially in the time difference between its endpoints, uniformly in €. From this fact,
one easily sees that the value of this diagram is £2#+ times a quantity uniformly bounded
in € and since 3, > 0 this diagram tends to zero.

Similarly, one has
4By 4By k3 ky

E(&(p)* = 12¢ + 48¢

The first term is simply 3(E(¢%(¢))?)2, which converges to 3c! |¢[1.. In the second
diagram we indicated the k variables of the edges, observe that once again the sum
over ki,..., k4 contains only finitely many terms (because ¢ has finite Fourier support).
It is clear that the momentum of one remaining edge, say ¢, uniquely determines all
the others because of conservation of momentum. Recalling the form of the functions
associated to the edges, it is easy to see that the second term above is upper bounded by
a constant times

1 1
4B Z| 03 ‘g|3(7+1) > & > 7

In fact, the term |¢ |8(7+1) comes from prefactors in the function g associated to the eight
lines of type — , the factor /~8 comes from the integrals with respect of the time variable
of the four black vertices not connected to a line and the factor ¢~ from the integral
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over the three time differences between the four vertices connected to a line. Since
the cut-off function p(¢) effectively restricts the sum to values |¢| < 71, it is easily seen
that the value of the term is of order ¢ and in particular tends to zero.

It remains to show tightness, which one may do component-wise. Let (x;);>—1 form
a smooth dyadic partition of unity: that is, x_; is smooth and supported on the ball of
radius 1, and yo is smooth and supported on the annulus between radii 1/2 and 2, for
alla € R and j > 1 one has y;(a) = x0(277a) and for all a € R, di>_1xj(a) = 1. We
denote A; f = F 71(Xj f ). One then has the following tighness criterion for random fields.
It follows from e.g. [13, Lem. 9-10], Nelson’s estimate, and Besov embeddings.

Lemma 2.1. Let k > 0 and (V®).¢(o,1) be a family of continuous random processes
indexed by t € [0,T] and x € T, such that they belong to the k-th nonhomogeneous
Wiener chaos. Suppose that there exist constants a > 0, b € R, and C' < oo such that for
all0 < s<t<Tandall j > —1 one has

2 ,
sup supE(Aj (VE(t,-) = Ve(s, ))(x)) < Ot — 5?2270, (2.5)
e€(0,1] z€T
Then for all k > 0, (V).c (0,1 is tight in C*~*([0, T];C*~*(T)).
The tightness of X¢ is very well-known, let us give the proof anyway. To show (2.5)
with V¢ = X¢, fix s,t,z, j, and consider the function

o(r,y) = 8 (Po(t —r,-) = Po(s —,-)) (z — y).
Then )
E(Aj (X(t,) — X=(s, '))(ﬂf)) =E(&(9)* = [6° xoll7> < lell7-

One writes (using the elementary inequalites e 4™ < ¢=2, ¢=47°% _ =47y < o= _ =V
for 0 < x <y, to save some space)

S

t
el 72 :/ HAJ‘PO(??—T")HQB(T) d?“+/ HAJ‘(Po(t—Ta')—790(3—7“,'))(')“%2@) dr

< /t > (k) e dr 4 / > (i k)Ze TR (1 — el 2y,

kEZ X keZ

Using that for any 6 > 0, e=* < 7% uniformly over z > 0 and that for any ¢ € [0, 1],
1 —e~® < 2% uniformly over x > 0, as well as the defining properties of X; one gets that
forany x >0

lollZa < [¢ = s]F|277073), (2.6)

Applying Lemma 2.1, with x small enough (both therein and in (2.6)) gives the required
bound.
Very similarly, the bound (2.6) holds for the function

o(r,y) = 1,504 (P(t —r,-)—P(s—r, ))(;v —y).
This and (2.4) implies (2.5) with V¢ = Y¢, which yields the tightness of Y*. O

2.2 A short recap of regularity structures

We first provide a very brief recap of some of the main concepts in the theory
of regularity structures introduced in [7]. By no means do we (or can we) aim for
completeness, but hopefully this recap helps the reader to follow the high level strategy.

Consider a family of noises (in our case, n° := (2/382=5D7¢¢). Consider a family
of equations (in our case (2.7) below) driven by one of these noises, involving a set of
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parameters (in our case C below). One writes a single analogous equation (in our case
(2.9) below) for functions that take values in a so-called regularity structure 7. The
parameters do not appear in the abstract equation.

The set 7 is a vector space whose basis elements can be represented as the linear
span of a finite family of rooted trees, where leafs (in symbol: =) represent the noises,
and edges (in symbol: Z or 7’) represent convolution with a kernel K or its spatial
derivative. Here K is essentially the heat kernel, modulo to a convenient truncation. A
model IT is a linear map from 7 to the space of distributions (for us, actually always to
smooth functions) that makes this representation precise in that II(Z) = n° for some
e €[0,1] and II(Z7) = K = II(7) for any 7 € 7 such that Zr € 7. For each model there is
map R that maps (sufficiently nice) 7 -valued functions to real-valued ones. The abstract
equation is built from this map, and crucially, both R and the (unique) solution of the
equation is a continuous function of II, equipped with an appropriate metric.

If ¢ > 0 and the model further satisfies II(77) = (IL7)(II7) (in terms of trees, the
multiplication means joining them at the root), this model is called the canonical model.
The canonical model has the property that the R of the solution of the abstract equation
is the solution of the equation one started with, driven by n* and C=o0.

Unfortunately, the canonical models typically do not converge as € — 0. The so-called
BPHZ models are built from algebraic deformations of the canonical models, that have
two very nice properties: they do converge as ¢ — 0, and the R of the solution of the
abstract equations still satisfies an equation of the kind that one started with, but with a
different choice of parameters C. Typically the deformation of the parameters diverge
as € — 0, this is the source of renormalisation. By the convergence of the BPHZ models
as € — 0, by the continuity of the solution map and R, one obtains the convergence of
the solutions of the renormalised equations as ¢ — 0.

2.3 Proof of (b)

The goal of the present section is to verify that the equation for the remainder Z¢
falls in the scope of the black box solution theory of regularity structures developed
in [7, 3, 2, 1]. In the spirit of [4] (see Eqgs. (1.12)-(1.15) therein and the surrounding
discussion), if the multiplication with powers of ¢ falls on a noise, one can view this as if
the driving noise were more regular (without introducing any further operators like £ in
[10]). This is made precise in Proposition 2.2 below. With this improved homogeneity
assignment the super-regularity assumption of [3], that failed for the original equation
(1.1), is satisfied.

In principle the larger « is, the easier the problem becomes, but since larger v changes
some power counting arguments slightly, we replace it in the regularity structure by
Yo = v A 1. Take x > 0, which will be chosen to be sufficiently small. Set

f= =32 = 50— 35+ (2/3)B,0.

Take a smooth Gaussian noise 1 with regularity 4 (in a sense made precise below).
Assume that

(= [ Plse—yulsdsdy € CHT)
(—00,0]xT

Take a parameter ¢ € R®. The noise 7 (more precisely, its law) and ¢ determines a certain
renormalisation constant C' € R?, also detailed below. Consider the system of equations

(8t ) =1, X(071') = 67
(0 — A)Y = (8. X)* - Cy, Y(0,2) =0, 29
(8 — ANV Z = c1(0:2)? + 2¢2(0, 2) (0. X) + 2c3(0a 2)(8,Y) '
+2¢4(8, X)(0,Y) + ¢5(8,Y)? — Oy, Z(0,z) = ().
ECP 30 (2025), paper 34. https://www.imstat.org/ecp
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When emphasizing the dependence on 7 and ¢, we write X (1), Y (1), Z(n,¢), C(n,¢). The
sketch of the proof is as follows. Below we invoke the theory of regularlty structures to
verify that if the renormalisation constant C is defined appropriately, then 7 is continuous
in both coordinates (so are X and Y, but that is easy to see without any deep theory).
Set, for any ¢ € [0, 1]

778 — 5(2/3)57_KD758, = (E,BW’5(1/3)[3ﬂ,+n78(2/3),6’41-&-2&753K7E(1/3)[3w+4r€). (2.8)

Clearly, X (°) = £(/3B~+=r X Furthermore, if we take C¢ = ¢~ (/3825 (1) in (1.5),
one also has }7(775) = ¢(1/3)B:=2ry= 1t will of course have to be verified that this choice of
(7T satisfies the condition of Theorem 1.3 (a). Finally, if in (1.6) one takes C'5 = Cy (n°, ),
then Z¢ = Z(n®,¢*). Using the aforementioned continuity, Z(n,¢) — Z(0,0) = Z as
claimed.

The system (2.7) can be formulated via the regularity structure in [11]: Indeed, the
nonlinearities are inherited from the KPZ equation and the regularity of the noise is
@ > —7/4 if k is small enough. In particular, in this regularity structure the super-
regularity condition [3, Def. 2.28] (see also the second condition in [9, Asn. 2.31]) is
satisfied.

The construction of models for regularity structures is established in far-reaching
generality in [3]. We also invoke [9], which gives a new proof of the main results of [3],
and which, more importantly for us, does not assume the singularity of the covariance
of the noise to have its singularity located only at the space-time origin. This is useful
in our setting, where the singularity is located on the whole line {t = 0}. Following the
notation in [9, Def. 2.24], denote scal := —y — x + (2/3)3,,. Denote also by H7, (R x T)
the Bessel potential spaces with parabolic scaling equipped with the obvious norm.

Proposition 2.2. There exist constants (c:).¢(o,1) wWith c. — 0 such that for all € (0, 1]
the Cameron-Martin norm | - |. of n° satisfies

| le < cell * [l acar @xm) -

par

Proof. Decomposing ¢ into 1-dimensional white noises £ = & ® &, one has the decompo-
2

sition 7° = (p° *&)® (5(2/3)37_“D7p5 *&r), and therefore the Cameron-Martin space also

tensorises. Since scal + x < 0, one has L?(R) ® H5**(T) c Hsl+#(R x T). Trivially,

par
the Cameron-Martin norm of (p82 x &) is controlled by the L?(R) norm. So it suffices to
show that the map f — (2/3)%v=% D7 p® x f is uniformly bounded from L?(T) to H5**(T).
This simply follows from v, < v and the inequality £(2/3)%v—%5% (k) < |k|~(2/3)B+x, O

By the proposition, the noises 7° satisfy the spectral gap inequality condition [9,
Def. 2.20] (see also [9, Rem. 2.22]) with exponent scal, uniformly in ¢ (in fact, with
vanishing constant). Since 0 > scal > u + 3/2, the first condition in [9, Asn. 2.31] is also
satisfied.

The main results of [3, 9] then imply that (with a fixed spatially symmetric truncation
K of the heat kernel as in [7, Sec. 5]) the BPHZ lifts ITI° of 7° converge in probability
in the natural topology of models (see [7, Eq. (2.17)]) to a model I1°. In fact, II° is the
trivial model that is identically 0 on the non-polynomial part of the regularity structure
but we do not use anything from the limit other than that it exists.

For any of admissible model one can formulate the abstract counterpart of (2.7):

X=P@E)+
Y =P((0, X> )
7 = P(e1(0:2)* +263(0:2) (0.X) + 2¢5(0.2)(0.Y) (2.9)
+204(0,X)(0,Y) + 05((%57)2) + 0,
ECP 30 (2025), paper 34. https://www.imstat.org/ecp
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where P is the abstract heat semigroup (in which for convenience we understood
“everything” to be included: the multiplication with indicator of positive times, the
abstract convolution with K, and the convolution with the smooth remainder, see [7,
Sec. 7.11), E and ¥ are the Taylor lifts of the functions ¢,z — (P(t,-) * )(z) with the
choices ¢ = f and ¢ = v, respectively. Deriviation and multiplication are all understood
in the abstract sense. For any model (2.9) has a unique solution

(X»Y/’ Z) e Doo,u—&-Z—n % D0072u+4—3f€ % DQ—K,,Q.

By the main results of [7] these solutions are continuous both with respect to the
model and with respect to c. So by making the choice (2.8) and then taking the corre-
sponding BPHZ model, the resulting solutions (X¢,Y*<, Z¢) converge as ¢ — 0. By the
continuity of reconstruction operator R, the same holds for R(f( c }75, Z €). Since ¥ =0
(see (2.8)), one has Z° = ¥ and thus RZ° = Z.

It remains to verify that R(XE,)}E,ZE) solves (2.7) and therefore coincides with
(X = ve, Za). In the equation for RX¢ there is no renormalisation so there is nothing
to discuss. The equation for RY* is easily seen to be renormalised by the constant
C1(n°) = E(0, K *n°)?. The constant C5 := e~ (1/3)5++25¢C () then satisfies the condition
in (a): indeed, this is equivalent to saying that

P (E(0, Py * DV€%)? — E(0,K * DVEF)?) — 0,

which one can verify by observing that the difference of the two expectations above is
bounded by £(1=""0=%_ The fact that the equation for RZ¢ is also renormalised by a
constant (as opposed to further functionals of the solution) is essentially verified in [11].
One can also see this by noting that all trees in the regularity structure on which the
BPHZ renormalisation character does not vanish belong to 7y, the set of binary trees
without polynomial decorations. Indeed, any tree with negative homogeneity that does
not belong to Ty has either exactly one vertex with one outgoing edge or exactly one
vertex with a polynomial decoration, both of which yield vanishing renormalisation due
to the spatial antisymmetry of the functions 9, K (t,z) and z (see [8, Prop. 2.3] for a
similar argument in the context of Remark 1.2). That the renormalisation function T[]
for quadratic F' and 7 € Tj is constant follows immediately from the definition of [1,
Eq. (2.12)]. Therefore the equation for R Z¢ is indeed renormalised by a constant, which
we then denote by C,. With this choice of (' in (2.7), one has indeed R(XE, Ye, ZE) =
(X2, V%, 29).

This finishes the proof, with the caveat that the convergence Z¢ = Z¢ = RZ® —
RZ° = Z obtained from [7] is local in time. The fact that this convergence also holds
globally in time follows from the fact that we a priori know that both Z¢ and Z belong to
C([0,T],C%(T)) a.s. O
Remark 2.3. It also follows from the theory of regularity structures that Z¢ depends
continuously on ¢, uniformly in e. In particular, in the case v < 1/2 one can simply reverse
the modification of the initial condition by considering (1.6) starting from Z¢(0,z) =
¥(x) — (¢(x) instead, since (¢ converges in a space of functions with a positive Holder
exponent. In the v > 1/2 case, ¥ — (¢ is no longer an admissible initial condition for Z°.
Nevertheless we expect that by enlarging the system of equations with the free solution
of the heat equation starting from v — (%, it is still possible to reverse the modification of
the initial condition. To avoid tedious computations, we do not pursue this.
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