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Abstract
We present a novel framework for quantifying radial impurity transport in the pedestal of
ASDEX Upgrade (AUG) discharges. Our method is based on charge-exchange recombination
spectroscopy measurements of line radiation from multiple impurity charge states, each along a
radially distributed line-of-sight array in steady-state plasmas. Inverse inference based on the
diffusive-convective transport solver Aurora combined with a synthetic diagnostic enables us to
separate diffusive and convective transport contributions and to derive the impurity density and
charge state distribution profiles. Robust uncertainty quantification is provided as the full
probability distribution of the parameters is obtained according to Bayesian statistics with the
use of a nested sampling algorithm. The approach allows for a high radial resolution and data
quality due to the steady-state plasma, but requires data from multiple impurity charge states. It
is, therefore, particularly suitable for impurity transport studies in the region of steep edge
gradients. In this paper, we present thorough tests of the method based on synthetic data.
Furthermore, we show an application to AUG measurement data, inferring the pedestal neon
transport in the quasi-continuous exhaust (QCE) regime without large edge-localized modes.
The comparison of the transport result with neoclassical simulations shows a clear contribution
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of turbulent diffusion in the QCE pedestal. This supports the hypothesis of additional transport
associated with the predicted high-n ballooning-unstable region and the observed quasi-
coherent mode.

Keywords: ASDEX Upgrade, impurity transport, pedestal, charge-exchange spectroscopy,
Bayesian inference, nested sampling, QCE regime

(Some figures may appear in colour only in the online journal)

1. Introduction

Understanding the radial impurity transport in reactor-relevant
confinement regimes is essential for predicting and tailoring
the energy confinement and power exhaust properties of future
tokamaks. Together with ionization and recombination pro-
cesses, transport determines the impurity density, the charge
state distribution, and thus the radiation efficiency through-
out the plasma. Whereas only small impurity concentrations
are tolerable in the core to minimize radiative energy losses
(especially due to high-Z impurities such asW eroded from the
wall) and fuel dilution, the plasma edge of a reactor is likely
to require targeted impurity seeding (e.g. of Xe, Kr, Ar, Ne
or N2) to protect the vessel via radiative cooling and divertor
detachment [1, 2].

Of particular importance for the integration of these object-
ives is the core-edge connecting pedestal region. In the high-
confinement regime (H-mode) with type-I edge-localized
modes (ELMs), a transport barrier suppresses turbulence at
the plasma edge [3] and the pedestal impurity transport in
inter-ELM phases has been observed to be close to the neo-
classical, i.e. collisional, level [4]. But little is known in this
respect about the various potentially reactor-relevant ELM-
free, ELM-suppressed and small-ELM regimes, such as the
quasi-continuous exhaust (QCE) regime, described in [5].
They differ in the MHD and turbulent instabilities present [6],
which increase the transport sufficiently to keep their pedes-
tals away from the peeling-ballooning boundary and may also
impact the impurity transport. Experimental quantification of
the impurity transport in these regimes is necessary to scale
them to larger tokamaks with different pedestal kinetic pro-
files. For example, it is expected for ITER [7], and has been
demonstrated in high heating power JET plasmas [8], that lar-
ger pedestal ion temperature gradients than typical in current
devices can reverse the direction of the neoclassical convection
to an outward drift. As predictions must take such effects into
account, they cannot be based on simple assessments, e.g. of
impurity density profiles or confinement times. Rather, they
require analyses of the underlying transport mechanisms in
the common terms of diffusion and convection coefficients (D
and v) [9, 10], and their separation into collisional and turbu-
lent contributions via comparison with neoclassical transport
modeling. However, the inference task is difficult in the pedes-
tal due to the steep gradients, requiringwell aligned, high qual-
ity, and radially dense data, due to the presence of non-fully
stripped impurity charge states, calling for accurate atomic
ionization and recombination data, and due to the closeness

to the scrape-off-layer (SOL), where impurity densities have
complex 3-D distributions.

If the total impurity density profile summed over all charge
states can be measured, the transport coefficient profiles, when
assumed equal for all prevailing charge states, can be directly
assessed based on the flux-gradient relation, as, for example,
in [11, 12]. This technique uses intentional perturbation of the
impurity content, e.g. by laser-blow-off (LBO), pellet injec-
tion, gas puff or ICRF heating modulation, and observation
of the subsequent equilibration of the total impurity dens-
ity. However, it is mostly applicable for fully stripped low-Z
impurities in the core, whereas at the plasma edge and for high-
Z impurities, total impurity density measurements are difficult
and studies using the flux-gradient method require assump-
tions or modeling of the charge state distribution, as, for
example, in [13]. Alternatively, additional diagnostics, such
as tomographic inversion of soft x-ray (SXR) spectroscopy,
are often used to constrain D and v in the system of trans-
port equations for the charge state densities, as, for example, in
[14, 15].

A more straightforward approach can be used if density
profiles of ⩾2 different impurity charge states can be meas-
ured, best with charge-exchange recombination spectroscopy
(CXRS), in a steady-state plasmawithout impuritymodulation
[16, 17]. The system of transport equations coupled via ioniz-
ation and recombination processes is simplified by the steady-
state condition such that data of two charge states is sufficient
to determine D and v in the confined plasma without impurity
sources. This approach has rarely been used due to the specific
diagnostic requirements and because it is not well applicable
in the core as it requires the presence of multiple measurable
charge states. It is, however, particularly advantageous for the
steep edge gradient region as it allows data to be averaged in
time. Thus, the data quality can be improvedwith neutral beam
injection (NBI) dips, i.e. short off periods, for passive spectra
subtraction and the radial resolution can be enhanced using
radial plasma sweeps as in [18]. Furthermore, the trace limit
condition, which is important to assume unaltered transport in
experiments with time evolving impurity concentration, is not
imposed, allowing higher impurity content to yield better sig-
nals. The required steady-state condition is easily fulfilled in
most scenarios with small or no ELMs.

Studies relying on the coupled system of transport
equations as forward model mapping from parameter space
to data space deal with a complex non-linear inverse
problem. Many previous analyses used χ2 fitting tech-
niques, e.g. with Levenberg–Marquardt minimization, see, for
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example, [16, 19, 20], which are unable to deal with non-
Gaussian error statistics and potential multimodality. A more
robust uncertainty quantification is reached when inferring the
full probability distribution of the parameters according to
Bayesian statistics, but this significantly increases the com-
putational demand [21]. To this end, the Aurora code [22,
23] was developed, based on the numerical impurity trans-
port solver STRAHL [24], to optimize the runtime of the
forward model. Moreover, specifically for the steady-state
case, an analytical forward model was developed in [17]
and is included in the Aurora package. In addition, a new
module ‘ImpRad’ for Bayesian impurity transport inferences
was implemented within the One Modeling Framework for
Integrated Tasks (OMFIT) [25]. It entails the nested sampling
[26, 27] algorithm MultiNest [28, 29], which is capable of
handling non-differentiable models and multimodality. First
applications can be found in [30–33].

In this work, we present a novel framework for infer-
ences of radial D and v profiles in the pedestal of ASDEX
Upgrade (AUG) discharges, using CXRS data of multiple
charge states in stationary plasmas without impurity modula-
tion. The framework builds on the AUG CXRS system and
previous work on Bayesian impurity transport inference as
detailed above. In particular, the diagnostic setup was refined
and the ‘ImpRad’ module was extended to handle the steady-
state AUGdata.Moreover, special effort was put into the selec-
tion of suitable free parameter sets, prior distribution and data
likelihood definitions, and the Bayesian sampler settings to
analyze the specific data set. The details of the framework,
i.e. the diagnostic setup, the forward model and the inverse
inference procedure, are introduced in section 2. Thereafter, in
section 3, we show tests with realistic synthetic data, in partic-
ular assessing the parameterization of theD and v profiles, and
the impact of potential data perturbations and model errors.

Finally, in section 4, we present an application to AUG
measurement data with an analysis of Ne transport in the
pedestal of a QCE discharge. The QCE regime has small—
previously labeled as type-II—ELM activity and does not
show impurity accumulation in AUG [34]. Our finding of dif-
fusion well above the neoclassical level supports the hypo-
thesis of additional impurity transport in the QCE pedes-
tal, which may be connected to the high-n ballooning-like
instability [35] and the observed quasi-coherent mode (QCM)
[36, 37] at the pedestal foot.

2. Inference framework

2.1. General principle

The continuity equation for the impurity density nI,Z of each
charge state Z is

∂nI,Z
∂t

=−∇ · Γ⃗I,Z+QI,Z, (2.1)

with the impurity flux density Γ⃗I,Z and the source term QI,Z.
The latter is determined by ionization and recombination

processes from neighboring charge states, yielding a coupled
system of equations.

To obtain equations for flux surface averaged radial impur-
ity transport, we use the radial coordinate

r=

√
V

2π2Raxis
, (2.2)

for the flux surface enclosing the volume V, where Raxis is the
major radius of the magnetic axis. The impurity distribution
is assumed to be poloidally symmetric, such that nI,Z and QI,Z

are approximately constant on a flux surface. Impurities with
rather low charge and mass, as they are used with this frame-
work, e.g. Ne or Ar, are indeed less prone to asymmetries due
to the centrifugal force, but some asymmetries due mainly to
friction remain as was shown in [38]. However, they are not
included as they are not measured. Further, the radial impurity
flux density ΓrI,Z is parameterized by the diffusion and con-
vection coefficients D and v, which are flux surface averaged
over their poloidal variations due to the varying magnetic field
strength. Thus,

ΓrI,Z =−D∂nI,Z
∂r

+ vnI,Z, (2.3)

such that the flux surface averaged transport equation reads

∂nI,Z
∂t

=
1
r
∂

∂r
r

(
D
∂nI,Z
∂r

− vnI,Z

)
+QI,Z. (2.4)

The system of radial equations can be solved numerically for
all impurity charge state densities with 1.5-D impurity trans-
port solvers, such as STRAHL [24] or Aurora [22, 23]. They
require D, v, the magnetic equilibrium and kinetic profiles of
the plasma, the atomic rates for relevant ionization and recom-
bination processes, and a model for SOL impurity sources and
losses as inputs.

For an inverse inference of D and v, additional informa-
tion on the impurity densities is required. In the case of a
steady-state plasma, the knowledge of the density profiles of
⩾2 charge states reduces the number of unknowns to less than
the number of equations. This is based on the assumption of
equal D and v for all charge states, which is justified if charge
states with similar Z prevail. Yet, the system of equations is
non-linear and includes additional unknowns, in particular the
sources of the neutral impurity and of thermal neutral deu-
terium in the SOL, which involve recycling and are difficult to
measure. For these reasons, complex non-Gaussian error stat-
istics as well as multimodality can occur. Thus, it is benefi-
cial to infer the full probability distribution of the parameters
according to Bayesian statistics, i.e.

p(P|D,M) =
p(D|P,M)p(P|M)´
p(D|P,M)p(P|M)dP

∝ p(D|P,M)p(P|M) . (2.5)

Here, p(P|D,M) is the posterior probability for a parameter
setP given the dataD and the modelM. According to Bayes’

3



Nucl. Fusion 65 (2025) 056010 T. Gleiter et al

Figure 1. Schematic of the inference framework, as described in section 2. The plasma equilibrium, which is needed for all parts of the
inference framework, is obtained from routinely written EQH/EQI shotfiles. They contain the output of CLISTE runs based on magnetic
data.

theorem it is proportional to the product of the data likeli-
hood p(D|P,M) with the prior probability of the parameter
set p(P|M), which is assigned according to previous know-
ledge, e.g. physical reasoning. Since an analytical calculation
is not possible, the posterior distribution must be sampled. Our
sampling method is presented in section 2.4.

The impurity densities of multiple charge states are
obtained with the CXRS diagnostic, using a radial array of
toroidally looking lines-of-sight (LOS). Line radiance of an
impurity X is observed after charge exchange (CX) with neut-
ral deuterium D0

NBI from the NBI when the electron decays
from the initial excited state, i.e.

D0
NBI+XZ+ CX→ D+

NBI+X(Z−1)+∗

→ D+
NBI+X(Z−1)++hν. (2.6)

The light captured by each LOS is given by the integration
along the intersection region of LOS and neutral beam,

LCXline,LOS

=
hν
4π

∑
n

∑
j

ˆ
LOS

nI,ZnD0
NBI,n,j

⟨σCXline,n,jvj⟩eff dl, (2.7)

where nD0
NBI,n,j

are the densities of the NBI neutrals with velo-
city components j and excitation states n, and ⟨σCXline,n,jvj⟩eff
are the effective CX emission rate coefficients. The CX cross
sections σCXline,n,j are a function of the relative velocity vj
between the colliding species, and ⟨⟩ signifies the integration
over the velocity distributions of the species. Thus, the impur-
ity emission observed with CXRS is directly related to the
impurity densities. In addition to the impurity transport solver,

the above equation is included as a synthetic diagnostic in
the forward model M mapping from parameter space to data
space. The neutral beam density is calculated with a beam
attenuation code and a beam shape model, and the effective
CX emission rate coefficients are retrieved from atomic data.

Figure 1 shows an overview of the inference framework.
The diagnostic setup, the forward model including the syn-
thetic diagnostic, and the inverse inference are specified in
more detail in sections 2.2, 2.3 and 2.4, respectively.

2.2. CXRS diagnostic setup

Figure 2 shows a schematic of the diagnostic setup. The trans-
port analyses in this work focus on Ne, although the frame-
work can, in principle, be applied to other impurities, e.g. Ar
or N2, as well. Ne is advantageous due to its moderate atomic
number (10), which is high enough to have significant dens-
ities of non-fully stripped ions throughout the pedestal, in
particular the He- and H-like charge states, but low enough
to provide good interpretability of the CXRS signal due to
known effective CX emission rate coefficients. The experi-
mental setup is similar to the one in [16], which also uses the
AUGCXRS system to measure multiple Ne charge states. Due
to the CX-reaction that induces the observed line radiation,
stated in equation (2.6), the density of the NeZ+ charge state,
with which we will further refer to the data, is represented by
the radiance of a Ne(Z−1)+ transition. The spectral lines used
to provide information about the Ne10+, Ne9+ and Ne8+ dens-
ities are NeX n = 11→10 at 524.88nm, NeIX n = 14→12 at
610.44nm and NeVIII n = 10→9 at 606.82nm. Additional
CX-lines (NeVIII n = 13→11 at 606.41nm and carbon CVI
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Figure 2. Schematic of the diagnostic setup, as described in section 2.2. The top-down view of a torus segment shows the toroidally looking
LOS of the core and edge CXRS systems (dark green), from their intersection points with beam 3 of NBI box 1 in sector 16 (blue) to the
respective optical heads. The plasma is indicated by the magnetic axis and separatrix (orange). The LOS of each optical head are alternately
imaged onto 2 spectrometers, which observe spectral lines that contain information on the densities of the 3 charge states 10+, 9+ and 8+
of the puffed Ne impurity. Beam 3 is most perpendicular to the LOS, all other beams from box 1 are turned off. NBI dips and radial plasma
sweeps are applied to improve the data quality.

n = 8→7 at 529.0nm), which are not used, are also visible in
the spectra. The steady-state approach with constant impurity
densities supports a high data quality as it allows us to average
data in time, to do NBI dips for subtraction of passive con-
tributions to the spectra and to do radial plasma sweeps for
measurements at more radial positions.

The evaluation of the spectral lines is illustrated in figure 3.
It shows that even in the case where there are many passive
lines around the active lines, cleaned spectra containing only
the CX-lines can be retrieved. Fitting these with a Levenberg-
Marquart minimization, the temperature, the toroidal velocity
and the radiances can be obtained from the broadening, shift
and intensities of the spectral lines. The fits are based on pre-
calculated line shapes on a logarithmic temperature grid that
can be interpolated. Doppler broadening, instrument function,
Zeeman effect due to the B-field, and fine structure splitting are
included in this computation. Since the signal-to-noise ratio is
better for the Ne10+ data in the core and for the Ne8+ andNe9+

data in the edge, the temperature fits of the other CX-lines
are constrained to the fitted temperatures of these CX-lines
±100eV in the core and edge CXRS systems, respectively.
This ensures that all spectral line fits have approximately the
same temperatures at the same radial positions.

The Ne8+ CX-line can hardly be distinguished from the
equivalent O8+ CX-line since the Doppler broadening differs
only by 10% [16]. However, also the effective CX emission
rates of these spectral lines are approximately the same as the
atoms are Rydberg-like for the high principal quantum num-
ber (14) into which the CX takes place. Thus, the impurity
density information retrieved according to equation (2.7) from
the combined Ne8+ + O8+ spectral line when assuming Ne8+

rates can be attributed to the sum of the Ne8+ and O8+ dens-
ities. Therefore, the impurity transport solver in the forward
model is additionally run for oxygen and the summed densities

are compared to the radiance data using the Ne8+ effective CX
emission rates.

2.3. Forward model

In the following, the details of the forward model as sketched
in figure 1 are presented.

2.3.1. Plasma background. Information on the background
plasma profiles is important for the many atomic processes
involved in the forward model and thus of particular relevance
for the inference approach based on data from multiple charge
states. Furthermore, comparative theoretical transport simula-
tions, e.g. of neoclassical transport, also rely heavily on the
kinetic profiles. However, accurately capturing the profiles in
the steep gradient region of the pedestal is challenging.

2.3.1.1. Main ion and electron background. The electron
density ne and temperature Te and the ion temperature Ti are
fitted by an exponential cubic spline interpolation with manu-
ally selected spline knot positions. These fits are done with a
simple χ2 minimization. Their high accuracy could possibly
be further improved using variable spline knot positions, as
introduced for the analyses of the transport coefficient profiles
in section 2.4. A similar Bayesian uncertainty quantification is
however of limited use in this case, since including kinetic pro-
file uncertainties in the transport coefficient inferences adds
significant complexity.

The Ti fits are based on the temperatures obtained from
the Ne CXRS measurements, which ensures good alignment
with the impurity radiance data. The assumption of equal main
ion and impurity temperatures is justified by the fact that the
thermal equilibration is fast compared to transport time scales
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Figure 3. Example of the evaluation of the observed spectra. The
steady-state condition allows us to average spectra in time (top),
subsequently, the passive spectra measured during the phases
without NBI are subtracted (middle), and finally, the spectral lines
are fitted taking the fine structure and Zeeman splitting into account
(bottom).

[39]. We use the fits of the CX-lines with better signal-to-noise
ratio in the core and edge respectively (cf section 2.2) and
assign them to their emissivity-weighted mean radial position.
Both the Te and ne fits use Thomson scattering data. For the
Te fit, the electron cyclotron emission (ECE) diagnostic can
be used in addition, but the data are neglected outside an indi-
vidually determined radial position, as they can suffer from
ECE shine through in regions with small optical depth at the
plasma edge. For the ne fit, line-integrated density measure-
ments from deuterium cyanide laser interferometry (DCN) are
additionally used. Where good integrated data analysis (IDA)
[40] profiles are available, they are used in the core, but the
pedestal profiles are obtained directly from the diagnostic data.
The edge diagnostics are shifted such that Te is 100eV at the
separatrix, since it is known to be in the range 80–120 eV at
AUG [4]. This shift is done equally in Te and ne to ensure good
alignment.

2.3.1.2. Thermal neutral deuterium. It was first shown in
[16] and confirmed in [22, 32] that recombination due to CX
of impurity ions with recycling thermal neutral deuterium con-
tributes significantly to the charge state balance at the plasma
edge. It was also shown in [16] that although the CX processes
may be local, this effect mostly acts globally on flux surfaces
due to slow enough impurity reionization.

The flux surface averaged thermal neutral deuterium dens-
ity nD0 and temperature TD0 are calculated with KN1D [41], a
1-D kinetic transport code for atomic andmolecular hydrogen,
in the KN1D OMFIT module. KN1D requires as inputs some
simple SOL geometry specifications, similar to the Aurora
SOL model (cf section 2.3.2), the electron and main ion back-
ground profiles as specified above, and themidplanemolecular
neutral pressure as is obtained from a pressure gauge.

However, merely the profile shape, but no absolute dens-
ities nD0 can be obtained, since the recycling source at the
edge is unknown. Therefore, an additional scalar parameter
is introduced for the absolute density at the separatrix nD0,sep.
Moreover, reflected particles can have other starting energies
at the edge than the room temperature assumed in KN1D,
which could impact the profile shape. However, the effect
is estimated to be small based on the calculations presented
in [16].

2.3.1.3. Impurity content. The beam attenuation calcula-
tion in the synthetic diagnostic includes collisions with impur-
ities, which necessitates an estimate of the impurity con-
tent. Furthermore, the effective CX emission rate coefficients
depend on the effective plasma charge Zeff. At AUG, Zeff is
routinely determined via integrated data analysis [42] based
on the bremsstrahlung background seen in the CXRS dia-
gnostic. For the beam attenuation calculation, a fully stripped
nitrogen density nN is estimated as proxy for the impurity con-
tent such that Zeff is matched together with the corresponding
main ion density nD+ .

2.3.2. Impurity transport solver. The forward model is
based on the impurity transport solver Aurora [22, 23],
which solves the system of transport equations, given in
equation (2.4), for all charge states. It thus returns the charge
state density profiles of the impurity when provided with dif-
fusion and convection profiles. As additional inputs, it requires
themagnetic equilibrium, the kinetic profiles Ti, Te, ne, nD0 and
TD0 , the rates for all relevant atomic processes affecting the
charge state balance, and assumptions on the impurity sources
and losses in the SOL.

2.3.2.1. Ionization & recombination rates. The source term
in equation (2.4) is due to ionization and recombination pro-
cesses from neighboring charge states, i.e.

QI,Z =−
(
neSI,Z+ neαI,Z+ nD0αcx

I,Z

)
· nI,Z

+ neSI,Z−1nI,Z−1

+
(
neαI,Z+1 + nD0αcx

I,Z+1

)
· nI,Z+1, (2.8)

where S, α, and αcx indicate the effective rate coeffi-
cients for ionization, radiative and di-electronic recombina-
tion, and recombination via CX with thermal neutral D (cf
section 2.3.1). CX with NBI neutrals is not included, but plays
a minor role in the pedestal due to small flux surface averaged
beam densities [16].
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For Ne, S is retrieved according to [43] and α from the
ADAS adf11 acd96_ne file [44, 45]. The αcx data were cal-
culated based on the CX cross sections for thermal deuterium
with principal quantum numbers n= 1, 2, 3, 4 [46, pp 172 and
174] together with the excited state populations due to electron
impact excitation as provided by [47, appendix B]. To retrieve
the CX rates with the recycling neutrals, the reduced temperat-
ure Tred = (TimD0 +TD0mI)/(mD0 +mI), i.e. weighted by the
neutral and impurity masses, mD0 and mI, is used.

2.3.2.2. SOL model. In the SOL, the radial coordinate can-
not be calculated according to equation (2.2) since V is not
defined. Therefore, the grid is extrapolated beyond the sep-
aratrix by approximating V based on the midplane flux surface
width,∆R= RLFS −RHFS, i.e. the difference between the low
and high field sidemidplane radii. To approximateV for a SOL
flux surface, the separatrix shape is scaled up in the horizontal
and vertical coordinates of the poloidal plane according to the
ratio of ∆R between the flux surface and the separatrix.

The neutral impurity distributions (of Ne and O) in the
SOL, which are the sources of the ionized impurities, are
calculated with Aurora’s simple penetration model based on
a specified neutral impurity source location and strength,
particle starting energy and the neutral ionization rates. In
addition to the radial transport, parallel transport in the SOL
results in particle losses to the limiter and the divertor. These
losses are calculated in Aurora from the plasma flow velocity
specified by a Mach number together with geometry estima-
tions on the radial extent of the SOL and limiters and the aver-
age connection lengths to the limiters and the divertor.

In this work, all options of Aurora’s recycling model were
disabled, instead the valve flux (of Ne) and the recycling fluxes
(of Ne and O) are combined into the neutral impurity source
strengths (of Ne and O). As these are unknown, two additional
scalar parameters are added, i.e. a scaling factor of theNe valve
flux to account for the much higher recycling flux, and the
neutral O particle source strength to model the oxygen con-
tent in the machine. All other quantities of the SOL model are
fixed and their values used for all inferences presented in this
paper are listed in table 3.

Because of these rather crude assumptions about SOL
geometry, parallel transport and plasma-wall interaction, our
framework is only able to infer reliable impurity transport
coefficients within the confined plasma. We have ensured that
the results do not depend crucially on the fixed SOL paramet-
ers (cf section 3.4).

2.3.2.3. Algorithm. Aurora is typically run with a numerical
time evolution of the impurity charge state densities accord-
ing to equation (2.4), using a finite-volume scheme [22].
However, specifically for inferences based on steady-state
impurity densities, an analytic solution scheme was developed
in [17], which is also implemented in Aurora. It includes
the simple SOL model with impurity source and parallel loss
terms as described above. Both options are available for use
with this framework and were checked for consistency. Only if

Aurora’s recycling model was used, small differences in abso-
lute impurity densities could occur, as this is not included in
the analytic solution scheme. The specific algorithmic choices
used for all inferences presented in this paper are again listed
in table 3.

2.3.3. Synthetic diagnostic. The synthetic diagnostic maps
the impurity charge state densities that are obtained with the
impurity transport solver to the diagnostic data, i.e. the radi-
ances of the CX-lines measured with CXRS, according to
equation (2.7).

2.3.3.1. NBI shape and attenuation. The AUG beam
shape, i.e. the beam density distribution without attenuation,
is provided by an analytical beam model, whose paramet-
ers are determined to match spectroscopic beam emission
measurements [48]. These densities are scaled according to
the attenuation of the beam in the plasma, which is simulated
with the collisional-radiative model COLRAD. This code was
validated against experimental data in [49] and additionally
provides the excitation state populations of the beam. With
COLRAD, the beam attenuation can be calculated along sev-
eral beamlets, but in this work only the attenuation along a
single beamlet on the beam axis was used, as this was found
to yield the same results as the multi-beamlet approach for our
cases.

The collisional-radiative model includes mixing between
excited states due to spontaneous decay according to Einstein
rates and due to electron-, main ion- and impurity- impact
excitation and de-excitation, as well as losses due to electron-,
main ion- and impurity- impact ionization and due tomain ion-
and impurity- CX. Thus, the code is relying on ne, nD+ , Te, Ti
and the impurity density, which is estimated as a fully stripped
nitrogen density nN from Zeff (cf section 2.3.1). All rate coef-
ficients are retrieved from [47, appendix B] and summarized
in a matrix C, such that the time evolution of the beam excita-
tion state populations f⃗ is d⃗f/dt= C⃗f [47, appendix A]. In this
work, 10 excited states are resolved and the truncation is com-
pensated by increasing the losses from the highest resolved
state by a factor of 8. All beam neutrals start in the ground
state when arriving at the plasma and the equation is solved
in discrete time steps, which are matched to positions along
the beam according to the beam velocity determined from the
beam energy. The numerical points along the beam are evenly
spaced, and in this work 167 points are used.

The halo, i.e. the thermal neutral population that originates
from the beam due to CX between beam neutrals and main
ions, is also calculated at each discrete point along the beam.
Its birth rate S⃗ is obtained from excitation state resolved CX
rates. The subsequent mixing of the excitation states due to
spontaneous decay, due to electron-, main ion- and impurity-
impact excitation and de-excitation, and due to CX with main
ions (which produces new halo neutrals), and the losses due
to electron-, main ion- and impurity- impact ionization and
due to impurity- CX are again summarized in a matrix Chalo.
Since the halo is assumed to be in equilibrium, the equation
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Figure 4. Visualization of the sampling process (using case 8 in table 1 as example) with a 2-D cut through the parameter space, showing
the transport coefficients at ρpol = 0.99. Left: Sampling history in physical space, i.e. v in ms−1, D in m2 s−1. Every third rejected point is
shown, with the size of the dots increasing linearly with the iteration of their rejection, i.e. increasing with likelihood. The live points at
sampling termination are plotted with the size of the dots now increasing linearly with logarithmic likelihood. Right: Sampling process in
unit hypercube. Random samples from the current ellipsoids at sampling termination are plotted to indicate their combined shape. This
inference was done without smoothness constraint in the prior, such that the mapping between unit hypercube and physical space is given by
the univariate inverse prior CDFs (cf section 2.4.2).

d⃗f/dt= Chalo⃗f+ S⃗ is solved as f⃗=−C−1
haloS⃗. All atomic data are

again retrieved from [47, appendix B]. The spatial distribution
of the halo neutrals is obtained from interpolations of precal-
culated Monte Carlo simulations. This takes into account the
approximate beam shape, themain ion CX and electron impact
ionization rates of the halo, and the mean halo velocity accord-
ing to Ti in each discrete point along the beam.

2.3.3.2. Effective NBI CX emission rate coefficients. As
shown in equation (2.7), the CX reactions between the impur-
ity ions and the NBI neutrals are summed over velocity com-
ponents j and excitation states n of the neutrals. The sum over
j includes the first 3 NBI energy components, i.e. with full, 1/2
and 1/3 beam energy, and the halo. The sum over n includes
different principal quantum numbers of the NBI atoms. Given
typical plasma parameters, most atoms are in the ground state
and the fraction of atoms with n= 2 is only about 0.5% at
its maximum along the NBI path, both for the beam and the
halo. However, the effective CX emission rate coefficients are
higher for the excited states. Therefore, only the n= 1 and
n= 2 states of the beam neutrals and the n= 2 state of the halo
neutrals contribute significantly, thus only these are included
in the calculations.

The effective beam and halo CX emission rate coefficients
⟨σCXline,n,jvj⟩eff for Ne

8+, Ne9+ and Ne10+ are obtained as in
[49] from interpolations of data calculated with the ADAS 309
code [44] for different ne, Ti, Zeff and NBI energies, assum-
ing Te = Ti and nD+ consistent with ne and Zeff. This code
runs a collisional-radiative model to determine the principal
quantum number populations and transitions based on adf01

data [45], which provides CX cross sections into different n
and l quantum states.

2.3.3.3. LOS integration. As shown in equation (2.7), the
product of the impurity and NBI beam densities with the
effective CX emission rate coefficients is integrated along each
LOS to forward model the line radiance. This means that the
CXRS measurement is semi-local, in the sense that each LOS
observes light emission from the small intersection region of
the LOS and the beam. The more tangential the LOS is to the
flux surfaces in this region, the narrower is the flux surface
range contributing to the signal. In the inverse inference, this
is equivalent to a small tomographic inversion, which becomes
particularly relevant for less tangential LOS.

2.4. Inverse inference

In the following, the details of the Bayesian inverse inference,
i.e. the sampling algorithm, and the prior and likelihood defin-
itions, are presented. The inference is based on the CXRS data
and the forward model, which are explained in sections 2.2
and 2.3, respectively. A visualization of the sampling process
is shown in figure 4.

2.4.1. Nested sampling. According to Bayesian statistics,
the probability of the parameters is defined by the normal-
ized product of the prior probability and the data likelihood,
as stated in equation (2.5). Due to the high dimensionality
and complexity of the problem, an analytical calculation of
the posterior probability distribution is not possible, rather
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it needs to be sampled. Specifically for impurity transport
inference, the nested sampling algorithm MultiNest [28, 29,
50] is suggested in [21]. In our framework, we use its ver-
sion v3.10, wrapped with the python code PyMultiNest [51].
MultiNest is capable of handling complex, even multimodal,
posterior shapes, which may arise due to the non-linearity of
the model. Moreover, the algorithm does not rely on any gradi-
ent information, which would be prone to the round-off error
of finite differences as long as the time-dependent numerical
Aurora model is used [21]. In contrast toMarkov ChainMonte
Carlo (MCMC) methods, nested sampling also estimates the
Bayesian evidence p(D|M), the normalization denominator
in equation (2.5). As it represents the probability of the data
integrated over the prior for a given model, i.e. the marginal
likelihood, the applicability of different models can be com-
pared by their evidence ratio, known as Bayes factor. This is
a relative measure typically used in Bayesian model selection
studies.

The key idea of nested sampling, first introduced by [26]
and reviewed in [27, 52], is to draw uniform samples from
the prior in regions with increasing lower boundary on the
likelihood, i.e. nested shells in the simple case of increasing
likelihood towards a central point. This is done with a live
point set of size nlive, which is updated in each iteration by
rejecting the sample with the lowest likelihood and replacing
it by a sample with higher likelihood. Each sample (indexed
by its rejection iteration i) defines a region bounded below by
its likelihood Li, which contains the prior probability mass,
called prior volume, xi. Statistically, the prior volume shrink-
ing factor xi/xi−1 has the expectation value exp(−1/nlive),
thus, xi = exp(−i/nlive) since x0 = 1. This allows each sample
to be assigned an average prior volume that it represents,
called prior weight, wi = (xi−1 − xi+1)/2 [28], and a pos-
terior weight pi = (Liwi)/

∑
i (Liwi). The samples together

with their posterior weights approximate the posterior and can
be used for visualization and calculation of different quantit-
ies, such as the mode of the distribution, i.e. the ‘maximum
a posteriori’ (MAP) given by the sample with highest pi, or
univariate parameter distributions and their means.

∑
i (Liwi)

is the Bayesian evidence.
In MultiNest, the samples are drawn uniformly in a unit

hypercube space with each parameter ranging between 0 and
1. Subsequently, the hypercube sample s⃗unit is transformed into
the physical space sample s⃗phys, respecting the prior mass con-
servation

ˆ
p (⃗sphys) d⃗sphys =

ˆ
d⃗sunit, (2.9)

with the prior probability p, such that uniform samples from
the prior are obtained. In case of univariate parameter priors,
this is straightforward by applying their inverse cumulative
distribution functions (CDFs). The task of sampling within
likelihood-bounded regions is addressed via ellipsoidal rejec-
tion sampling, i.e. by drawing multiple ellipsoids around the
current live point set, sampling within their boundaries, and
rejecting any samples with too small likelihood.

However, such a region-based approach loses efficiency
with increasing dimensionality [52], such that MultiNest can
only easily handle up to ∼30 parameters [53]. As the infer-
ences done with our framework are at the edge of this capab-
ility, we typically use MultiNest’s constant efficiency mode to
ensure convenient inference times. This limits the size of the
ellipsoids to meet a specified target sampling efficiency. It was
found to yield reliable posterior distributions when applied in
our framework (cf section 3), but can compromise the estima-
tion of the Bayesian evidence. The tolerance factor for the log-
arithmic Bayesian evidence (stopping criterion) was set to 0.5,
as recommended in [53]. Runwith a target sampling efficiency
of 0.05 as suggested in [53] and 1000 live points, a typical
inference, like the one presented in section 4, requires ∼500
core hours on IPP’s TOK batch cluster, which provides nodes
with 2 Intel Xeon Gold 6130 (Skylake) CPUs each. As the
inferences can be run using MPI parallelization, the amount of
time needed on such an HPC cluster is manageable. However,
for good performance, the specifications of prior and likeli-
hood presented below are of crucial importance.

2.4.2. Prior. The prior probability p(P|M) should repres-
ent the prior knowledge on the parameters that are inputs of
the forward model. These are in particular the transport coef-
ficient profiles, the neutral impurity sources and the thermal
neutral deuterium density at the separatrix nD0,sep (cf figure 1).

In general, the framework provides the choice of a univari-
ate normal, a log-normal, a uniform or a log-uniform prior
distribution for each parameter, with mandatory and optional
parameter boundaries for the uniform and normal distribu-
tions, respectively. In this work, the priors for the neutral
impurity sources (of Ne and O) and nD0,sep are chosen as log-
normal distributions to cover multiple orders of magnitude.
The Ne source rate prior is based on the rate read from the gas
valve shotfile. This rate is scaled with a scalar factor, whose
prior maximum is chosen to be 10 to account for the high wall
recycling of Ne. The nD0 profile is calculated with KN1D and
also scaled with a scalar factor, whose prior is specified such
that nD0,sep is most likely around 1016m−3, which is a typical
value. All priors are shown in figure 5.

The impurity transport coefficient profiles are parameter-
ized by a piecewise monotonic cubic spline interpolation. This
allows us to keep the number of free parameters small by
using only a few spline knots in the core, but placing more
spline knots specifically in the steep gradient edge region. As
it restricts the possible profile shapes, this parameterization is
part of the prior. Optional free parameters are the spline knot
values and positions (implemented as in [54, pp 113–5]), but
not their number. Since v

D is better constrained by the exper-
imental data than v and D individually, the latter are spline
parameterized to ensure reasonable, in particular smooth, pro-
files for all quantities v, D and v

D . The strong constraint of
v
D can be seen in the correlation of the physical live points
in figure 4. In line with [21], the boundary conditions for the
splines are chosen to be v(0) = 0 and (∂D/∂r) |r=0 = 0. The
former ensures that v

D |r=0 = 0, since this ratio determines the
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Figure 5. Univariate prior probability distributions for the model
parameters. Log-normal distributions are chosen for the scalar
parameters and D, whereas a customized distribution is used for v,
with stronger skewness in the edge (ρpol ⩾ 0.95) than in the core
(ρpol < 0.95), reflecting the typical impurity density peaking.

total impurity density gradient (cf equation (4.2)), which van-
ishes on axis, and the latter prevents large scatter of the under-
determined D on axis. Since D is a purely positive quantity,
the spline interpolation is done on lnD.

In case of poor data quality, in particular sparse data and
systematic errors, profiles with unphysical undulations, which
are caused by spline overshoots in areas with dense spline
knots, can have high likelihoods. To mitigate this, an addi-
tional optional smoothness constraint can be applied by intro-
ducing radial distance dependent correlations in the prior of
the spline knot values. These correlations are introduced using
a Gaussian copula, so for the spline knot values of each profile,
the unit hypercube sample s⃗unit is transformed as

s⃗unit = CDFN (0,1)

(√
Mcov ·CDF−1

N (0,1) (⃗sunit)
)
, (2.10)

with

Mi,j
cov = e

− 1
2

(
|ρpol,i−ρpol,j|

λρpol

)2

. (2.11)

The CDF of the normal distribution with mean 0 and stand-
ard deviation 1 (N (0,1)) is applied element-wise to s⃗unit.
However, the product with the square root of a covariance mat-
rix Mcov with radial correlation length λρpol , which introduces
the correlations, is a multidimensional transformation. This
breaks the direct traceability of the mapping between the ori-
ginal unit hypercube and the physical parameter space. In the
sampling process shown in figure 4, which was done without
smoothness constraint, this immediate mapping is retained.
λρpol can be adjusted individually for each inference, depend-
ing on the data quality.

√
Mcov is a matrix A such that Mcov =

AAT. It is computed via Cholesky decomposition, or alternat-
ively, via eigendecomposition.

After performing the Gaussian copula correlation in unit
hypercube space, each spline knot value is transformed into a
physical parameter by applying the inverse CDF of its univari-
ate prior distribution. In this work, a log-normal distribution is

used for D, as shown in figure 5. For v, especially in the ped-
estal, negative values are much more likely than positive val-
ues due to the typically observed peaked impurity density pro-
files, which are due to inward convection. Therefore, a special
skewed prior distribution is used, which, however, still covers
flat or even hollow impurity density profiles:

p(v,α,β) =
βα (−(v+ vmax))

α−1 eβ(v+vmax)

Γ(α)
, (2.12)

with

α=

(
2 σ2

v
v2max

+ 1+
√
4 σ2

v
v2max

+ 1
)

2 σ2
v

v2max

,

β =
α− 1
vmax

. (2.13)

This is a gamma distribution, mirrored around 0, and shifted
such that the maximum possible value is vmax, the standard
deviation is σv, and the maximum probability is at v= 0. In
this work, vmax is chosen as 20ms−1, and σv as 12.5ms−1 in
the core and 75ms−1 in the edge.

If v and D are sampled independently, physically reason-
able values of v

D cannot be ensured. To achieve this, v can
be sampled not directly from the above presented univariate
prior distribution, but conditionally on the value of D if the
spline knot positions of the profiles are set to be equal. A max-
imum and standard deviation are therefore also defined for v

D ,
in this work v

Dmax
is 20m−1, and σ v

D
is 12.5m−1 in the core

and 75m−1 in the edge, as for v. Then, for each sample, the
prior from which v is sampled is adapted based on the value
of the sample for D, such that the constraints for v and v

D are
respected, i.e.

vmax,samp =min
(
vmax,

( v
D

)
max

·Dsamp

)
,

σv,samp =min
(
σv,σ v

D
·Dsamp

)
. (2.14)

Thus, the total univariate prior distribution for v, which is
shown in figure 5, is the integral of the conditional prior for
v over the prior for D:

p(v|M) =

ˆ
p(v|D,M)p(D|M)dD. (2.15)

The conditional prior is evident in the rejected samples in
physical space in figure 4, e.g. the top left region does not con-
tain any samples as they are excluded by the constraint on the
maximum of v

D .
The univariate priors for all parameters, as well as the

Gaussian copula transformation and the conditional prior for v,
all ensure the prior mass conservation stated in equation (2.9).
Moreover, prior predictive checks confirmed that the prior cov-
ers the range of physically reasonable solutions.
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2.4.3. Likelihood. The data likelihood p(D|P,M) defines
the probability of observing the actual CXRS data based on the
synthetic data that is calculated with the forward model from
the parameters as ground truth (cf figure 1). Thus, it should
represent the spectroscopic measurement error.

In this work, uncorrelated Gaussianmeasurement errors are
used, which are estimated for each spectrometer channel indi-
vidually via bootstrapping, i.e. from the standard deviation
between the data and interpolations made from a subset of the
data. In reality, systematic measurement errors can be present
in addition to this random scatter, e.g. due to calibration issues
of individual channels or spectrometers. These can be included
either as additional inferred scaling parameters or by using
a profile likelihood, i.e. automatically estimating and apply-
ing the best scaling parameters in each likelihood evaluation.
However, the inclusion of systematic errors is not routinely
done, rather only in the case of apparent data offsets, since it
significantly complicates the sampling. Moreover, if the data
quality of individual channels is obviously poor, their weight
in the likelihood may also be reduced manually.

In principle, the likelihood can also be used to account for
model errors, in particular in the background plasma profiles,
the atomic data, and the NBI shape and attenuation. Since
these induce radially correlated deviations of the synthetic
data, they suggest a multivariate Gaussian with a radial cor-
relation length as likelihood. However, such a likelihood sig-
nificantly complicates the posterior space and consequently
convergence of the MultiNest sampling to the maximum like-
lihood point could no longer be achieved in our tests. Yet, a
simpler approach is used to avoid unreasonably small posterior
distributions that arise if no correlations are assumed in the
large data sets. Namely, the variance of all data acquired by
one spectrometer channel is scaled by the total number of data
points acquired by that channel. The weight of the total data
of each channel in the posterior is then equal to the weight of
a single data point with the original variance. This approxima-
tion broadens the posterior distribution and, due to the general
smoothness constraints in the prior (cf section 2.4.2), in par-
ticular increases the probability of radially correlated offsets.

2.5. OMFIT ImpRad module

The presented framework is embedded in the OMFIT [25]
module ‘ImpRad’, which is designed for modeling of impur-
ity radiation and inferences of impurity transport based on
Aurora. Its graphical user interface facilitates the setting of the
required Aurora parameters, sampler configuration, and prior
and likelihood specifications, as well as the visualization of
settings, diagnostic data, sampling, and results.

3. Methodology tests

3.1. Setup and general validation

In order to assess the capabilities of the framework, we con-
ducted tests with the method of manufactured solutions, based
on the QCE discharge presented in section 4, AUG #39461.
Aurora was run with the plasma equilibrium and background

of this discharge and reasonable choices for the fixed paramet-
ers, which are listed in table 3. Realistic, i.e. not just spline-
interpolated, transport coefficient profiles were used as ground
truth. vwas chosen close to the neoclassical profile, andD such
that there is a transport barrier in the pedestal, but the diffu-
sion remains above the neoclassical value, as could be expec-
ted for the QCE regime based on our results in section 4. For
the other free parameters, the ground truth values were chosen
close to the inference result in section 4.2. A synthetic data
set was generated according to the pattern of the original data,
i.e. with the same amount of data at the same LOS positions,
as shown in figure 12. The percentage errors of the original
data were determined via bootstrapping (cf section 2.4.3) and
applied to the synthetic data as univariate Gaussian perturba-
tions. In addition, realistic calibration offsets similar to those
inferred in section 4.2 were introduced for both edge spec-
trometers and added as free parameters, with Gaussian priors
around the values that can be estimated by eye from the blank
data set. All other priors and the likelihood were chosen as
stated in section 4.2. Figure 6 also shows the ground truth and
the priors.

All tests are summarized in table 1 for comparison with
their Bayes factors and quantities to measure the data match
and accuracy of the MAP (‘maximum a posteriori’, cf
section 2.4.1). The inferences were performed in MultiNest’s
constant efficiency mode with a target sampling efficiency of
0.05 and 1000 live points. The stability of the posterior against
these sampler settings was tested for the reference inference
(case 1), whichwas repeatedwith a sampling efficiency of 0.01
andwith 1500 live points, both of which yielded consistent res-
ults. This reference inference, which has the best MAP data
match and accuracy, is shown in figure 6 and demonstrates
that our framework is able to reconstruct the correct D and v
profiles and additional free parameters from a typical data set.
It was also repeated without Ne9+ data (case 2), providing a
similar posterior and proving that data from 2 charge states is
in principle sufficient for an inference.

The following tests are aimed at assessing the spline para-
meterization of the transport coefficient profiles and the influ-
ence of data perturbations and model errors on the inference.
However, it should be noted that this study remains select-
ive as not all possible settings and influences can be tested.
Moreover, the Bayes factors (cf section 2.4.1) are used for
comparison, employing the Jeffreys’ scale [55, appendix B],
according to which a Bayes factor of ≳3 indicates substan-
tial evidence for the model with higher Bayesian evidence.
In doing so, we must bear in mind that the accuracy of the
Bayesian evidence estimates is compromised by the use of
MultiNest’s constant efficiency mode (cf section 2.4.1). Thus,
the values shown in table 1 should be taken as indicative rather
than relying on their absolute values.

3.2. Assessment of the spline parameterization

The inference from the synthetic data was repeated with
different settings for the spline knot locations and the
smoothness prior of the D and v profiles, listed in table 1. This
model selection test in particular suggests not to use too few
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Figure 6. Inference from synthetic data with the setup of the
reference case, specified in table 1. (a) Transport coefficient profiles
at the plasma edge. The orange shadows indicate the 1, 2 and 3
σ-quantiles of the posterior probability distribution, i.e., in the
non-Gaussian case the ranges covering 68.3 %, 99.4% and 99.7% of
the probability, likewise to both sides of the probability mean. The
normalized prior distributions are plotted over the yaxis. The
vertical dashed line indicates the separatrix. (b) Additional scalar
parameters. The posterior probability distributions (orange) and the
normalized prior distributions (grey) are shown. The ground truth
(solid) and the MAP (dashed) are indicated by vertical lines (black).

spline knots (case 4), and not to apply a too strong smoothness
prior (case 7). The use of free knots is slightly more favorable
than fixed knots (case 8 vs. case 1) and the positions of the
fixed knots are also slightly relevant (good positions, i.e. close
to the MAP from case 1, in case 8 and worse positions in
case 9). That none of this is strongly indicated, can be under-
stood by the high number of knots, which are densely packed

in the pedestal in all three cases. Furthermore, the test indic-
ates that the reference case 1 is using the optimum number
of spline knots, as both the removal (case 3) and the addi-
tion (case 5) of knots reduces the evidence, the latter prob-
ably due to an unnecessary increase of the parameter space
dimensionality. Finally, the use of a weak radial correlation
length for the smoothness prior (case 6) seems to be slightly
suggested by the Bayes factor, but its application results in a
worse MAP data match and accuracy. This can be understood
as the good data quality, i.e. dense data without systematic
errors, does not pose any risk of spline overshoots. Additional
imposed smoothness is therefore not necessary, but rather
hinders the capture of the actual profiles. In summary, the
presented inferences show that the framework is able to handle
a sufficient number of spline knots in the pedestal to capture
profile shapes of realistic complexity. Moreover, the inference
quality is not severely degradedwhen a small smoothness prior
is imposed, which may be useful in the case of poorer data
quality.

3.3. Influence of data perturbations

In the inferences presented above, the error pattern of the syn-
thetic data matches the likelihood definition exactly. In reality,
however, data perturbations that are not captured in the likeli-
hood can occur. In the case of our CXRS data, such perturba-
tions are most likely systematic errors in the form of calibra-
tion issues of individual channels, which are difficult to cor-
rect or infer as free parameters, as they are often not well con-
strained by the profile shape. Therefore, the reference infer-
ence, case 1 in table 1, shown in figure 6, was repeated with
realistic additional channel offsets (case 10). The offsets were
chosen as they were found in the original data, i.e. the inverse
factors to those used for data correction in section 4.2 (CMR-
1-2×0.90, CMR-1-10×1.30, CMR-1-11×0.85) were applied.
The comparison of the transport solution with the reference
case is presented in figure 7, column 1. It shows the sensitivity
of the inferred diffusion profile and stresses the importance of
accurate calibrations.

3.4. Influence of model errors

In the inferences presented above, no model error was
assumed, although it could exist in the background plasma pro-
files, the atomic data, the SOL model, or the NBI shape and
attenuation. For our inferences based on data from multiple
charge states in the steep gradient region of the pedestal, par-
ticularly important error sources are the ionization and recom-
bination rates used in Aurora since they affect the impurity
charge state balance. These are retrieved from sophisticated
atomic data (cf section 2.3.2) together with the kinetic plasma
profiles (cf section 2.3.1), mainly Te, which are difficult to
determine with good alignment in the pedestal. Moreover, due
to the proximity of the SOL, it is essential to ensure that the res-
ults do not depend crucially on the exact settings for the fixed
parameters in the approximate SOL model (cf section 2.3.2).
For these reasons, the reference inference, case 1 in table 1,
shown in figure 6, was repeated with artificially introduced
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Table 1. Comparison of inferences from synthetic data with different settings. In the reference case (1), 4 knots are placed in the core,
which are free to move between minimum boundaries of ρpol = 0.05, 0.1, 0.35, 0.75 and maximum boundaries of ρpol = 0.25, 0.65, 0.9,
0.95, and another 4 knots are placed in the edge, which are all free to move in the range 0.95< ρpol < 1.03, keeping a minimum distance of
ρpol = 0.01 and bounded from above by a fixed knot at ρpol = 1.03. Also, in the reference case, the smoothness prior with radial correlation
length λρpol (cf section 2.4.2) was disabled. The Bayes factors (cf section 2.4.1) can only be compared for inferences with the same
likelihood, i.e. especially when using the same data set. The data match and the accuracy of the MAP in the pedestal (0.95< ρpol < 1.0) are
measured by the reduced χ2, where nDOF = ndata − nparameters, and by the mean squared deviation of the v and D profiles from the ground
truth, weighted by half the size of the posterior 1σ-quantile (cf figure 6).

Settings Bayes factor ped. MAP χ2

nDOF
ped.

(
vMAP−vtruth
σv,post.

+ DMAP−Dtruth
σD,post.

)2

(1) reference case 1.00 1.05 0.05

(2) as (1), but without Ne9+ data not comparable 1.09 0.09

(3) −1 edge knot 0.56 1.15 0.18
(4) −2 edge knots 0.05 1.21 0.31
(5) +1 edge knot 0.36 1.11 0.15
(6) + λρpol = 0.01 3.21 1.10 0.12
(7) + λρpol = 0.03 0.09 1.25 0.26
(8) Fixed edge knots at 0.63 1.09 0.05
ρpol = 0.96, 0.975, 0.99, 1.01
(9) Fixed edge knots at 0.43 1.13 0.21
ρpol = 0.965, 0.98, 0.995, 1.015

(10) with channel offsets not comparable 1.65 0.11

(11) Ne8+ ionization × 1.5 5.11 · 10−5 1.13 0.31
(12) ne & Te shift ρpol − 0.005 0.65 1.07 0.27
(13) SOL losses × 2 0.95 1.11 0.07

Figure 7. Inferences from data with realistic channel offsets (column 1) or with different types of model errors (columns 2–4), compared to
the reference inference (case 1 in table 1, shown in figure 6).

model error according to the following model modifications
(cases 11, 12 and 13):

• Ne8+ ionization rates S increased × 1.5
• ne and Te shifted inward by ρpol =−0.005
• SOL Mach number, i.e. parallel losses, increased × 2

The comparisons of the transport solutions with the reference
case are presented in figure 7, columns 2–4. They show that

the profiles are indeed mostly independent of the SOL losses,
but sensitive to inaccuracies in the atomic data and in the kin-
etic profiles. The increased SOL losses were found to be com-
pensated by a reduction of the diffusion coefficient in the far
SOL, where it is not constrained by CXRS data. This region
is not shown in figure 7, and does not affect the pedestal. In
another test, a change of the impurity source positions from
4.5cm to 3cm outside the separatrix also showed no influence
on the pedestal result, but was counterbalanced by slightly
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reduced inferred source strengths. Potential model errors in
the synthetic diagnostic (cf section 2.3.3) were not tested.
However, [16] showed that the error in the beam attenuation
can be estimated to be, at most, 15% and the error in the
relative effective CX emission rate coefficients when compar-
ing two ionization states to be, at most, 20%.

4. Impurity transport in a QCE discharge

4.1. Discharge design

The framework was applied to infer the Ne transport coeffi-
cients in the QCE regime discharge AUG #39461. This dis-
charge was in steady state in the time interval 3.95–6.81s
used for our analysis. Important plasma parameters in this
time interval are summarized in table 2. A high density with a
high gas puff rate, and a high shaping were used to access the
QCE regime. The equilibrium was calculated at 5.38s. AUG
had been boronized two shot days previous to the discharge,
yielding a rather low oxygen content in the plasma. The ELM
time trace and relevant plasma profiles are shown in figures 8
and 9. It should be noted that Te at the separatrix was fixed
to 100eV in the fit (ne,sep = 4.4 · 1019m−3), which is motiv-
ated by the QCE database presented in [34]. However, Te,sep
and ne,sep vary within different QCE discharges, thus Te,sep
could be lower, as presented in [5] and [36]. Such different
values could impact the analysis result, as demonstrated in
section 3.4.

The CXRS LOS were arranged in the configuration for the
2021 experimental campaign, i.e. grouped into 45 core LOS
from one optical head (CER) and 22 edge LOS from two
optical heads (CMR-1, CMR-2) looking toroidally onto the
NBI beam 3. The standard setup for the LOS connection to
the spectrometer channels in the 2021 campaign was modi-
fied for our purpose prior to the experiment by distributing
the LOS of the edge system alternately on two spectrometers
(CMR and CPR). This involved a dis- and re-connection of the
LOS imaged onto the CPR spectrometer, measuring the Ne10+

edge data. The core LOS were imaged on two spectrometers
(CAR and CER) by default.

The spectrometer characteristics, the geometry of all LOS,
and the LOS transmissivities plus the absolute intensity meas-
urements of the spectrometer channels are routinely calibrated.
The latter in particular is repeated before and after each cam-
paign due to possible degradations of the optical system. In
the 2021 campaign, no significant degradation was observed
for the core CXRS system, whereas the edge system suffered
some degradation, especially for those fibers that had been dis-
and re-connected during the campaign. Therefore, the post-
campaign intensity calibration was used, as #39461 was done
towards the end of the campaign.

To improve the spectroscopic data quality, the NBI beam 3,
which was operated at a beam voltage of 58.9kV and an injec-
tion power of 2.4MW, was switched on in phases of 230ms,
with dips of 70ms without beam operation in between. This
allows the subtraction of passive contributions to the spectra.
Additional NBI power was provided on the other side of the
torus (NBI box 2 with beam 8 in blips opposite to those of

Table 2. Plasma parameters in #39461 in the stationary phase
3.95–6.81s.

Parameter Value

Ip 0.8MA
BT −2.5T
D gas puff rate 2.4 · 1022 el s−1

Ne gas puff rate 1021 el s−1

Ne gas valve divertor valve Du01X
ICRF heating —
ECRH power 1.6MW, 3 gyrotrons
NBI power 4.9MW
WMHD 0.49MJ
upper triangularity δup 0.27
Greenwald fraction n/nGW 0.89

Figure 8. Outer divertor shunt current (ELM proxy) in #39461. The
time range that is used for the data analysis is marked with vertical
bars.

beam 3 to ensure approximately constant heating power, and
beam 5 continuously, both with about 2.5MW). Moreover,
to increase the radial density of the measurements, a radial
plasma sweep was done, shifting the separatrix from a radial
position of 2.138m–2.128m and back in steps of 2 and 1mm,
respectively, where after each step data were taken for 300ms.

All spectrometers were set to 5ms integration time, and the
spectra acquired on each channel, i.e. LOS, were averaged in
groups of 3 after being sorted by their radial position according
to the plasma sweep.

4.2. Data analysis

For the impurity transport analysis, the fixed Aurora para-
meters were chosen as specified in table 3, and the prior and
likelihood as stated in sections 2.4.2 and 2.4.3, and detailed
below. The spline parameterization settings were equal to
those used in the reference case in table 1. Also here, this
number of edge spline knots had the best Bayesian evidence
and the posterior was stable with respect to an addition of
knots, and due to the very good data quality, no smoothness
constraint via radial spline knot correlations in the prior was
needed. Only three channels showed small calibration offsets,
which were manually corrected: CMR-1-2×0.90 (Ne10+ at
R= 2.104m), CMR-1-10×1.30 (Ne10+ at R= 2.120m) and
CMR-1-11×0.85 (Ne8+ and Ne9+ at R= 2.123m). This was
possible due to the large radial plasma sweep, which resul-
ted in good radial overlap of data points from adjacent chan-
nels. Moreover, scaling factors were inferred for both edge
spectrometers (CMR and CPR) as calibration offsets were
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Figure 9. Relevant plasma profiles in #39461. Left: Electron, ion and thermal neutral deuterium temperatures. TD is lower than Ti due to the
main origin of thermal neutrals from further outward CX reactions. Middle: Electron and thermal neutral deuterium densities. Right:
Collisionality ν∗ for Ne, compared to the Pfirsch-Schlüter limit at ν∗ · ϵ3/2 = 1, where ϵ is the inverse aspect ratio.

Table 3. Aurora settings used in the methodology tests in section 3
and in the inference in section 4.2. For parameter definitions see
[23] and [24]. All recycling options are turned off.

Parameter Value

algorithm steady-state analytical
radial grid: k, dr_0, dr_l 6.0, 1.0, 0.05
Ne & O neutral source energy 0.5eV
distance of sources to separatrix 4.5cm
decay length outside last grid point 1.0cm
SOL Mach number 0.05
distance of last grid point to separatrix 9.0cm
distance of limiters to separatrix 6.0cm
connection length to limiters 0.5m
connection length to divertor 29.4m

evident. Their priors were selected as Gaussians centered
around values estimated by eye (0.75 and 1.1), both with a
standard deviation of 0.05 and truncated at 0.5 and 1.5. The
weight of the data in the univariate Gaussian likelihood was
not only reduced according to the number of data points for a
given channel, but the weight of all core LOS in the likelihood
was additionally halved to give approximately equal weight to
the data from the edge and the core CXRS systems.

Figures 10 and 11 show the posterior distribution of the
Ne transport coefficient profiles and of the charge state dis-
tribution. The high inference quality is evident from the good
data agreement of the MAP in figure 12. The MAP values
of the scalar parameters are 28.04 for the Ne source scaling,
1.10 · 1020 s−1 for the O particle source, 0.94 · 1016m−3 for
nD0,sep, and 0.86 and 1.14 for the scaling of the CMR and
CPR edge spectrometers, respectively. The Zeff contribution
of the inferred Ne concentration matches approximately the
Zeff ≈ 1.6 retrieved from integrated data analysis [42] (IDZ
shotfile, cf section 2.3.1), which is used as an input to the
framework (cf figure 1). Similar results were obtained when
the inference was run based only on Ne8+ and Ne10+ data,
indicating the consistency of the Ne9+ effective CX emis-
sion rate coefficients. Moreover, the inference outcome was
well reproduced with increased sampling efficiency (0.01) and
number of live points (1500), proving that the sampling is
converged.

Figure 10. Inferred radial Ne transport coefficients at the plasma
edge, showing the posterior distribution as in figure 6. The transport
coefficient profiles are compared to neoclassical calculations,
averaged over Ne8+, Ne9+ and Ne10+ according to their posterior
mean densities. The pedestal reaches from ρpol ≈ 0.97 to the
separatrix, indicated as vertical dashed line.

Figure 10 also compares the pedestal Ne transport results
to neoclassical transport modeling with NEOART [56, 57]
and NEO [58–60]. Both codes are capable of treating multi-
species collisions, i.e. to include collisions between the dif-
ferent Ne charge states. This is particularly important given
the high Ne concentration, which is above the trace limit. For
the calculations, an additional small nitrogen concentration
of 0.4% was assumed in order to match the Zeff from IDZ
exactly. Moreover, the low rotation limit was assumed, since
Ne is light enough to be only marginally affected by poloidal
asymmetries due to rotation. NEOwas run on individual radial
grid points, using the Miller extended harmonic equilibrium
parameterization [61] including the first 6 Fourier harmonics.
The resolution was increased beyond the default to 11 energy
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Figure 11. Inferred Ne charge state densities at the plasma edge, showing the posterior quantiles as in figure 10. Decreasing charge states in
rainbow colors, in grey the total Ne density summed over all charge states.

Figure 12. CXRS data with error bars overlaid with the MAP solution (pedestal χ2/nDOF = 2.42), for all 3 charge states. The ρpol positions
shown are weighted by the emissivity ϵ, i.e.

´
LOS ρpolϵdl/

´
LOS ϵdl. Thus, the apparent ‘mismatch’ between core and edge LOS is a geometry

effect, due to the more tangential view of the edge LOS, whereas the outermost core LOS are more influenced by the pedestal density decay.
All inferred (MAP) or manually set data scaling parameters are applied.

polynomials, 30 polynomials in the cosine of the velocity pitch
angle, and 25 points in the poloidal direction, to ensure con-
vergence also close to the separatrix. The offset between the
NEO andNEOART results at the very edge ismainly due to the
classical transport contribution and due to collisions with Ne
charge states ⩽ 7+, which are both not included in the NEO
calculations. In addition, the applicability of the drift-ordering
may be compromised at the edge. Due to the high ion density
and low ion temperature, i.e. high collisionality, the neoclas-
sical transport of Ne is in the Pfirsch-Schlüter regime through-
out the whole pedestal (cf figure 9).

4.3. Neon transport results

The analysis results presented in figure 10 show that the dif-
fusion coefficient in the QCE pedestal is significantly larger
than the neoclassical prediction. This additional transport flat-
tens the total Ne density profile, shown in figure 11, resulting
in a pedestal peaking factor

FNe =
nNe (ρpol = 0.97)
nNe (ρpol = 1.0)

(4.1)

of only about 1.98, compared to a neoclassical peaking factor
of about 3.95, calculated from the NEOART simulation. For
the convection, it is not clear from the results, whether there
is a significant anomalous contribution, due to the large error
bars.

These results reflect the transport in the QCE regime aver-
aged over its small type-II ELMs, which are too fast to be
resolved by the CXRS diagnostic, as they occur with frequen-
cies in the kHz range, while the minimal exposure time of
the used cameras is around 2.5ms. Recent investigations [35,
62] propose that the type-II ELMs are local high-n ballooning
modes located in a narrow region just inside the separatrix.
Presumably, they cause filamentary transport across the sep-
aratrix which flattens the density and pressure gradient such
that the type-I ELMs are suppressed as the peeling-ballooning
boundary is not reached [63]. These findings are supported by
the observation of the QCM in the same radial range [36],
whose properties are consistent with ballooning modes [37].
Our results suggest that this additional transport in the QCE
pedestal acts as enhanced diffusion on impurities. However,
the exclusive localization at the pedestal foot is not clearly
indicated in the inferred impurity transport. This is not due
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to an inability of the data analysis to resolve sharp peaks in
the transport coefficient profiles as it was shown in the meth-
odology tests in figure 6 that such features can be captured.
A direct comparison with impurity transport analyses in inter-
ELM phases of type-I ELMy H-modes could help to further
investigate the location of the additional impurity transport.

At AUG, the enhanced diffusion leads to a beneficial beha-
vior, i.e. the absence of impurity accumulation, as the diffusion
flushes impurities out. However, it depends on the impurity
density profile whether diffusion leads to inward or outward
transport. In the absence of impurity sources in the confined
plasma, the inverse gradient scale length of the steady-state
total impurity density is determined by the transport coeffi-
cients as

∂ lnnI
∂r

=
1
nI

∂nI
∂r

=
v
D
. (4.2)

Thus, the profile is hollow in the case of outward convec-
tion, or peaked in the case of inward convection. The diffu-
sion always acts to flatten the profile, i.e. it transports impur-
ities inwards in the former and outwards in the latter case. In
future devices, in particular ITER andDEMO, the neoclassical
convection in the pedestal is expected to be dominated by the
temperature screening term causing outward transport, con-
trary to typical AUGconditions [7]. This is supported by recent
observations in JET plasmas with high temperature pedestals
[8, 64]. Therefore, hollow impurity profiles are expected if no
additional dominant inward convective contribution is active,
which is not evident from our results. The enhanced diffusive
transport would then no longer be beneficial, but rather weaken
the effect of the temperature screening. The relevance of this
effect depends on the specific impurity since the neoclas-
sical convection scales with the charge such that the outward
screening will be stronger for high-Z elements, such as W.
Moreover, it depends on the collisionality ν∗, which determ-
ines the strength of the neoclassical transport. Compared to
current devices, ν∗ will be lower at the pedestal top due to
higher plasma core temperatures. The QCE regime at AUG
has high ν∗ throughout, and cannot be tested with low pedestal
top ν∗. Thus, if the additional diffusion of impurities is signi-
ficant not only at the pedestal foot, but also at the top, where
collisional transport will be smaller in ITER and DEMO, its
influence could be more dominant than in AUG. Such a con-
clusion cannot be proven experimentally based on our data,
but it is compatible with the results presented above.

5. Discussion and conclusion

We introduced a novel framework for the quantification of
pedestal impurity transport coefficients at AUG, with compre-
hensive uncertainty quantification via Bayesian inference. The
analyses are based on radial profiles of CXRS radiance data.
With a tailored diagnostic setup, multiple impurity charge
states are observed in steady-state plasmas, which allows the
separation of diffusion and convection contributions to the
radial impurity transport.

Our framework meets all criteria that were suggested by
[21] for the assessment of impurity transport coefficient infer-
ences. It accounts for the possibility of non-Gaussian and
multimodal posterior probabilities, we used model selection
to determine an appropriate profile parameterization, and we
tested it with realistic synthetic data generated from a realistic
ground truth.

Yet, the spline parameterization constrains the a pri-
ori possible transport coefficient profiles, which can lead
to systematic errors appearing as correlated residuals [21].
This problem can be overcome with non-parametric infer-
ence using Gaussian process regression, which infers the
values at each grid point and imposes a smoothness prior
via hyperparameters [17]. However, dealing with the con-
sequently large parameter space dimensionality (∼200 in [17])
is not possible withMultiNest, but favors the use of a gradient-
based MCMC algorithm for posterior inference. This is pos-
sible with the analytical steady-state transport solver that
was developed in [17], but becomes difficult with the time-
dependent numerical algorithm due to the round-off error of
finite differences. Yet, the time-dependent Aurora code has an
implementation in JULIA that supports automatic differenti-
ation, and future work could follow this idea. In our frame-
work, instead, the possibility for time-dependent analyses is
inherently retained, since the nested sampling is gradient-
independent. Moreover, as shown in this paper, our frame-
work, relying on MultiNest, is able to perform inferences with
sufficiently dense spline knots in the pedestal to reconstruct
complex transport coefficient profiles.

Nevertheless, with MultiNest being a region-based
algorithm, typical inferences with many spline knots, i.e. a
∼30-dimensional parameter space, are computationally
expensive. Using the constant efficiency mode, robust pos-
terior inference is still possible within reasonable time, but the
Bayesian evidence estimates are compromised and the quality
of model selection studies as those presented in section 3 is
reduced. To facilitate the inference when using dense spline
knots in the pedestal and to obtain more accurate evidence
estimates, a potential option would be employing a nested
sampling algorithm that uses a step-sampler [65] to sample
within the likelihood-constrained contours. For example,
UltraNest [66] could be a viable option. Using it in our frame-
work is subject to ongoing research.

Future work could also include the implementation of fur-
ther synthetic diagnostics to include more data in the infer-
ence, e.g. from SXR and vacuum ultraviolet spectroscopy. In
particular, including data from lower charge states could help
to reduce the uncertainty in the convection solution, if they
are significantly present inside the separatrix as in figure 11.
However, this might require a model for the Z-dependence of
v, since the assumption of equal v for all observed charge states
would be strongly violated when adding too small ionization
states.

The presented analysis of radial Ne transport in a QCE
discharge indicates enhanced diffusion above the neoclassical
level in the pedestal and a consequently reduced Ne density
peaking. Further experimental studies using our framework
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are planned to validate these findings. Additionally, we intend
to investigate other ELM-free confinement regimes and to
compare to inter-ELM transport in type-I ELMy H-modes at
AUG. A good extension would be experiments with Ar as
impurity, which would allow us to scale the results to higher Z.
However, this approach presents additional challenges, such as
unknown effective CX emission rate coefficients and a helium
line overlapping with the Ar16+ CX-signal. Finally, ongoing
improvements in gyrokinetic modeling for plasma edge tur-
bulence, e.g. with GRILLIX [67], will help our understanding
of the experimental results and pave the way towards pedestal
impurity transport predictions for fusion reactors.
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