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Abstract
The recent rise of artificial intelligence (AI) has been facilitated by the ongoing devel-
opments in semiconductor technologies. Current implementations rely on graphical pro-
cessing units (GPUs), while future performance improvements are limited by the slowing
down of Moore’s law and the “von Neumann bottleneck”. In particular, the latter poses a
hard barrier to the reduction of power consumption for the existing hardware platforms.
A suitable alternative direction appears to be neuromorphic computing, utilizing emerging
memory devices, like the ferroelectric field effect transistors (FeFETs), to mimic neurons
and synapses that are the basic building blocks of the human brain. Thanks to the recent
discovery of HZO, FeFETs can be efficiently implemented in established frameworks. The
reconfigurable FET (RFET), which does not use doped regions, but exploits the electro-
static modulation of Schottky Barriers to determine the charge carrier type, represents a
feasible alternative that can provide more functionality in a reduced wafer area. Evolving
this concept towards a ferroelectric-based neuromorphic architecture is extremely promis-
ing for the realization of extremely flexible and power-efficient AI networks.

Founded on an already established ferroelectric SBFET (FeSBFET) process, this the-
sis studies how the introduction of a TiN floating gate (FG) layer in between the SiO2
interlayer and the HZO impacts the switching behavior. It is expected that the FG inser-
tion will make the devices less trap-dependent. Within this work, a wet-etching process
is developed for the patterning of thin TiN layers. Analysis of the final gate structure
employing atomic force microscopy (AFM) and transmission electron microscopy (TEM)
indicates an excellent control of the performed processing.

Electrical measurements of test structures validate the ferroelectricity of the deposited
HZO and the correct formation of SBs beneath the top gate (TG). Transfer characteristics
of the FG FeSBFET devices show a shift of ±1.4 V depending on the sweeping direction.
A simple mathematical model derived from the one describing non-ferroelectric FGFETs
used in flash storage devices allows the estimation of the effective charges in the FG
layer. These charges, which determine the device characteristics, are the result of the
balance between the charges coming from the ferroelectric polarization and those injected
into the layer. It is observed that, in the case of slow sweeping, a majority of injected
charges are present. Pulsed measurements with varying pulse times indicate that after
6 ms, enough charges are injected to enable the ferroelectric switching mechanism, which,
in turn, reduces the injection rate.

The promising characteristics of the fabricated devices for future application in neuromor-
phic computing platforms are clearly demonstrated by the long-term potentiation (LTP)
and long-term depression (LTD) curves extracted from the pulsed measurements. Adap-
tation of the surface ratio of the involved layers is needed to bring the pulse time in a
similar range as what is displayed by other neuromorphic device concepts currently under
investigation.
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Kurzfassung
Der Aufstieg der künstlichen Intelligenz (KI) wurde speziell durch Fortschritte in der Hal-
bleitertechnologie ermöglicht. Momentane Realisierungen sind auf Graphics-Processing-
Units (GPUs) angewiesen, die von der Moore’s-Law-Verlangsamung und dem “von Neu-
mann Bottleneck” betroffen sind. Speziell der letzte Punkt stellt ein Hindernis für die
Reduktion des Stromverbrauchs der etablierten Herangehensweise dar. Eine valide Alter-
native scheint Neuromorphic-Computing zu sein, welches Emerging-Memory-Devices wie
ferroelektrische Feldeffekttransistoren (FeFETs) verwendet, um Neuronen und Synapsen,
die Bausteine des menschlichen Gehirns, zu imitieren. Aufgrund der Entdeckung von
HZO können FeFETs effizient in vorhandene Technologien integriert werden. Zusätzlich
kann der rekonfigurierbare FET (RFET), der keine Dotierung benötigt, sondern Schottky-
Barrieren nutzt, um den Landungsträgertyp einzustellen, mehr Funktonalität auf einer
reduzierten Chipfläche ermöglichen. Dieses Konzept in einer ferroelektrisch neuromor-
phen Architektur zu entwickeln, ist vielversprechend, um extrem flexible und effiziente
KI-Netzwerke zu realisieren.

Aufbauend auf einem bereits etablierten ferroelektrischen SBFET (FeSBFET) Ferti-
gungsprozess untersucht diese Arbeit die Einführung einer TiN Floating-Gate (FG) Met-
alllage zwischen dem SiO2 Grenzflächendielektrikum und dem HZO, um das Schalten der
einzelnen Domänen zu verbessern. Es wird davon ausgegangen, dass das FG den Ein-
fluss von Traps reduziert. Ein nasschemischer Ätzprozess wird entwickelt, um TiN zu
strukturieren. Atomic-Force-Microscopy (AFM) und Transmission-Electron-Microscopy
(TEM) des finalen Aufbaus zeigen eine gute Kontrolle über die durchgeführte Fertigung.

Elektrische Messungen an Teststrukturen validieren die ferroelektrische Eigenschaft des
gewachsenen HZOs und die korrekte Etablierung der SBs unter dem Top-Gate (TG).
Transfer Charakteristiken der FG-FeSBFET-Transistoren zeigen eine Verschiebung von
±1.4 V in Abhängigkeit von der Sweep-Richtung. Ein einfaches mathematisches Model,
abgeleitet von der Beschreibung normaler nicht ferroelektrischer FGFETs, die in Flash-
Speichern verwendet werden, erlaubt, die effektiven Ladungen in der Metallschicht
abzuschätzen. Diese Ladungen, die die Charakteristik beeinflussen, setzen sich aus der fer-
roelektrischen Polarisation und den injizierten Ladungen zusammen. Es wird beobachtet,
dass im Fall einer Transfermessung ein Überhang an injizierten Ladungen vorherrscht.
Weitere gepulste Messungen mit variierender Pulslänge zeigen, dass nach 6 ms bereits aus-
reichend viele Ladungen injiziert werden, um das Ferroelektrikum zu schalten, was die
Injektionsrate reduziert.

Die vielversprechenden Charakteristiken der fabrizierten Transistoren für die Anwen-
dung in Neuromorphic Computing Plattformen wird durch die Long-Term-Potentiation
(LTP) und Long-Term-Depression (LTD) Kurven, die aus den gepulsten Messungen ex-
trahiert wurden, hervorgehoben. Die Adaptierung der involvierten Flächenverhältnisse ist
notwendig, um die Pulsweiten an die von anderen Konzepten anzupassen.
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Chapter 1

Introduction

The British mathematician Alan Turing introduced the idea of machine simulating human
intelligence in 1950 [1]. Inspired by this groundwork and the understanding of biological
neural networks (BioNNs) in the human brain of the time, the American psychologist and
computer scientist Frank Rosenblatt developed the first artificial neural network (ANN),
the Mark I Perceptron, based on analog components [2]. The matrix description founded
on the work from John von Neumann, still in use [3], and significant improvements in par-
allel computing with graphical processing units (GPUs) as well as ongoing developments
in semiconductor manufacturing facilitated the rise of artificial intelligence (AI) decades
after its initial conception, by providing efficient resources for extensive training.

The weakening of Moore’s law, i.e. feature size scaling becoming more difficult for classical
sub 22 nm CMOS devices, hinders further development of the current hardware, and the
“von Neumann bottleneck”, i.e. the physical separation between memory and processor,
causes most computational power to be spent on transferring data, resulting in high energy
needs. The International Energy Agency (IEA) reports that "Electricity consumption from
data centers, artificial intelligence, and the cryptocurrency sectors could double by 2026,"
reaching 1000 TW h roughly the consumption of Japan [4]. This underlines the need for
alternative approaches.

One of the most promising directions appears to be neuromorphic computing. The human
brain carries out exceptionally complex tasks within a limited energy spectrum. Ranging
from vision to speech and problem-solving while only consuming 20 W around 20% of the
body’s power budget. The brain had to evolve around this boundary because mammals
can only consume as much as they can hunt and eat [5]. Modern computing hardware
consumes 1000 kW h for similar tasks [6, 7]. Neuromorphic computing tries to implement
the main characteristics of the brain in hardware.
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CHAPTER 1. INTRODUCTION

Major players like IBM with their TureNorth & NorthPole [8–10] and Intel with their
Loihi 1 & 2 [11, 12] chips have already demonstrated such devices, which implement the
basic building blocks of the human brain neuron and synapse into CMOS circuits by
leveraging decades of research and infrastructure, the semiconductor industry has built
for CMOS fabrication. These concepts reduce the “von Neumann bottleneck” and energy
consumption, but are still powerless against the weakening of Moore’s law. In contrast,
other concepts using emerging devices have received a great amount of attention lately,
especially non-volatile memories (NVMs) such as phase-change memory (PCM), resistive
random access memory (RRAM), conducting bridge random access memory (CBRAM),
ferroelectric tunneling junction (FTJ), trapping field effect transistors, and ferroelectric
field effect transistors (FeFETs). A neuron or synapse can be represented by only one
of these devices compared to the multiple needed in CMOS. This reduces the footprint
of the NN and, theoretically, improves energy efficiency due to the reduced number of
devices [13].

The industry is now shifting towards the “More-than-Moore” domain, necessary because
of development limitations in the currently used CMOS devices due to random dopant
fluctuations and the employed lithography fabrication processes [14, 15]. This means
incorporating additional functionality into devices that are not necessarily limited by these
factors [16]. Following this path, one can find the reconfigurable field effect transistor
(RFET), which exploits the electrostatic tunability of the Schottky barriers (SBs) to select
the charge carrier type. This enables the runtime reconfigurability of the device behavior
between electron and hole conduction modes.

The first concept of this kind was presented by Lin et al. [17] in 2001. Many differ-
ent devices followed this first example, using different channel materials, such as silicon
nanowires (NW), and demonstrating the first real electron/hole-type operation [18–20].
Furthermore, state-of-the-art devices replace silicon NWs with novel silicon on insulator
(SOI) based FETs or FinFETs and implement silicon-germanium combinations as channel
material, which show higher performance [21–29]. Also, logic gates utilizing RFETs be-
came possible with the mentioned advanced concepts [30, 31]. Studies predict that a 42%
area reduction compared to 10 nm FinFET is possible for a 1-bit full adder circuit [32].

CMOS-compatible ferroelectric high-k dielectrics like Hf0.5Zr0.5O2 (HZO) are used in the
aforementioned FeFETs to implement nonvolatile behaviors. These approaches can be
utilized in RFET technologies to enable a wide range of additional application fields,
such as data storage, logic in memory (LiM), nonvolatile RFET gate programming, and
neuromorphic computing. Initial work in this direction has proven the viability of such
concepts [33, 34].
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1.1 Motivation and Scope
The dual top-gated ferroelectric RFET design demonstrated by Nazzari et al. [34] clearly
shows the possibility of programming the conduction mode of the device in a nonvolatile
manner. It is based on a top-down process in which Si nanosheets are etched out of an
SOI device layer. SiO2 and HZO form the gate dielectric, which is capped by TiN to
induce a ferroelectric phase during heating. The two SBs are established by an Al-Si
exchange process between the Si nanosheet and the Al source/drain pads. By utilizing
pulsing schemes, intermediate states can be set, and the possible application of the device
in neuromorphic computing is demonstrated. Endurance and retention measurements
indicate a reliable characteristic.

The investigated sample features a reduced electron conduction mode on current in com-
parison to the hole current. Also, off currents are shifted in a similar manner. It is believed
that this behavior is connected to the charging of traps or an insufficient switch of the
ferroelectric for the individual modes. When examining the device physics of RFETs it
becomes clear that it is mainly governed by the injection of charges through or over the
SB [32]. In light of this, precise control of the HZO polarization above the SB is essential.
Simulations have shown that only partial switching of the HZO, which consists of indi-
vidual domains, can cause the formation of current paths [35]. Furthermore, due to the
unfavorable electric field situation exhibited on the ferroelectric above the SB caused by
the Al to Si interface polarization switching can be harmed. It is believed that only the
HZO between the Al source/drain pads and the TiN TG switches. Over the Si channel,
the HZO remains unpolarized. These aspects can cause the conduction mechanism to be
drastically degraded.

In this regard, the insertion of a TiN metal layer is investigated to enhance the electric
field situation on the HZO and prevent the formation of current paths. The previously
employed fabrication process is adapted to include this additional layer.
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CHAPTER 1. INTRODUCTION

1.2 Outline
Chapter 2 gives the theoretical background needed for this thesis. It starts with moti-

vating neuromorphic computing using the inner workings of the human brain. The
interplay between neurons and synapses, as well as how emerging devices can be used
to mimic their behavior, is explained. The chapter goes on to discuss the formation
of HZO and its implementation as FeFET. Floating gate (FG) FETs are studied
from a device physics standpoint since a similar structure is constructed by the TiN
metal layer insertion. Finally, conduction modes in SB and their implementation in
SBFETs, as well as RFETs, are shown.

Chapter 3 presents the experimental techniques used. First, the fabrication flow of the
investigated devices is outlined in detail, explaining each process step and stating
the individual process parameters. Secondly, the electrical measurement setups em-
ployed to conduct transfer characteristics and pulsed measurements are shown.

Chapter 4 discusses the fabricated devices in detail. Different techniques are used to
evaluate them from a physical point of view. Layer quality and heights are inves-
tigated. Also, the needed process adaptations compared to [34] are motivated in
detail. This chapter further discusses the electrical measurement and introduces a
proposed device-switching mechanism model.

Chapter 5 summarizes the major findings and gives an outlook on future research direc-
tions.
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Chapter 2

Theory

2.1 Neuromorphic Computing
The current understanding of the human brain is still incomplete, and any ANN is based
on or inspired by simplified models for BioNN. To further enhance and develop artificial
realizations, one should leverage the decades of research conducted by neuroscientists. An
in-depth knowledge of the different structures and operations happening in the brain is
needed and will be discussed in this section. Further, it goes on to compare the two main
approaches to describing BioNNs and how a variety of different emerging devices known
from memory applications can be used as building blocks for neuromorphic computing
realizations.

2.1.1 Biological Neurons and Synapses
The human brain contains roughly 86 billion neurons that form thousands of connections
with each other [37]. They can process and transmit signals from or to other neurons, re-
ceptors, or muscles in the body by generating electrical and chemical signals. Figure 2.1(a)
illustrates two neurons connected by the axon. The upper one is called the presynaptic
cell, and the lower is the postsynaptic cell. When the upper cell generates or fires a signal,
also known as an action potential (AP) (Figure 2.1(b)), this AP travels from the axon
hillock down the axon itself and splits eventually into different axon terminals. Where it
generates neurotransmitters, which are passed on to the next neuron. Each neuron has
multiple short branches or dendrites that spread from the cell body and act as inputs.
When axon terminals and dendrites come close to each other, synapses form. Because
the connection length between neurons can differ from micrometers to meters, the AP’s
signal integrity must be ensured by isolating myelin and signal-boosting nodes of Ranvier
that wrap around the axon. Neurons can be categorized as multipolar, bipolar, unipolar,
and pseudounipolar. The presynaptic neuron in Figure 2.1(a) has only one connection to
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Figure 2.1: Representation of biological neurons. (a) The connection between pre- and postsy-
naptic neurons via the axon. (b) Diagram of the action potential over time. (c) Inner workings of
a synapse after AP stimulation. Movement of synaptic vesicles and diffusion of neurotransmitters
toward the postsynaptic cell are depicted. Image adapted from [13, 36].

another neuron, making it bipolar [38, 39].

The average neuron is believed to have connections via 1,000 synapses, bringing the num-
ber of synapses in the trillions [40]. In Figure 2.1(c) the inner workings of a synapse are
shown. The space between them is called the synaptic cleft, only around 20-40 nm wide.
When the AP reaches the axon terminal, synaptic vesicles, which contain the aforemen-
tioned neurotransmitters, are generated. During exocytosis, the vesicles fuse with the
presynaptic axon terminal’s cell membrane, releasing neurotransmitters into the synap-
tic cleft, which diffuses towards and interacts with protein receptors on the postsynaptic
cell. This interaction allows ions to enter the postsynaptic cell and resemble the neuron’s
input [39, 41].

The main mechanism responsible for generating the AP surrounds a membrane in the
axon hillock that separates ions. In its resting state, the membrane potential is −70 mV
because of an equilibrium between diffusive and electrostatic forces. If the receptors in the
different synaptic inputs generate enough ions, the potential can increase to −55 mV, by
which the threshold for the opening of voltage-gated ion channels is reached, which allows
further ions to pass through the membrane. This feedback loop increases the potential to
+30 mV, called depolarization. Eventually, the feedback stops because the ion channels
close and new ones open, allowing ions to travel back through the membrane, starting
repolarisation, which overshots called hyperpolarisation and settles back to the resting
membrane potential of −70 mV. During this time, the neuron is in a refractory period,
during which intense stimulation is needed to start a new pulse since the potential falls be-
low the resting state. The axon itself can be understood as a sequence of membranes, and
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the APs imbalance of ions propagates towards the axon terminals, triggering neurotrans-
mitter generation. In general, the APs do not vary in size or length and are independent
of the amount of stimulation. When the threshold is reached, they will always produce
the same pulse [39].

Long-term potentiation (LTP) and long-term depression (LTD) are essential for plasticity
and learning in BioNNs. In the postsynaptic synapse membrane, NMDA and AMPA
receptors are present (Figure 2.1(c)), and in general, NMDAs are blocked by magnesium
ions. When a synapse is activated frequently, LTP can occur. This process involves the
removal of the voltage-dependent NMDA receptor blockages, leading to the insertion of
additional AMPA receptors into the membrane through cellular mechanisms. By doing so,
the amount of ions entering the postsynaptic cell from one AP is improved, increasing the
likelihood of a signal over this synapse triggering an AP in the neuron. In contrast, during
LTD, the synapse is not activated for a prolonged time. This causes an accumulation of
blocked NMDAs and a reduction of AMPA receptors, hindering ions from entering the
cell and making it harder to trigger an AP by this synaptic connection. It is believed that
LTP and LTD are responsible for long-term memories in the human brain [39, 41].

Different brain sections are responsible for tasks ranging from vision to memory, using
slight variations of these fundamental mechanisms. Learning, the updating of the weight
of each individual synapse, is done over the span of a lifetime and during every waking
hour of a human life [13, 36].

2.1.2 Artificial and Spiking Neural Networks
The discussed concepts of the human brain’s inner workings are already a harsh simpli-
fication of its true complexity. In order to transfer them to digital software or analog
hardware realizations, different models are developed that are able to imitate the essential
mechanisms.

Artificial neural networks (ANN) are widely used by AI researchers. In this model, the
complex biological AP generated by the neuron after reaching a certain threshold is re-
placed by a Heaviside step function, which switches the neuron’s output from 0 to 1. The
binary output of the presynaptic cell is multiplied by a fixed weight value in the synapse,
and then the different inputs to the postsynaptic cell are summed up. If a threshold is
reached, the postsynaptic cell fires. This mimics the behavior in BioNNs to a limited
extent, neglecting the influence of the firing points in time and further effects like the
refectory period and hyperpolarisation. Nevertheless, it allows powerful backpropagation
algorithms that use gradient descent for learning to be employed [42].

Generally, a neural network contains multiple inputs and one or more outputs. For an
exemplary application like image recognition, each pixel of a picture represents one input
fed into a hidden layer of neurons. Each neuron receives an input from each pixel. The
hidden layer outputs are routed into, for example, two output neurons, which differentiate
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between cats and dogs (Figure 2.2(a)). Modern networks use multiple hidden layers,
improving accuracy but increasing processing time since the output of each neuron has
to be calculated and stored until it is needed as input for the next neuron. In addition,
the number of synaptic weights that need to be stored grows. If the network exceeds
the capacity of the central processing unit (CPU) or graphics processing unit (GPU)
cache, it has to be offloaded to random access memory (RAM) storage, further increasing
fetching times and hindering efficiency. These constructs are, in general, called deep neural
networks (DNNs). Especially for image recognition, convolutional neural networks (CNNs)
are favorable, as they use convolutional layers that can share weights. They are used in
modern implementations because of their improved performance in grid-like input data
sets. CNNs can learn to use filters across the entire image and use pooling layers that
reduce the sensitivity to slight shifts of the input data [42].

Spiking neural networks (SNN) are an alternative approach to realizing BioNNs. Because
of their more analog nature and utilization of the AP, SNNs come closer to replicating
the human brain than ANNs. Leaky integrate and fire (LIF) is one of the most widely
used models for describing SNNs. It is relatively simple to implement and has a low
computational cost. Compared to ANN, the Heaviside step function is replaced by a
Dirac pulse, which reduces power consumption. The neuron again sums up all inputs,
but additionally integrates them. After reaching a certain threshold, the neuron fires an
AP, represented now by a Dirac pulse, followed by a refractory period, which mimics
the hyperpolarisation in BioNNs. The neuron potential can be modeled by the voltage
across a capacitor parallel to a leaky conduction path. In LIF, because of the integration,
the moment in time at which the plus reaches the neuron is also taken into account. If
the weight of a single input is high enough, it can theoretically trigger the neuron to
fire. However, if the weight is too small to reach the threshold, multiple pulses or single
pulses from multiple presynaptic cells must reach the postsynaptic cell in quick succession
to cause it to fire. Compared to ANNs, SNNs have been less investigated. Powerful
training algorithms like backpropagation have not yet been established for SNNs. In
addition, suitable data sets are missing, unlike ANNs, which would allow a similar quick
development [13, 42].

It has been proven that in digital applications, SNN does not show significant energy
efficiency improvement compared to ANN, because in these memory-intensive tasks, read-
ing data is the main power consumption contributor. A hybrid ANN-SNN architecture
appears to be desirable [43, 44]. For the realization of neural networks using emerging
devices that are able to imitate synapses and neurons using a single device, SNNs are
more suitable, and such networks have already been implemented [45, 46].

2.1.3 Realisation using Emerging Devices
Different approaches can be taken to realize neuromorphic systems. Firstly, as discussed
in Section 2.1.2, software solutions using standard von Neumann architecture can be used,
suffering from memory bottleneck issues. Secondly, ANN can be built to mimic the human
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Figure 2.2: (a) ANN with input neurons (blue), output neurons (red), and hidden layer neurons
(green). The connection of the other model neurons of each layer shows the number of connections
needed. (b) Crossbar arrangement between the input and hidden layer in a neuromorphic system.
Inset indicates connections via a memristive device. Image adapted from [7]. Structure of (c)
phase change memory (PCM) [47], (d) resistive switching random access memory (RRAM) [48],
(e) conducting bridge random access memory (CBRAM) [49], (f) ferroelectric tunnel junction
(FTJ) [50], (g) trapping FET and (h) ferroelectric FET (FeFET).

brain synapses and neurons using modern CMOS technology, like IBM’s TrueNorth &
NorthPole [8–10] and Intel’s Loihi 1 & 2 [11, 12] chips. These concepts require multiple
CMOS transistors, using a lot of wafer area to represent one synapse. However, they
are able to avoid the von Neumann bottleneck by utilizing a logic-in-memory approach,
where the synaptic weights are stored near the processing. Finally, emerging devices can
be integrated as single synapses or neuron devices. Reducing device numbers but losing
space because of the less-scaled state of these structures.

Figure 2.2(b) illustrates a crossbar arrangement commonly used for implementing emerg-
ing devices as memristors. In this case, the input layer and first hidden layer are connected,
identical to the first connections in Figure 2.2(a). As shown in the inset (Figure 2.2(b)),
the horizontal input bar and vertical output bar are connected by a resistive element or
memristor, which acts as a current valve. The output current is determined by summing
all input voltages with their connecting resistive weights. So-called sneak paths, where
current flows from a row to a column through multiple memristors, limit the size of cross-
bar arrays to one hundred times one hundred devices [51]. CMOS buffers can best be used
to reduce the impact of sneak paths [52]. The conductance of the memristors resembles
the synaptic weight, it can be set by specific pulsing schemes or a third terminal, mak-
ing it similar to a transistor [7, 53]. A wide variety of devices is under investigation for
application as memristors in neuromorphic computing. Hereafter, a quick overview of the
major ones will be presented.
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Phase change memories (PCMs) utilise the amorphous to crystalline phase transition in
chalcogenides. They are two-terminal devices consisting of a phase change material and
insulator layers stacked between two electrodes. The isolator is punctured by a metallic
cylinder connected to the bottom electrode, allowing for current crowding. This "heater"
has the ability to melt the phase change material. The resistive difference between the
crystalline and amorphous phases is used as a low and high conductive state. Because of
the high processing temperature, the phase change material is crystalline after fabrication.
A short high-voltage pulse is applied to reset the PCM in an amorphic phase, which
melts and quenches the material, resulting in a programmed high-resistive amorphous
region around the "heater" in series with the low-resistive crystalline base layer. Set
programming is done with a longer, lower voltage pulse that crystallizes the layer again
completely [47, 54].

Resistive switching random access memory (RRAM) is a two-terminal metal-insulator-
metal device featuring a binary transition between high and low resistive states (HRS
& LRS). Soft breakdown is believed to be the main contributor during forming after
fabrication. If sufficiently high electric fields are applied, oxygen atoms are knocked out
of the dielectric and drift to the top electrode, leaving a conductive filament (CF) path of
oxygen vacancies or metal precipitates in the case of metal-based oxides behind. Current
flows through this CF in the LRS of the RRAM. Oxygen ions are stored at the top
electrode, which acts as a "reservoir". During reset with an inverted field, oxygen ions
migrate back and recombine with vacancies or oxidize metal precipitates, reducing the CF’s
length and increasing the oxide’s resistance, bringing the RRAM into an HRS. Again, Soft
breakdown takes place for set operations, similar to forming, but lower fields are needed.
In general, the fields for set and reset are not identical. For a switch from unipolar to
bipolar programming operation, the right material combination of the dielectric, top, and
bottom electrodes is needed [48, 55].

Similar to RRAM, conducting bridge random access memory (CBRAM) uses a CF path
for switching. CBRAM consists of an oxidizable active top electrode, a solid electrolyte
isolator, similar to PCMs chalcogenides, and an inert bottom electrode. The set operation
works by applying a voltage that causes the oxidation and drift of ions from the top
electrode. When they hit the bottom electrode, they are reduced and form a CF, which
grows until it reaches the top electrode, bringing the CBRAM into an LRS. Reset is
performed by a reversed voltage that causes thinning of the CF until it separates, changing
to an HRS [49, 56].

Ferroelectric tunnel junctions (FTJ) use a metal-ferroelectric-metal device structure. De-
tailed properties of ferroelectric will be discussed in the next section 2.2. FTJ ferroelectrics
can be reduced to a layer with two different polarisation directions that allow for an ad-
ditional potential across the dielectric, which influences the band structure of the device.
Screening can be understood as the charges that are forced by the polarization at the
metal/ferroelectric interface that attracts or repels charges over a short distance, allowing
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an additional electrostatic potential at the interface. The screening length depends on
the electrode material and can be between 0.1 nm and 10 nm. The additional potential
of these charges is directly proportional to the screening length. For FTJ, the influence
of both mechanisms on the band structure of the metal-ferroelectric-metal arrangement
needs to be considered. Starting with a rectangular barrier, as known from dielectrics,
adding the ferroelectric potential introduces a polarisation-dependent slope. By choos-
ing different materials for the bottom and the top electrodes, the screening length differs
on the two sides of the barrier, resulting in asymmetric potentials at the two interfaces.
This asymmetry causes the effective barrier height to be not identical for the two polar-
isation directions, allowing the tunneling probability of the barrier and, accordingly, the
device’s resistance to be changed by a high voltage set or reset pulses that invert the
polarisation [50, 57].

Additionally, trapping mechanisms in classical field effect transistors (FET) can be used
as depicted in Figure 2.2. By using high voltages during set and reset defects in the
semiconductor/oxide interface can be populated by charges from the channel, shifting
the threshold voltage of the device for smaller operating voltages [58, 59]. Also in this
direction are ferroelectric field effect transistors (FeFETs) which feature similar to FTJ,
a ferroelectric. In this case, the threshold voltage is shifted by the ferroelectric remnant
polarization (details will be discussed in Section 2.2). Since those devices are based on
transistors, they have three terminals, helping to reduce sneak paths since the input and
the output neuron are not directly connected (s. Figure 2.2).

The explained device can be engineered towards application as a neuron or a synapse.
To be used as a neuron, the device must incorporate the SNN puls mechanics for time-
dependent APs (Subsection 2.1.2), and an abrupt switch from HRS to LRS is needed. In
contrast, for synaptic use, the emerging devices need to be able to tune their resistivity
on a broad scale with high repeatability. Still, slight variations are negligible since NNs
themself work with probabilities. Generally, two-terminal devices are more faithful to
the BioNNs since the LTP and LTD are introduced using only one terminal, but three-
terminal devices might be more suitable since they reduce sneak points and do not require
additional amplification logic between network layers.

2.2 Ferroelectric Field Effect Transistor
The ferroelectric field effect transistor (FeFET) is one of the main building blocks of this
thesis. It has seen wide research interest in non-volatile memories (NVMs) and in the field
of logic-in-memory (LiM) computing. This section will explain the ferroelectric material
used and its implementation in FETs. Further, FeFETs in neuromorphic computing will
be discussed.
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2.2.1 Ferroelectric Gate Dielectric
Ferroelectricity is understood as a permanent reorientable polarization. The naming is
derived from the hysteretic relationship between polarization and an applied electric field,
similar to hysteresis curves known from ferromagnets. It can only be found in noncen-
trosymmetric crystals, reducing the possible number of crystal structures from 32 crystal
symmetries to 21 [60]. Of these, 20 are piezoelectric and 10 are pyroelectric, allowing them
to support a stable electric dipole in an unstrained condition, understood as spontaneous
polarization. From a crystallographic standpoint, pyroelectric and ferroelectric crystals are
indistinguishable. Ferroelectrics are able to withstand the electric field needed for switch-
ing without the breakdown of the dielectric itself, making additional knowledge of the
dielectric properties necessary for differentiating between the two crystal categories [61].

By implementing a phenomenological thermodynamic theory based on Landau’s the-
ory [62–64], ferroelectricity can be further examined. The transition from a nonpolar
phase to a polar phase under the simplest condition of zero stress is derived by using
Gibbs’s free energy G:

G = (α

2 )P 2 + (β

4 )P 4 + (ξ

6)P 6 − EP (2.1)

In which P is the polarization and α is a temperature-dependent coefficient. The minimum
of G lies at P = 0 for positive α-values. In contrast, for negative values, two minima
form symmetrically around the zero polarisation point and are separated by an energy
barrier, giving rise to the two stable states and allowing the polar phase. In pyroelectric
materials that do not exhibit ferroelectricity, this barrier is too high, preventing switching
of polarization before dielectric breakdown.

Ferroelectric materials tend to form domains, which are regions of opposing polarization.
Ferroelectrics allow, in the case of uniaxial materials, the dipole moment to be switched
by 180◦ using an applied electric field. In contrast, orthorhombic ferroelectrics allow
formation towards the <110> crystal phase edge, resulting in a 60◦, 90◦ or 180◦. Walls are
spaces in between differently oriented domains. For uniaxial materials, lattice parameters
are identical for the two sides of the wall, unlike in orthorhombic, where domains in line
with the applied electric field grow in size, causing strain in the differently oriented domains
by the ferroelastic effect and giving domains themself interfacial energy. Domains form to
overcome depolarization fields (Subsection 2.2.3) and to minimize strain energy, as long
as the energy penalty for not forming them exceeds. The spontaneous polarization forces
charges on the surface of the material, causing a field, which is prevented by the formation
of differently oriented domains. Additionally, domains form to minimize strain introduced
by electrode clamping or nonuniform cooling [65].

Figure 2.3(b) shows the polarization P over the electric field E hysteresis curve of a
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Figure 2.3: (a) Orthorhombic crystal phase (Pca21) of HZO in up and down ferroelectric po-
larisation states. O atoms are represented in blue for stationary and red for shifting during the
polarisation. Hf/Zr are grey. Image adapted from [66]. (b) Hysteresis curve of standard metal-
ferroelectric-metal (MFM) structure. Indicating domain polarisation directions as deposited, sat-
uration, and remnant polarization states. Image from [67].

standard metal-ferroelectric-metal (MFM) device. In the initial state, the domains are
polarized, as explained in different directions, ensuring charge neutrality. By applying an
electric field the material gets polarized, following the dotted red line in Figure 2.3(b)
until the saturation polarization Ps is reached the first time, at this point an increase
in E does not result in an increase in P , because all domains are polarized in the same
direction, higher fields would result in dielectric breakdown and destruction of the device.
By reducing E back to zero, the polarization can be slightly reduced, but a very significant
remnant polarization Pr remains since a majority of the domains are still in the minimum
of Gibbs’s energy landscape. Only after reaching fields that allow polarization to go over
the energy barrier and become negative, a reduction of the device’s polarization can be
induced. The E value at which the P reaches zero is called the coercive field Ec. After
passing the −Ec point, the curve again saturates for a negative −Ps value. By going
back toward positive E the polarization reaches the −Pr and Ec points ending in the
Ps. Without external intervention, like heating, the point of origin can’t be reached,
and the device can now only be controlled in this non-linear hysteresis. The area enclosed
within this curve represents the energy loss from each switching cycle, introduced by dipole
switching and domain wall motion.

Schrödinger first proposed the two spontaneous polarisation states of ferroelectrics in 1912.
Its name is derived from the German word "ferroelektrisch" [61]. Later, Valasek verified
this crystallographic property in 1920, using Rochelle salt [68]. Ferroelectricity has seen a
vibrant development over the past 110 years. The first crystal system suitable for practical
applications, the perovskite structure, was discovered during World War II [69]. BaTiO3
and PbZrO3 (PZT) have been the two main materials of this kind. Integration of PZT in
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FETs as NVM was limited to 130 nm technology due to its incompatibility with CMOS
processing [70].

Böscke discovered ferroelectricity in fluorite-structured Si-doped HfO2 ultra-thin films in
2011 [71]. This sparked a renewed interest since HfO2 is the most common gate insulator
used for modern transistors and can be fabricated using well-established atomic layer
deposition (ALD) industrial-scale processes. Multiple different reports using Zr, Y, Gd,
Sr, and La followed shortly, of which Hf0.5Zr0.5O2 (HZO) is the most promising. In its
orthorhombic crystallographic phase structure, polarization works in contrast to PZT in
HZO by the displacement of four of the eight oxygen atoms in the unit cell, as depicted
in Figure 2.3(a). Depending on the relative amount of Hf and Zr, HZO can transform
from a paraelectric to a ferroelectric to an anti-ferroelectric characteristic [72]. Compared
to PZTs, which has an Ec of 0.1 MV/cm, HZO features depending on the Hf to Zr ratio
and layer thickness an Ec of 0.8-2.0 MV/cm. This allows for memory windows of around
1 V at thicknesses below 10 nm, underlying the potential "drop in" capability of HZO for
almost every modern CMOS architecture [73].

Electrode

Electrode

HZO

Deposited HZO film Nuclei growthtetragonal (P42)

orthorhombic (Pca21) Final crystalline film Phase transition

Crystallized film

RTA-process
heat-up

cool-down

t-phase

Figure 2.4: Crystallization cycle of HZO during RTA-process. (1) Small t-phase nuclei formation
after ALD deposition. (2) An increase in temperature causes the growth of nuclei, which act as
seeds for surrounding materials. (3) The entire film crystallizes in a mainly t-phase with a limited
amount of m-phase. (4) During cooling, ferroelectric o-phase nuclei form. (5) The entire film
remains in the o-phase at room temperature. Image from [67, 74].
In addition to ALD, subsequent rapid thermal annealing (RTA) and cooling process steps
are required, in which the material undergoes different phase transitions, to form a ferro-
electric phase (Figure 2.4). HZO can exhibit three relevant phases for this process. Firstly,
the non-centrosymmetric orthorhombic phase (o-phase, Pca21) is the origin of ferroelec-
tricity [75]. Secondly, in contrast to the o-phase, which is not thermodynamically stable,
the monoclinic phase (m-phase, P21/c) is always stable [76]. Thirdly, the tetragonal phase
(t-phase, P42/nmc) is a second unstable phase [72]. In the as-deposited state after ALD,
it is understood that t-phase nuclei form ( 2 nm radius) because of very high surface mo-
bility and surface-free energies, which are randomly distributed in the layer. During the
RTA-process heating, the nuclei act as seeds for the surrounding material, resulting in the
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growth of the individual nuclei until the entire film is completely crystallized in a t-phase.
From a thermodynamics standpoint, it is expected that during RTA the t-phase transforms
to m-phase, but this transformation is due to a high activation energy kinetically reduced
allowing only a limited amount of m-phase. During cooling, the t-phase transitions to the
o-phase [74].

To allow ferroelectrics to be used in memory applications, it is necessary to increase
the layer height of the ferroelectric layer in order to decrease the leakage current. HZO
exhibits a maximum thickness of 10 nm, after which the maximum remanent polarisation
Pr is reduced [77]. For layers beyond this limit, the explained mechanism preventing
m-phase formation becomes less efficient and allows only a limited amount of t-phase to
remain during RTA, decreasing the o-phase generated at cooling and effectively capping
the achievable Pr. By inserting Al2O3 interlayers splitting the HZO into multiple separate
10 nm layers one can prevent m-phase formation and reduce the leakage [78].

2.2.2 Implementation of HZO in Field Effect Transistor
In recent years, three major devices have been investigated in connection with neuro-
morphic computing and ferroelectric HZO. Firstly, ferroelectric capacitors (FeCAP) used
in ferroelectric random access memory (FeRAM), FeCAPs are either implemented in a
simple memory array with perpendicularly oriented bit and word lines [79] or in a 1T1C
configuration, which allows a better array distribution. In the 1T1C concept, one terminal
of the FeCap is connected to a drain of a standard transistor, while the other is connected
to a plate line used for write operations. Word and bit lines are connected to the gate
and source contacts. In contrast to current RAM approaches, FeRAM features very high
endurance and non-volatile behavior, creating a new emerging memory platform [80, 81].
Secondly, ferroelectric tunnel junction (FTJ), which is very similar to FeCaps. FTJs uti-
lize an HZO layer between two metal plates, but the dielectric is thinned down to a degree
that enables quantum tunneling through the isolator. In a classical capacitor, this is un-
wanted. By switching the polarisation, the height of the barrier can be altered, changing
the tunneling probability (Subsection 2.1.3). Thirdly, Ferroelectric field effect transistors
(FeFET) will be further discussed in detail in the following subsection.

The main building block of the widely used backbone of the semiconductor industry,
the MOSFET transistor, is the metal-oxide-semiconductor (MOS) capacitor. It can be
constructed by oxidizing a silicon forming SiO2 and further deposition of a metallic gating
electrode. It is precisely the oxidation process, which allows the formation of a defect-
free oxide, that gave silicon the advantage needed over germanium, which has been used
for the first transistors and features a higher carrier mobility but does not form a stable
oxide. The insulator layer has a larger bandgap compared to the semiconductor channel,
which introduces a barrier for charge carriers. When stacked and no voltage is applied, the
materials behave according to their different work functions, as will be discussed in more
detail in subsection 2.3.1. If a negative voltage is applied to the metal, its energy level
rises. This attracts holes at the interface, in the case of a p-type semiconductor, and is
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called accumulation. When a small positive voltage is applied, band bending downwards is
observed because the region at the interface is depleted. If the voltage is further increased
until the intrinsic level of the semiconductor falls below its Fermi level, inversion occurs,
and the semiconductor now shows n-type behavior at the interface region to the oxide. In
an n-channel MOSFET two n-type regions representing the source and drain contacts are
separated by a p-type region called the channel. Above the channel, an oxide and a metal
gate contact are placed, forming together with the p-type semiconductor of the channel a
MOS structure. In a band diagram along the channel, a barrier is formed, and its height
can be controlled with the gate voltage, by bringing the channel into inversion, resulting
in an n-type behavior, electrically connecting the source and drain regions on which a bias
voltage is applied, allowing charge to flow [82].
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Figure 2.5: (a) Schematic illustration of FeFET featuring an isolating gate dielectric layer (IL) and
ferroelectric layer (FE). Polarization charges and direction are indicated by arrows. (b) Simplified
model of FeFET consisting of a standard MOSFET and a ferroelectric capacitor. (c) FeFET
pulsing scheme using a single reset pulse and multiple set pulses. (d) Impact of the pulsing scheme
on transfer characteristic. Image adapted from [67].
Figure 2.5(a) depicts schematically a FeFET. It is identical to the explained MOSFET
except for the ferroelectric layer inserted between the oxide and the metal top gate (TG)
contact, resulting in a metal-ferroelectric-insulator-semiconductor (MFIS) structure. As
shown in Figure 2.5(b), this device can be modeled by adding a ferroelectric capacitor in
series to a standard MOSFET. As long as Ec of the ferroelectric layer is not exceeded,
the device will behave as a traditional transistor showing fixed threshold voltage Vth. By
implementing different pulsing schemes in which the individual voltages exceed the Ec, the
ferroelectric can be partially switched, meaning a limited amount of domains are inverted
by each pulse. Figure 2.5(c) shows a common pulsing technique. First, the device is
brought into a well-defined state by using, for example, a long negative pulse of the height
Vreset, polarising all domains in an up direction. Following are identical positive pulses
with the same Vset voltage. After Npulses, the transfer characteristic is shifted towards
negative values, as a result of a change in Vth, as indicated by Figure 2.5(d), storing a
state in the device. Logically, the Vth-shift is limited since, at one point, all domains are
polarized. The voltage separation between maximum up and down polarization states is
referred to as the memory window (MW), the range in which the characteristic can be
adjusted. The MW is often approximated by [83, 84]:

MW = 2 · α · Ec · tF (2.2)
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where α is an ideality factor dependent on polarization and dielectric constant ϵF of the
FE, Ec the coercive field and rF the thickness of the FE. The standard maximum MW
for HZO is 2 V. A nondestructive readout operation can be performed either by sensing
the conductance at a constant gate value, commonly 0 V, or by measuring Vth using a
limited voltage range. Both methods intend to influence the polarisation state as little as
possible [73, 85].

2.2.3 Charge Injection through Dielectric Layer
Devices utilizing an MFM structure can be considered a fully charge-compensated con-
figuration since enough charges can be supplied by the electrode contacts to mitigate
the depolarization field, which can be as high as the polarization itself. In FeFETs, as
discussed in Subsection 2.2.2, a dielectric IL layer (commonly SiO2) is used, creating an
MFIS structure that is to a certain extent charge-uncompensated, because one side of the
FE is electrically separated from the corresponding electrode, enabling the build-up of an
depolarization field due to unscreened bound charges, reducing the achievable MW with
the given ferroelectric [86].

SiO2 ILs have to be integrated into FeFETs because, like most high-k dielectrics, HZO
features a lot of interface traps to silicon, resulting in reduced mobility for charge carriers in
the transistor channel [87]. Thermal SiO2 has superior interface quality and is commonly
grown between 0.9 nm and 2 nm, allowing most top gate voltage to be applied to the
ferroelectric due to the capacitive voltage divider. Additionally, the influence of oxide
vacancy traps that act as fixed charges in the HZO is reduced [88].

Since the IL is relatively thin, quantum-mechanical Fowler-Nordheim tunneling is possi-
ble for high enough voltages. The SiO2 can be modeled by a capacitor parallel to the
resistor, which starts conducting when the band bending reaches a triangular shape, al-
lowing tunneling. Before injection through the IL, depolarization charges build up at
the SiO2/HZO interface, reducing band banding of HZO and increasing it for the SiO2.
After a threshold is reached, charges opposite to the depolarization charges are injected
through the IL, screening bound charges at the interface. This reduces the depolariza-
tion field and the voltage across the IL. Further, it allows the ferroelectric to sustain its
polarization state more effectively, improving the endurance of the device. Depending on
the height of the applied voltage across the structure, the charges can be under, exact,
or over-compensated [89]. Simulations have shown that the explained mechanism and
the presence of interface traps at the SiO2/HZO interface are fundamental for achiev-
ing ferroelectric polarization switching [90]. Other concepts like the in Subsection 2.2.5
explained metal-ferroelectric-metal-isolator-semiconductor (MFMIS) structure provide in-
finite states in between the IL and the FE, making good control over the amount of charge
injected in the floating metal layer highly important [86, 91–93].
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2.2.4 Usage in Neuromorphic Computing
Section 2.1 motivated the usage of emerging memory devices from a biological standpoint,
in which one device can be used as a neuron or synapse in SNNs. Compared to others (Sub-
section 2.1.3), FeFETs are compatible with current CMOS processing (Subsection 2.2.1),
allowing quick scaling of this architecture. Figure 2.5(c) and (d) have already outlined
the basic switching mechanism in FeFETs, using a simplified pulsing scheme. In Fig-
ure 2.6, three more pulsing approaches are compared, and their influence on the transistor
is schematically outlined. As discussed in Subsection 2.2.2, the readout operation can be
performed using a fixed gate voltage and measuring the current, which is then transferred
into a conductance value. In general, neurons and synapses have different requirements in
terms of pulsing. Neurons receive multiple pulses, which are weighted by synapses. When
they arrive in quick succession, the transistor should switch from an LRS to an HRS. In
contrast, the conductance in synapses is changed during learning, which resembles the
change of weight or importance, making precise control necessary (Subsection 2.1.1) [94].
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Figure 2.6: FeFET pulsing schemes and conductance values for neuromorphic applications. (a)
Schematic illustration of pulsing scheme with identical length and height. Conductance LTP/LTD
curves feature only a limited number of intermediate states between the HRS and the LRS. (b)
Pulsing scheme with identical pulse height but sweeping pulse length, resulting in more intermediate
states in LTP/LTD curves. (c) Pulsing scheme with identical pulse length but sweeping pulse
height, increasing conductance maximum, and number of states. Image adapted from [95].
The first pulsing scheme in Figure 2.6(a) consists of equal pulses of identical duration and
voltage amplitude. For LTP, positive pulses are used, and for LTD, negative pulses. As
evident from the conductance graph, only a limited number of intermediate states between
the LRS and the HRS are present, making it ideal for use as a neuron. Pulsing scheme
number two (Figure 2.6(b)) uses again pulses of identical height but sweeps the length of
the pulses to longer times for ongoing pulse number. Since this scheme can start with lower
pulse widths than scheme number one, the initial conductance increase can be reduced,
allowing for more intermediate states and gradual control needed for synapses. Pulsing
scheme number three (Figure 2.6) has again identical widths but sweeps the pulse height,
enabling many intermediate states and unlocking higher conductance states since higher
voltages are used. The change in the voltage level makes this scheme difficult to implement
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in integrated circuits (IC), requiring more wafer area than changing only the widths,
making scheme number three, despite its greater conductance control, unsuitable [96, 97].

The variety of pulsing schemes presented in Figure 2.6 shows that FeFETs can be used as
neurons and synapses, allowing for a possible FeFET-only implementation of SNN [95].

2.2.5 Floating Gate FeFET
In contrast to the emerging HZO-based NVM technology, classical approaches implement-
ing charges stored in the gate stack are used in commercial flash memory products at the
moment [98]. The two main groups of this kind are charge trapping and floating gate
(FG) devices. Both work by tunneling and trapping charges from the silicon at an in-
terface region. Charge trapping devices utilize traps at a nitride/oxide interface, and FG
devices insert a metal layer between two oxides. In both cases, the oxide near the silicon
is thinned down to enable tunneling. The stored charges in the gate stack give rise to a
threshold-voltage shift, allowing for a programmed and erased state of the device. Mod-
ern memory designs feature low leakage of charges out of the interface, enabling retention
times of over 100 years [99].

Two charge injection mechanisms are used to introduce the threshold-voltage shift in
FGFETs, either by hot electron injection (HEI) or Fowler-Nordheim (FN) tunneling. In
HEI, electrons traveling from source to drain can be subjected to a lateral electric field.
If this field exceeds 100 kV/cm [100], the electrons are no longer in equilibrium with the
lattice, causing them to gain energy in relation to the conduction band edge, also known
as "heating". A small fraction of electrons acquires enough energy to surmount the barrier
between the silicon and FG. Two conditions must hold for an electron to cross the barrier.
Firstly, it has a kinetic energy higher than the potential barrier. Secondly, its velocity
direction is in a cone directed toward the gate. Factors like the distance of the electron
to the barrier and the shape of the potential barrier itself can prevent FG injection,
causing only a fraction of electrons to cross [101, 102]. Additionally, the high electric
field can induce impact ionization, which can generate secondary hot electrons that can
also be injected into the FG [99]. For this reason, degradation of the oxide is a major
consideration when HEI is used. The oxide region above the channel outside the drain
is affected the most by carrier trapping and the generation of interface states, which can
cause an increase in leakage current and decreased endurance [103, 104].

Because of this degradation, modern devices mainly rely on FN tunneling. The nonzero
solutions of the Schöndinger equation imply the possibility for electrons to penetrate the
forbidden region of a barrier and allow tunneling from one classical-allowed region to
another in MOS structures. The tunneling probability depends on the shape, height, and
width of the barrier. When a bias is applied to the MOS structures, the oxide is bent into
a triangular shape, which reduces the tunneling distance and enables FN tunneling. Using
WKB approximation, one obtains the following expression for the current density [105]
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8πhφB
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2m∗
oxφ3

B

3ℏqE

 (2.3)

where φB is the barrier height, m∗
ox is the effective mass in the dielectric, h is the Planck

constant, q is the charge of the electron, and E is the electric field through the oxide.
Because the field is directly proportional to the applied bias voltage Vbias and indirectly
proportional to the oxide thickness tox, the oxide can be engineered to allow the most
current with acceptable voltages. In addition, leakage of charges while stored has to be
considered since it determines retention time. An optimum thickness of 10 nm is chosen
in modern devices [102].
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Figure 2.7: Floating gate (FG) transistor band diagrams. (a) Uncharged and (b) charged FG
at equilibrium. (c) High electric fields enable Fowler-Nordheim tunneling from the semiconductor
into the FG. (d) FG gets charged, preventing further tunneling through the oxide. Image adapted
from [99].
The band structure of FG devices changes because of charging over the duration of a pulse,
altering injection mechanisms and device behavior. Figure 2.7 depicts schematically the
band structure of an FG device at different stages in a simplified 2D region over the silicon
channel. The thickness difference of the thicker control oxide between the gate and FG,
as well as the thinner tunneling oxide between the FG and semiconductor, is illustrated.
When the charge Q in the FG is zero, and no voltage is applied, the band structure in
Figure 2.7(a) is established. The Fermi level of the gate, FG, and semiconductor are in
line. No electric fields are present at the dielectrics, and the semiconductor bands are
pinned accordingly to the tunneling oxide. The two oxides form capacities in different
regions of the device. CC , CS , CD, and CB are the capacitances between the TG and FG
as well as the FG and the source, drain, and bulk regions of the transistor. Using Gauss’
law
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Q = CC(VF G − VG) + CS(VF G − VS) + CD(VF G − VD) + CB(VF G − VB) (2.4)

where VF G is the potential on the FG, VG, VS , VD, VB the potential of the gate, source,
drain, and bulk respectively. The sum of all capacitances can be defined as the total
capacitance CT = CC + CS + CD + CB. For the assumption that VS = VD = VB = 0 V
Equation 2.4 can be rearranged as

VF G = CC

CT
VG + Q

CT
= αGVG + Q

CT
(2.5)

in which αG is the gate coupling coefficient. αG is normally > 0.6 in standard FG devices.
Figure 2.7(c) depicts the beginning of the FG charging using a positive voltage. Because
the FG itself is still uncharged, one can see using Equation 2.5 that the potential VF G

is closer to VC than that of the semiconductor, which is, in this case, zero, resulting in
significant band bending of the tunnel oxide. FN tunneling of electrons takes place in
accordance with Equation 2.3, charging the FG. Since Q gets progressively more negative,
VF G is reduced, decreasing the amount of band bending of the tunnel oxide, until FN
tunneling is suppressed, as depicted in Figure 2.7(d). If VG is reduced back to zero, the
accumulated charges Q in the FG result still in a VF G. Figure 2.7(b) shows that now
electric fields of opposite directions are present at the control and tunneling oxide. The
latter one bends the semiconductor bands up, resulting in a threshold voltage shift ΔVth

according to the charges Q in the FG

ΔVth = − Q

CT
(2.6)

as long as the applied VG voltage range does not alter Q. This mechanism is used for
storing information in NVM memories using FGFETs. As described, positive VG results
in the injection of electrons and a positive ΔVth shift for program operation. Negative VG,
on the other side, results in the injection holes, making ΔVth negative during the erase
operation [99, 102].

The discussed approach can be additionally implemented into FeFETs by insertions of
metal layers into the already discussed metal-ferroelectric-isolator semiconductor (MFIS)
stack (Figure 2.8(a)), converting it to a metal-ferroelectric-metal-isolator-semiconductor
(MFMIS) stack (Figure 2.8(b)). Such approaches have been reported in different archi-
tectures. Devices with an InGaZnO (IGZO) active channel have been shown by [106, 107]
and devices based on a standard FET structure by [108–111].

MFMIS can improve the FeFET in two diffrent directions. Firstly, only the semiconductor
region in the FET channel that is located beneath a switched domain of the ferroelectric
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Figure 2.8: FeFET domain polarization and electron density for MFIS and MFMIS stacks. (a)
Illustration of FeFET with MFIS stack, indicating polarization direction and resulting charges. (b)
Domain polarization and electron density for the MFIS stack, showing the formation of current
paths. (c) Illustration of FeFET with MFMIS stack. (d) Different domain polarization and electron
density for the MFMIS stack, averaging of individual domains over the entire channel. Image
adapted from [112].

goes into inversion for classical MFIS stacks. Figure 2.8(b) shows schematically the Po-
larization of the individual domains and the resulting electron density in the channel of
an MFIS FET. Domain switching is randomly distributed. The number of domains that
switch can vary from pulse to pulse. Also, the total number of available domains themself
can be different between devices, resulting in variability. The electron density shows the
formation of current paths connecting the source and drain regions. Again, this formation
underlies a distribution since the switched domains need to be on a single line. Depending
on the applied pulses, not enough domains might switch, prohibiting current flow. This
behavior is desirable in neurons, where a step-like behavior of the current flow is needed.
But for synapses where the current flow needs to be gradually adjusted depending on the
pulses, this is a problem. By implementing an MFMIS stack, as depicted in Figure 2.8(c),
the number of switched domains is averaged over the channel, reducing the impact of
domain count variations, eliminating the formation of current paths, and allowing gradual
switching [35, 112]. In addition, another degree of freedom for device design is created. By
altering the ratio of the overlap between the top and bottom metals, the memory window
can be adjusted at the expense of a reduced on/off ratio [113].

Secondly, as discussed in Section 2.2.3, the injection of charges into the ferroelectric/oxide
interface is needed to compensate the depolarization field, enabling sustained switching of
domains. Subsequently, a sufficient number of traps needs to be present at the interface
to accommodate the needed charges. Engineering their density is one of the main hurdles
for ferroelectric devices. The FG insertion can store the needed charges for compensation.
One has to distinguish between devices where the oxide to the silicon channel does not
allow tunneling and where it does, bringing the resulting devices and their switching
mechanism close to the discussed FGFET. For a completely isolating oxide, it is assumed
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that during ferroelectric switching, charges of opposite signs to the polarization in the
metal are moving right below the domains to compensate for the depolarization field.
This causes a charge separation between the top and bottom of the FG. After pulsing,
this separation remains, enabling the program and erase operations [114]. For oxide layers
that allow FN tunneling, different considerations, like injection amount and time, have to
be considered. The charge Q in Equation 2.5 is replaced by a net polarization Pnet which
sums up the polarization P of the ferroelectric and the injected charges QML in the metal
layer

Pnet = P + QML (2.7)

In general, P and QML are of opposite sign. Charge separation does not appear, the
entire layer is of the same charge, which inverts the normally counterclockwise operation
of FeFETs into clockwise for P < QML [115].

2.3 Schottky Barrier based Devices
The following section discusses the formation and transport mechanisms in Schottky bar-
riers (SBs), their usage in Schottky barrier field effect transistors (SBFETs), and a more
novel evolution based on similar methods, the reconfigurable field effect transistor (RFET).

2.3.1 Formation and Transport Mechanism
The work function qφm of a metal is defined as the minimum amount of energy needed
to remove an electron from the metal to the vacuum (Figures 2.9(a)). In metals, charge
carriers are bound to the Fermi level EF , allowing the work function to be written as

qφm = Evac − EF (2.8)

Due to different electron configurations and lattice structures, this value differs from metal
to metal. In a semiconductor, a similar definition is made for qφs, even dough in a
semiconductor EF is between the conduction band energy EC and the valence band energy
EV known as the band gap Eg or forbidden region, in that no charge carriers are allowed.
Again, these values change between different semiconductors. Additionally, the electron
affinity qχs is the energy difference between the Evac and EC with

qχs = Evac − EC (2.9)

By doping the semiconductor, turning into a n-type (Figure 2.9(a)) or p-type (Fig-
ure 2.9(b)) material, the position of EF in relation to EC and EV is changed, but qχs
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stays unaffected, resulting in a new value for qφs. At the equilibrium, the bands of the
semiconductor are horizontal [116].
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Figure 2.9: Schottky barrier band diagram with indicated energy levels and work functions.
(a) Band diagram of a metal brought into contact with an n-type semiconductor. Work function
condition φm > φs fulfilled, allowing the formation of the Schottky barrier. (b) Metal in contact
with a p-type semiconductor with fulfilled φm < φs condition. (c) In-depth view of Schottky
barrier transport mechanism. Thermionic emission (TE), thermionic field emission (TFE), and
field emission (FE) are depicted. Image adapted from [67].
When the semiconductor is brought into contact with a metal, a barrier forms because of
the difference in work functions. Thiar Fermi levels align and a charge transfer creates a
depletion region of the width Wdep, resulting in band bending in the semiconductor. If
φm > φs for n-type semiconductors (Figure 2.9(a)) and φm < φs for p-type semiconductors
(Figure 2.9(b)) the formed barrier is classified as Schottky contact or Schottky barrier (SB)
depleting their representative majority carriers. If φm and φs switched places in the prior
conditions, an Ohmic contact would form, which will be not discussed going forward. The
flat band voltage VF B is referred to as the needed potential difference to compensate for
the built-in voltage Vbi introduced by band banding. This voltage would bring back the
bands of the semiconductor to the equilibrium state. The SBs height φb measured relative
to the Fermi level is given for an ideal case without interface charges by

qφn
B = q(φm − χs) (2.10)

for an n-type semiconductor and

qφp
B = Eg − q(φm − χs) (2.11)

for p-type semiconductors [82, 116].

The aforementioned interface charges alter the barrier formation drastically by changing
the pinning of the valence and conduction bands to the metal. In the ideal case, without
interface charges and without interface dielectric, they simply pin to the same levels as
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they would in the equilibrium. Metal-induced gap states (MIGS) allow electrons to tunnel
into the bandgap of the semiconductor at the interface in association with the tails of their
conduction wave function. At the interface, this allows extra states near the EF , which
extend a few atomic layers into the semiconductor. This results in a lower pinning position
for EC and EV because of screening by the additional charges, reducing the influence the
work function has on the qφB. For Si, most metals pin near the mid-gap, creating similar
barriers for electrons and holes. In Ge, pinning is concentrated near the valence band,
hindering the fabrication of ambipolar transistors (Section 2.3.2) [116–118].

Furthermore, it is generally required that electric fields must be perpendicular to a metal
surface, causing a force on charges that approach it, known as the image force, since
calculations are done using the mirror-image method. This attractive force gives the charge
potential energy, which has to be added to the potential barrier of the SB. Figure 2.9(c)
depicts the effect an electron has on the SB in detail. For electrons, the image force works
subtractively, reducing the height of the SB by lowering the conduction band. Holes
bend the valence band upwards, working additively but still decreasing the SB height for
them. Additionally, the barrier becomes rounded with its peak value shifted inside the
semiconductor. Unlike other effects like MIGSs, which affect the barrier independent from
the presence of charges in the valence or conduction band of the semiconductor, the impact
of the image force depends on the presence and the number of charges [116].

For current to flow, one has to apply an external voltage on the SB, as shown in Fig-
ure 2.9(c) for the conduction band of a metal to n-type semiconductor junction. The
EF of the semiconductor is lowered, allowing charge carriers to flow from the metal to
the semiconductor using three transport mechanisms: thermionic-emission (TE), field-
emission (FE), and the combination of both thermionic-field-emission (TFE).

In thermionic-emission theory, it is assumed that the current-limiting process across the
interface is represented by the barrier itself. In the depletion region, the effects of drift and
diffusion are neglected. The quasi-Fermi levels for electrons and holes coincide with the
Fermi level of the bulk semiconductor. The total current over the barrier by thermionic-
emission Jtherm can be split into two parts. Jsm represents the current density from the
semiconductor to the metal. The electron concentration is dependent on the applied bias
field since the barrier height is altered, making multiplication with exp (qV/kT ) necessary.
The second part is the current density from the semiconductor to the metal Jms. For an
SB, Jms remains independent from the bias voltage. Because these two components are
in opposite directions, they have to be subtracted

JT E = Jsm − Jms = A∗T 2 exp
−qφB

kT

 
exp


qV

kT


− 1


(2.12)

where
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A∗ = 4πm∗qk2

h3 = 1.2 × 106


m∗

m0


A m−2 K−2 (2.13)

A∗ is the Richardson constant for which the effective electron mass m∗ has been substituted
for the free-electron mass m0. Logically barrier lowering mechanisms like MIGS and image-
force effect have to be taken into account when implementing the qφB in TE [116].

As depicted in Figure 2.9(c), by applying a bias voltage, not only does qφB get lowered,
allowing for more TE, but also the width of the barrier is thinned down, allowing for
quantum mechanical tunneling to happen. In a low-temperature regime, only charges
near EF are excited, which have the possibility to tunnel through the barrier known as
FE. If the temperature is slightly increased, higher energy charges are excited, allowing
tunneling in higher regions of the barrier to happen, named TFE. This mechanism sees
a reduced barrier width because the SB gets thinner going upwards, allowing for more
probable tunneling of these charges. If the temperature is further increased, the higher
current density TE takes mainly over, and tunneling can be neglected. The current/voltage
relationship for FE can be written as

JF E = Js exp


V

E0

 
1 − exp


qV

kT


(2.14)

Which is similar to Equation 2.12. At low temperatures, the factor E0 remains independent
of temperature, representing the FE case. In the higher temperature TFE situation E0 =
nkT/q, in which n is an ideality factor. Allowing a smooth transition from FE to TFE.
Js is dependent on temperature, barrier height, and other semiconductor parameters [116,
119, 120].

2.3.2 Schottky Barrier Field Effect Transistor
Schottky barrier field effect transistors (SBFETs) can be motivated using the first FET
concept patented by Lilienfeld in 1930 [121], the junctionless accumulation mode (JAM)
FET. His research was limited by the smallest possible structures at the time, but today,
with channel widths in the nanometre spectrum, JAM devices can be realized. Unlike a
normal MOSFET, the channel, drain, and source regions of the device are all of the same
homogeneously doped semiconductor. Either a gate-all-around (GAA) approach, known
from bottom-up nanowire transistors, or a fully depleted silicon-on-insulator (FDSOI)
approach, as shown in Figure 2.10(a), is used, in which a MOS capacitor is formed below
the gate. Due to the narrow channel, the depletion or accumulation regions controlled
by the gate can occupy the entire width of the channel, effectively allowing modulation
of its band structure and giving rise to a barrier separating the source/drain contacts.
By gate voltage modulation, the height of this barrier can be controlled. High voltages
raise the barrier until pinch-off, the point at which the entire semiconductor below the
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gate is inverted, preventing current flow, occurs. Thus, this device shows a normally open
characteristic, allowing current to flow when no voltage is applied to the gate, which is not
ideal for applications like power electronics [122]. As already mentioned, one advantage of
JAM FET is that only one material is needed for the channel, drain, and source, improving
device-to-device variability since doping using ion implantation is not entirely reproducible.
Short-channel effects such as drain-induced barrier lowering (DIBL) are reduced. Because,
unlike an inversion mode device, where the effective channel length Leff is in the off-state
shorter than in the on-state, in JAM FETs Leff is larger in the off-state, improving DIBL.
Also in comparison, the electric field perpendicular to the current flow in the on-state is
lower, resulting in a higher channel mobility and higher current drive [123].
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Figure 2.10: (a) JAMFET on SOI substrate with only semiconductor channel below gate contact.
(a) SBFET featuring metal source/drain contacts, Schottky barriers at the interface to silicon, and
gate contact on the top. (b) Ambipolar transfer characteristic of SBFET. Indicated contributions
from electron and hole currents as well as transition from TE to FE transport mechanism. Band
diagram for (c) hole and (d) electron conduction. Image adapted from [67].
Figure 2.10(b) depicts schematically the structure of an SBFET. Instead of the metal
ohmic contacts being used only in the JAM FET for electrically connecting the source
and drain to the silicon, they become in the SBFET essential to the device characteristic,
forming SBs and being placed below the gate, resulting in a band structure that can
be similarly controlled as the JAM FET. Figures 2.10(d,e) show this for a negative and
positive gate voltage VGS . The SBs are oriented opposite to each other, one in the forward
direction and one in the backward direction, allowing for a normally-off characteristic. In
Figure 2.10(c) a simplified exemplary drain current ID over VGS transfer characteristic is
shown. In SBFETs, the contributions from electrons and holes can be separated due to
their different transport mechanisms over the VGS range, but the perceived total current
at the drain is the sum of both. In Figure 2.10(d), the band structure is depicted for
VGS ≪ 0 V , where hole current dominates because the source site SB for electrons is bent
upward, increasing qφB, reducing TE, and preventing FE. qφB at the drain site SB for holes
is constant since the bands are pulled up, keeping TE constant as well. Additionally, FE is
enabled, allowing holes to be injected into the channel. Because of the applied source/drain
bias voltage VSD holes diffuse and accelerate toward the source, gaining energy, until they
reach the SB, which they can easily surpass due to their increase in energy and the reduced
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qφB also as a result of VSD. When voltage is increased to VGS < 0 V FE by the drain SB
becomes less probable transitioning into a TE-dominated regime, indicated by a kink in
the transfer characteristic. At VGS = 0 V , qφB reaches the same value on the source site
for electrons and on the drain site for holes, resulting in a change from hole conduction to
mainly electron conduction. Again for VGS > 0 V TE and for VGS ≪ 0 V FE of electrons
takes place.

The explained characteristic resembles the ideal case in which the qφB for holes and
electrons is identical, requiring precise midgap pinning of the conduction and valence
band, which is not the case for most metal/semiconductor combinations. MIGS, as well
as the influence of the image force, have been neglected. Additionally, the VSD results in
a shift of the characteristic. Normally, a reduced on-current for electrons is observed in
non-ideal devices.

The addition of metal-drain and metal-source regions does not immensely increase com-
plexity in comparison to JAM FET devices, particularly in comparison to the differently
doped regions in the classical MOSFET design. Short-channel effects like GIDL are sup-
pressed because no p-n junction is needed in an SBFET. The fabrication and variability
of junction sharpness are the biggest challenges in the implementation of SBFETs [122].

2.3.3 Reconfigurable Field Effect Transistor
The reconfigurable field effect transistor (RFET) is an emerging transistor technology
that allows switching between a hole conduction p-mode and an electron conduction n-
mode during runtime by the implementation of an additional terminal, creating a four-
terminal device. Since RFETs can be based on SBFETs (Section 2.3.2) they exhibit similar
device physics. Figure 2.11(a) depicts an RFET that is identical to the SBFET shown
in Figure 2.10(b) except for the top gate, which is split into three individual structures,
representing a triple top gate (TTG) design. Two connected gates are placed over the SBs
specified as polarity gates (PGs) and the control gate (CG) is placed over the channel.
Figure 2.11(b) represents a simplified dual top gate (DTG) structure, in which the CG
is removed from on top of the device, and an intentional ungated region remains. The
control gate voltage VCG is now connected to the back gate (BG) of the device, allowing
control of the ungated region. Because the PGs remain over the SBs and their influence
is stronger than that of the BG, the polarity gate voltage VP G stays in control over the
SBs despite the slight influence from VCG.

Figure 2.11(c) shows schematically the individual p and n-mode transfer characteristics
of an RFET. If both VP G and VCG are ≪ 0 V the device band structure depicted in
Figure 2.11(d) looks identical to the band structure of the SBFET during hole conduction
in Figure 2.10(d), making this the p-mode on state. By increasing the VCG to 0 V, a
barrier rises in the middle of the band structure (Figure 2.11(e)), due to band bending of
the conduction and valence band beneath the CG, which hinders conduction. Under the
CG, a similar situation to the JAM FET is created, in which the band diagram is in its
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Figure 2.11: (a) Triple dop gate (TTG) SB-based RFET design using two connected polarity
gates (PG) over SB to set conduction mode and one control gate (CG) over the channel for current
modulation. (b) Dual top gate (DTG) design, CG over back gate contact. (c) RFET transfer
characteristics for p and n conduction mode. Band diagram for p-mode (d) on state (e) off state
and n-mode (f) on state (g) off state. Image adapted from [67].

equilibrium position, but due to the height of the surrounding semiconductor controlled
by the PGs, the barrier for holes is created, making this device normally off. Since the
width of this barrier hinders tunneling, the transport mechanism is mainly governed by
TE, meaning that after a certain height is reached, the device will turn off. For the n-
mode, an identical behavior is present. For VP G and VCG ≫ 0 V the device is in the on
state allowing electron conduction (Figure 2.11(f)) similar to an SBFET (Fgiure 2.10(e)).
By lowering VCG, the current can again be reduced by the barrier-blocking electrons. PG
acts as a filter setting if electron or hole conduction should take place, and CG is used for
current modulation [122].

These characteristics are widely utilized in today’s complementary metal oxide semicon-
ductor (CMOS) circuits. n-FETs are used for pulling down the network to GND and
p-FETs are used for pulling up the network to Vdd. In CMOS, it is important that the
complementary transistors have a similar driving strength and performance in order to en-
sure energy-efficient switching, requiring a channel width increase for p-FETs due to their
reduced mobility for holes in silicon. In RFETs, the dimensions for the n- and p-program
are identical, and only the PG has to be set accordingly. Furthermore, entire logic gates,
such as inverters, can be constructed with RFETs that can switch their behavior while
in operation. Simulations show that by utilizing RFETs, improvements in path delay,
power consumption, and chip area can be made [124–126]. Exclusive-OR and Majority
gates are especially difficult to implement in CMOS, requiring a significant number of
transistors and interconnects. Using RFETs, these gates can be realized with half of the
devices [31, 127].
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2.3.4 Ferroelectric SBFET and RFET
When combining the concepts discussed for SBFETs and RFETs with the ferroelectric
properties of ferroelectric HZO (Section 2.2) non-volatile variations can be realized. In
Figure 2.12(a), the gate stack of a FeFET is used with the Schottky barriers of an SBFET,
forming a FeSBFET. In its unpolarized neutral state, indicated by the dashed gray line
in Figure 2.12(b), the device would exhibit an ambipolar transfer characteristic assuming
identical SB height for holes and electrons. When pulsing this device with sufficiently high
voltages, the ferroelectric is polarized, which influences the transfer characteristic in two
superimposed ways. Firstly, the threshold voltage Vth is altered due to remanent polar-
ization over the transistor channel, shifting the entire characteristic away from the origin
position. Secondly, the injection of holes and electrons is altered at the SBs because the
ferroelectric increases or decreases the achievable band bending shown in Figure 2.12(c,d).
For negative VG, the up polarization increases the injection, and the down polarization
decreases the injection. For positive VG, this behavior is inverted. Such devices have been
fabricated and analyzed in [33]. Here, NiSi2 SB contacts are used with an HZO gate di-
electric and TiN TG. Transfer characteristics reaching beyond the EC of the HZO show a
counterclockwise hysteresis. Additionally, a set of measurements is performed, including
the mentioned LTP/LTD in Subsection 2.2.4, showcasing the potential of the device for
neuromorphic applications.
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Figure 2.12: (a) Ferroelectric integrated into SBFET forming FeSBFET. Polarization charges and
direction are indicated by arrows. (b) Influence of polarization on FeSBFET transfer characteristic,
with band diagram for (c) hole and (d) electron conduction. (e) Ferroelectric integrated into DTG
RFET forming FeRFET. Ferroelectric barrier modulation over PG and current modulation over
BG. (f) FeRFET transfer characteristic for both polarization states. Band diagram for (c) hole
and (d) electron conduction with the influence of BG indicated. Image adapted from [67]. Image
adapted from [67].
Furthermore, RFETs can be equipped with ferroelectric HZO, allowing similar mecha-
nisms, as shown in Figure 2.12(e). Here, a DTG device is shown, where the SB is mod-
ulated with the MFIS polarity gate stack, and the channel is controlled by a BG contact
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creating a FeRFET. Identical to standard RFETs, the transfer characteristic of such a
device is shown in Figure 2.12(f). FeRFETs present a similar behavior, in which the PG
determines if the electron or hole injection is enabled and the BG gate modulates the re-
sulting current, but significantly, the HZO enables the state of the SBs to be programmed
non-volatile. Figure 2.12(g,h) depicts the resulting band diagrams. The programmed state
by the polarization and the rise of the BG-controlled barrier is indicated. In [34], such a
device was demonstrated using Al SB contacts and an MFIS HZO gate stack with TiN
TGs. A clear dependency of the injection on the polarization and high retention times for
intermediate states was shown.

Both these concepts outline the potential of ferroelectric implementation in SB-based
devices. On the one hand, they can be integrated into RFET circuits where the PG
contact is used for switching between behaviors. Here, HZO could be used to program
the behavior non-volatile, making the PG line unnecessary after the program operation,
which allows it to be relocated to other gates using a multiplexer. This reduces the
needed integrated circuit (IC) infrastructure for implementing such circuits on chip because
only one switching unit and the multiplexer are required. Additionally, applications in
neuromorphic computing are possible, in which FeSBFETs and FeRFETs feature some key
advantages. They are very reproducible in an industrial setting, outperforming current
transistors in device-to-device variability, and feature low leakage currents, possibly further
improving the energy efficiency of the proposed SNN.
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Chapter 3

Experimental Techniques

This chapter outlines the fabrication of the examined device. As described in the moti-
vation, the main objective of this project is to add a TiN metallic interlayer, also known
as a floating gate (FG), into an already established gate stack used in [34]. The physical
analysis of the FG implementation is done in the results and discussion chapter 4. The
tests needed to allow this adaptation of the process are examined there. This chapter will
focus solely on the final process flow employed for the fabrication of the analyzed devices.
Used equipment and detailed settings are summarized.

Additionally, the second part of this chapter will discuss the electrical measurements per-
formed on the devices. Used semiconductor analyzers and probing stations, as well as
in-depth pulsing schemes and analysis techniques, are mentioned.

Finally, project partners Dr. Lilian Vogl and Dr. Peter Schweizer at the Max Planck
Institute for Sustainable Materials in Düsseldorf have performed transmission electron
microscopy (TEM), which is used for physical analysis of the fabricated devices.
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CHAPTER 3. EXPERIMENTAL TECHNIQUES

3.1 Device Fabrication
Figure 3.1 shows the fabrication overview for an STG FG FeSBFET design. The following
section will go into detail about each step explaining the used equipment and processes.
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Figure 3.1: Overview of process flow. (a) Si nanosheet patterning using RIE. (b) SiO2 Gate
dielectric formation using oxidation oven. (c) TiN floating gate deposition using reactive sputter
and RCA1 etch. (d) Ferroelectric HZO formation using ALD. (e) TiN TG formation. (f) HZO
crystallization using RTA oven at 823 K. (g) Al source/drain contact deposition using sputter. (h)
Cut through nanosheet showing Al-Si exchange using RTA oven at 773 K and indicating ferroelec-
tric as well as non-ferroelectric HZO. (i) Complete gate stack. Image based on [67].

3.1.1 Silicon Nanosheet Structuring
A silicon-on-insulator (SOI) wafer, featuring 100 nm SiO2 barrier oxide (BOX) and 20 nm
lightly p-doped (001) Si device layer, is utilized as a substrate, which is first cleaved in
a 10 mm by 10 mm piece by hand. Sonication and acetone/isopropanol are used to clean
the surface of the sample thoroughly. For patterning of the silicon nanosheets, AZ5214
image-reversal photoresist is applied through a spin coating, and a pre-exposure bake is
performed at 373 K for 60 s on a hot plate, to initially harden it.

For lithography, a MLA 150 laser lithography system from Heidelberg Instruments is
used [128]. In contrast to standard lithography utilizing masks, such systems implement
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a laser UV-light source to directly expose the light-sensitive photoresist, employing a
digital micromirror arrangement to project a pattern given by a computer-aided design
(CAD) file. On a stage, the sample moves continuously from left to right on one axis, and
after each swing, the normal axis increases in accordance with the write field width [129].
Because of this movement, the CAD design layer of the nanosheets is rotated so that the
swing is in line with their orientation, allowing the MLA 150 system to pattern evenly
with the minimal feature size. Nanosheets with widths of 400 nm are exposed at a dose of
140 J/cm2 and developed with AZ726MIF for 14 s.

SF6/O2-based reactive ion etching (RIE) is used to remove the not-needed Si of the device
layer, leaving behind the nanosheets, which are below the photoresist. In such a system,
SF6 and O2 are ionized in a plasma, which generates fluorine and oxygen radicals. The
fluorine radicals are highly reactive with silicon, forming SiF4, which is volatile and can
be evacuated from the chamber. The presence of oxygen facilitates the formation of
SiOxFy passivation layers, which are anisotropically removed by the physical etching of
ions in the plasma, leaving it behind on the side walls generated by the etching process.
This combination of chemical and physical processes enables high anisotropy and the
creation of features with steep etching profiles [130]. For this sample an Oxford Instruments
PlasmaPro 100 Cobra ICP system [131] with 50 sccm/4 sccm of SF6/O2 gas flow, 15 W of
RF power and 308 K of process temperature is used.

Additionally, plasma ashing is employed to strip the damaged resist and passivation layers,
implementing a Pink V10-G with O2 plasma at 300 W for 5 min [132]. This process is
followed by rinsing in acetone and isopropanol.

3.1.2 Gate Dielectric Formation
As gate dielectric SiO2 is formed using thermal dry oxidation in a ATV PEO-601 fur-
nace [133]. The oxide is thereby grown at 1173 K with 50 sccm of O2 flow. According to
the Deal-Grove model, the oxide thickness tox is controlled by the oxidation time. In such
a system, the Si needed for SiO2 formation is supplied by the substrate, in this case, the
nanosheets [134]. This results in a reduction of the sheet height, which can be estimated
with tSi ≃ 0.46 · tox, in which tSi is the height of the Si converted to SiO2 [135]. In order
to reduce interfacial defect density, the oxidation is followed by an in-situ post-oxidation
anneal in N2 for the same time duration as the oxidation [136]. For this sample 4 min of
O2 and 4 min of N2 are performed, which should result in roughly 6 nm of SiO2 and reduce
the silicon nanosheet layer height from 20 nm to 17 nm.

3.1.3 Floating Gate Deposition
A TiN FG layer is deposited using reactive magnetron sputtering, which is categorized
as a physical vapor deposition (PVD) process. An Ar plasma is generated by a negative
voltage in the vacuum chamber of the system. Positively charged Ar+ ions are accelerated
towards a Ti target because of the applied electric field. When they hit the target, mo-
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mentum is transferred, causing a collision cascade that ejects titanium atoms, which then
travel through the chamber and condense onto the substrate positioned opposite to the
target, forming a layer. Compared to other PVD processes like evaporation, sputtering is
understood to have more edge coverage and, due to the higher impact energies, better ad-
hesion, which can, on the other hand, cause damage to the substrate [137]. In magnetron
sputtering, a magnetic field is placed behind the target, which brings the Ar+ on a spiral
path, that tilts the impact direction away from solely vertical, increasing yield, because
the collision cascade, which is else mainly confined inside the Ti, can more likely reach
the surface and eject a Ti atom [138]. To deposit TiN, reactive sputtering is implemented,
where N2 is introduced into the chamber in addition to Ar. Sputtered Ti atoms can react
with N+ ions either in the chamber on their way from the target to the substrate or after
already being deposited on the substrate in accordance with

2Ti + N2 → 2TiN (3.1)

In this regard, the N2/Ar ratio is crucial for achieving quality layers. Too much N2 can
lead to over-saturation and the formation of brittle films, and too little N2 can result in
unwanted stoichiometries of TiN that have a reduced hardness or conductivity [139]. A
Creavac Creamet 750 S10 system is used [140]. First, the Ti target is cleaned, and then
sputtering of the sample is performed with for 900 s at 100 W of power, 6 sccm of N2 flow
and 6 · 10−3 mbar of chamber pressure, resulting in an even 40 nm thick layer over the
entire sample.

Subsequently, etching of the TiN layer has to be done to pattern the required FG structure,
for which an identical lithography process is used as in Subsection 3.1.1 for the silicon
nanosheets, except for a longer developing time of 17 s, which is the value recommended
by the manufacturer, and logical a different CAD design. Because the wet etching can lift
the photoresist, good adhesion to the layer below is required. Developing this part of the
process is one of the key steps introduced in this thesis and will be discussed in detail in
Subsection 4.1.2 of the results and discussion chapter. A 30 min hard bake [141] of the
resist at 393 K is performed on a hot plate followed by a 2 h rest period.

For etching, a standard clean 1 (SC1), also known as RCA1, which is a reference to
the Radio Corporation of America, the company that standardized the semiconductor
cleaning process in the 1960s [142], is used. It consists of ammonium hydroxide (NH4OH),
hydrogen peroxide (H2O2) and deionized water (H2O) giving it also the name APM.
Normal ratios are 1:1:5, and the solution is heated to 343-353 K. It is employed to remove
organic contaminants and to etch some metals like TiN. The chemical process can be
split into two partial reactions: oxidation and dissolution. Hydrogen peroxide acts as a
strong oxidizer, which converts the TiN into titanium dioxide (TiO2) and nitrogen-based
byproducts
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TiN + H2O2 → TiO2 + N2 + 2H2O (3.2)

Ammonium hydroxide dissociates partially in water as a weak base or alkaline

NH4OH ↔ NH+
4 + OH− (3.3)

Because of the elevated pH created by the NH4OH, the concentration of hydroxide ions
(OH−) in the solution is increased. Dissolution of the TiO2 if performed by the OH−

TiO2 + 2OH− + H2O → [Ti(OH)4] (3.4)

creating a soluble complex that dissolves in the liquid phase. Elevated temperatures are
needed to increase the rate of oxidation and dissolution [135, 143–145]. The implemented
process and procedure is based on [146] and has been slightly adapted, which will be
discussed in subsectio 4.1.2 in detail. An APM ratio of 1:2:10 is used. First the 10 parts
of H2O and 1 part of NH4OH are heated to 348 K for 15 min on a hot plate. After the
elapsed time, the solution is removed from the hotplate, 1 part of H2O2 is added, and
stirred lightly for 2 min. The sample is put into the solution for 3 min 45 s and stirred in
order to remove the 40 nm of TiN without the build-up of residues. After the completed
etching time, the sample is immediately rinsed under a deionized water flow from the tap
to remove as efficiently as possible any left behind parts of the solution still on the sample
and prevent further etching. This process is followed by an additional rinsing in acetone
and isopropanol to remove the remaining resist.

3.1.4 Ferroelectric Formation
The ferroelectric Hf0.5Zr0.5O2 (HZO) is formed using atomic layer deposition (ALD).
In this process, the sample is exposed to alternating precursors and surface reactions,
that are self-limiting, allowing only one atomic layer of a given speice to be added
to the layer stack and enabling atomic scale control over the thickness. In the case
of HZO tetra(ethylmethylamido)hafnium (TEMAHf), tetra(ethylmethylamido)zirconium
(TEMAZr), and H2O are used as precursors. The first step consists of a hafnium precur-
sor pulse in which TEMAHf reacts with surface hydroxyl groups (OH) to form the first
monolayer

Hf(NMe2)4 + 2OH → HfO2(NMe2)2 + 2H(NMe2) (3.5)

followed by a purge step that removes excess precursor by keeping a continuous flow of
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N2, to remove the reaction byproducts and precursor leftovers. H2O is then injected to
add the OH groups

HfO2(NMe2)2 + 2H2O → HfO2(OH)2 + 2H(NMe2) + H2 (3.6)

After a second purge step, the cycle could repeat, which would be the case for pure HfO2
formation. For HZO, the next cycle is for Zr, which is identical except that the TEMAHf
precursor is replaced with the TEMAZr precursor, resulting in very similar stoichiometric
equations

Zr(NMe2)4 + 2OH → ZrO2(NMe2)2 + 2H(NMe2) (3.7)

ZrO2(NMe2)2 + 2H2O → ZrO2(OH)2 + 2H(NMe2) + H2 (3.8)

The Hf and Zr cycles are alternated to form Hf0.5Zr0.5O2 [135, 147, 148]. Before HZO is
grown, the sample is reverse sputtered with a power of 50 W for 240 s using the Creavac
system to remove oxides that have formed on the FG, further details are outlined in
Subsection 4.1.3. Around 9.5 nm are grown in a Beneq TFS 200 [149] at 523 K and
starting off with two cycles ZrO2 as a seed layer, which promotes lateral growth, reduces
island formation and tensile stress [150, 151]. This is then followed by 58 double cycles of
HfO2 and ZrO2.

3.1.5 Top Gate Deposition and HZO Crystallization
Immediately after the ALD process is finished, the sample is placed into the Creavac
sputter vacuum chamber, and the TG TiN layer is deposited. This is done to minimize
contamination and is enabled by the RCA1 chemical wet etch. Identical procedures to
the FG layer are performed for the TiN sputter, the laser lithograph with hard bake, and
the RCA1 etch, creating an MFMIS structure in which the ferroelectric HZO is placed
between two TiN layers.

In this state, the sample is annealed using a Unitemp UTP-1100 rapid thermal annealing
(RTA) system [152] at 823 K for 120 s, which is necessary to bring the HZO in a ferroelec-
tric phase, as explained in Subsection 2.2.1. The process is performed in a N2 atmosphere
in order to prevent oxidation of metals like the TiN TG electrode. In general, annealing
in an atmosphere containing H2 is preferred, which is not done in samples containing
HZO because the resulting H-incorporation degrades significantly the ferroelectric prop-
erties [65]. Additionally, it is expected that the TiN FG and TG layers are getting lightly
oxidized by the presence of oxygen in the regions in contact with the HZO.
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3.1.6 Source/Drain Contact Formation and Al-Si Exchange
Finally, the source/drain contacts are added by sputter deposition. For this process, lift-off
is used. The entire device is coated with photoresist, and the area above the two ends of the
nanosheets is removed. First, the now crystalline HZO, which exhibits a non-ferroelectric
phase since it was not in between the TiN metals during RTA, is reverse sputter etched
with 100 W of power for 695 s in the Creavac system, which should also slightly etch the
SiO2 below, ensuring full removal of the HZO. Secondly, buffered hydrofluoric acid (BHF,
7:1) is used for 15 s to remove the remaining SiO2. This chemical etch is self-limiting and
should not attack the Si of the nanosheet. Next, the sample is placed back into the sputter
vacuum chamber to reduce oxidation of the now-unprotected Si. Finally, Al is deposited
by magnetron sputter, which works identically to reactive magnetron sputter but without
the N2 atmosphere. Initially, the sample is again reverse etched at a power of 50 W for
120 s to remove any unwanted SiO2 which might have formed during handling. Then the
Al is deposited with 60 W and 60 s in six cycles. To perform the lift-off, the sample is first
submerged into a 333 K acetone bath to break up the photoresist. Sonication is used to
remove any remaining metals, which is followed by an additional rinsing in acetone and
isopropanol.

Figure 3.1(h) shows a cut along the nanosheet during diffusion of the Al, which happens
during RTA at 773 K. This process is performed in a series of 60 s anneals until the desired
diffusion length is reached. Due to the semi-transparent characteristic of the TiN FG and
TG, this process can be precisely controlled. Al replaces the Si in the nanosheet completely,
because their diffusion coefficients are vastly different. Si diffuses very quickly in Al, and
on the other hand, Al diffuses very slowly in Si [153, 154]. This causes the gradual
propagation of the Al front in the nanosheet. When the front absorbs a Si atom, it gets
immediately redistributed in the entire Al pad because of the height diffusion constant.
Since the concentration of Si in the pad is very low, the Al can still be considered pure in the
nanosheet. The interface is very abrupt from one atomic plane to the next, and the diffused
Al becomes crystalline, creating a high-quality metal-semiconductor interface [155–158].

3.1.7 Sample Overview
Figure 3.1 shows the fabricated sample, and different important features are outlined. In
every corner, alignment markers are placed, which are necessary for working with multiple
layers. Additionally, an autofocus area is added in the center of the sample, which helps
the MLA 150 laser lithography system to focus more easily and can prevent collisions of
the write head with the sample. It consists of the metal layers, which have been stacked on
top of each other. In order to troubleshoot the fabrication process, reference pads for each
layer are added. Firstly, the Al and TiN TG are on top of all other layers, of which the
TiN is colored according to the HZO, SiO2, and BOX below, due to its semi-transparency.
Secondly, the TiN floating gate layer is below the HZO but above the SiO2. Thirdly, the
Si of the device layer is below both oxides. On-device CV pads are fabricated to validate
and characterize the HZO. They consist of a TiN top electrode on the TG layer and a TiN
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bottom electrode on the floating gate layer, which is accessed during the Al source/drain
deposition. Because of the high hardness of TiN, damage from the reverse sputter or HF
dip should be minimal. Four rows of STG SBFETs and DTG RFETs, as well as two rows
of TTG RFETs, are fabricated. There are two columns of STG and DTG devices in which
the FG layer is accessible similarly to the CV pad bottom electrode. For the TTG RFET,
multiple variations of the control gate layer positioning are implemented. In general, some
devices and CV pads are still missing TGs in order to enable tests with a different metal.

On-device
CV pads

Top electrode

Bottom electrode

STG device

DTG device

TTG device

Autofocus area

STG with accessible 
FG layer
DTG with accessible 
FG layer
Al, TiN TG, TiN FG, 
and Si ref padsAlignment markers

Figure 3.2: Overview image of designed sample outlining important features for fabrication and
subsequent electrical device analysis.
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3.2 Electrical Characterization Techniques
In order to electrically analyze the fabricated device, three setups are used, which al-
low different kinds of measurements. The used equipment and performed measurement
techniques are explained in the following subsections.

3.2.1 C/V Measurement
As depicted in Figure 3.2, the produced sample is equipped with multiple metal-
ferroelectric-metal (MFM) capacitors, which allow, on one hand, to characterize the fer-
roelectric material and, on the other, to validate that the deposited layer is indeed ferro-
electric. Measurements are performed using a Keithley 4200-SCS semiconductor analyzer,
which is equipped with a CVU (Capacitance Voltage Unit), in a Cascade microtech summit
11000 AP probing station. Figure 3.3(a) shows the applied voltage to the MFM capacitor
during capacitance-voltage (C/V) measurements. A DC voltage sweep is combined with
a small AC signal with a frequency between 1 kHz and 10 MHz as well as a magnitude in
the mV range. By integrating the current flow over time, the electric charge Q, bound
on the plates of the capacitor, can be measured, and the capacitance C can be calculated
with

C = ΔQ

ΔV
= ε0εrA

t
(3.9)

in which V is the applied voltage, ε0 is the vacuum permittivity, εr is the relative permittiv-
ity, A the area of the capacitor, and t the dielectric thickness. In standard non-ferroelectric
materials, these values are constant, resulting in a constant C when neglecting charge trap-
ping, interface states, fringing electric fields, stress effects, and electrode polarization [159].
In a ferroelectric capacitor, εr depends on the polarization P of the material

εr = ε0E + P

ε0E
= 1 + 1

ε0
· P

E
(3.10)

resulting in the C/V measurement shown in Figure 3.3(b). The nonlinearity of the polar-
ization switching causes a counterclockwise butterfly curve with two peaks at the point at
which the domains flip [160, 161].

3.2.2 Transfer Characteristics
For transfer characteristics, the Keysight B1500A semiconductor analyzer connected to a
Lake Shore PS-100 cryo-probe station is used. It features four SMUs (Source Measure
Units), which are connected in the case of an SBFET to all four terminals of the device,
including the BG. The absolute value of the drain current |ID| is recorded for a range
of different gate voltages. The top gate voltage VT G is symmetrically varied around 0 V.

41



CHAPTER 3. EXPERIMENTAL TECHNIQUES

(a) (b)

-2 0 2

1.8

2.0

2.2

C
ap

ac
ita

nc
e 

C
/A

 (µ
F/

cm
2 )

Electric Field E (MV/cm)
t

VG

VDC

dVAC

Figure 3.3: (a) Applied voltage on capacitor during C/V measurement. (b) Exemplary data
for ferroelectric material featuring a counterclockwise butterfly curve because of nonlinear domain
switching. Image adapted form [67, 160, 161].

Additionally, a source voltage VS and a drain voltage VD are symmetrically applied to the
respective terminals, meaning VD = −VS . The back gate voltage VBG is set to 0 V. This
measurement provides information on the controllability of the device under test. It can
be utilized to compare different devices with each other.

3.2.3 Pulse Measurements
The first set of pulse measurements is performed using as well the Keysight B1500A semi-
conductor analyzer in the Lake Shore PS-100 cryo-probe station. As explained in the
HZO theory section 2.2 pulsing schemes can be used to partially flip the domains of the
ferroelectric and allow gradual control over the induced ΔVth shift of the device. In this
setup, only SMU pulsing is possible, the pulses are generated with the SMU units of the
analyzer, which are limited to a minimum pulse width tpulse of 500 µs. The pulse heights
for reset Vreset and set Vset are chosen to induce a field beyond the coercive field EC of
the ferroelectric. First, an exemplary reset pulsing scheme is performed, as depicted in
Figure 3.4(a), to bring the device into a well-defined state. During pulsing, the device
source, drain, and back gate contacts are connected to ground, as shown in Figure 3.4(b),
to ensure similar electric field situations in the oxides. This is followed by a double transfer
characteristic, which sweeps in a very limited regime to not disturb the polarization of the
HZO. A source-drain bias voltage VSD has to be applied. In general, the transfer after
the reset is optional and may not be executed. It gives additional information about the
effectiveness of the reset pulsing scheme. Next, a single set pulse is executed to bring the
device into the desired state. Different approaches can be taken, ranging from pulse width
to pulse height modulation, as discussed in Subsection 2.2.3. The final transfer holds the
key threshold voltage shift ΔVth information of this measurement.

The aforementioned SMU pulsing technique is limited in pulse width. To implement
shorter pulses, the Keysight analyzer is replaced with a Keithley 4200A-SCS using the
same Lake Shore prober. This analyzer is equipped with a two-channel 4225-PMU (Pulse
Measure Unit), which is able to generate pulses with widths as low as 10 ns. Additionally,
two 4225-RPMs (Remote Preamplifier/Switch Modules) are used. Figure 3.5 shows a block
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Figure 3.4: (a) Implemented pulsing technique performing reset pulse operation, optional first
transfer, set pulse, and final transfer. (b) Device under test connections during different phases.
Source and drain are grounded during pulsing, and a bias voltage VSD is applied during transfer.
Image adapted from [67].

diagram of the implemented setup. The sense ports of SMU1 and SMU2 are connected
to RPM1 and RPM2. Also, channels 1 and 2 of the PMU are connected to RPM1 and
PRM2. The RPM1 sense port is connected to the gate contact, and the RMP2 sense port
is connected to the drain contact of the device under test. The source and back gate are
connected to the GNDU (Ground Unit). This setup allows one to switch between SMU
and PMU operations using the RPMs. During pulsing, the PMU is used, enabling shorter
pulse widths, and during the transfer measurements, the SMU is used, allowing precise
current measurements.
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Figure 3.5: High speed pulsing setup using Keithley 4200A-SCS semiconductor analyzer. RPMs
allow switching between SMU and PMU operations. Image adapted from [162]

43





Chapter 4

Results and Discussion

In this chapter, the fabricated samples are investigated physically and the obtained elec-
trical measurement results are evaluated.

4.1 Device Physical and Process Analysis
The previously presented fabrication process is discussed in this subsection. Reasons for
switching from a lift-off process originally intended for the floating gate implementation
to wet chemical etching are given. Atomic force microscopy (AFM), transmission electron
microscopy (TEM), and optical microscopy are employed to analyze the produced samples.
Aspects ranging from stack composition, layer properties, and fabrication accuracy are
investigated.

4.1.1 Floating Gate Lift-Off
The first adaptation of the previously [34] used process to obtain a functional FG is shown
in Figure 4.1. The FGs are placed beneath the PG and over the SBs to improve the
electric field uniformity around them (Figure 4.1(c)). The employed process is similar to
the one outlined in Chapter 3. Instead of using an RCA1 etch for the FG and TG, a
TiN lift-off process is used, identical to the one implemented for the Al sour/drain pads
(Subsection 3.1.6). In which TiN is deposited not only on the desired area but also on
the resist, which is then stripped together with the not-needed material during sonication
in heated acetone. Figure 4.1(b) shows an optical image of the fabricated device. Left
and right are the Al source/drain pads. In the center, the Si nanosheet is placed. It
features additional areas at both ends to improve diffusion that are covered by Al, which
are lightly visible in the source/drain regions. The FG and TG form a TTG structure.
The PGs are on top of all oxide layers, giving them a lighter color, clearly visible in the
center, top, and bottom parts of the image. In contrast, the CG is between the SiO2 and
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the HZO, reducing its intensity and creating a darker color. When the PG covers the FG,
the resulting overlap becomes brown, which can be seen in some areas. It is clearly visible
that these areas deviate from the intended appearance, which should be a single strip of
TiN-HZO-TiN as depicted in Figure 4.1(c). Instead, they form groups of irregular shapes.
Furthermore, the edges of the TiN seem to have residual structures.

(b) (c)(a)

SiO2
Al Si Al

VD VS

VPG VPG

VCG

TiN

TiN
HZO

5 µm

(d)

1 µm

Figure 4.1: FG sample fabricated using a lift-off process. (a) Layer height along the indicated
cross-section of the sample. (b) Optical image of the investigated sample. (c) Shemitic illustration
of the sample, indicating different layers. (d) AFM image of nanosheet region with marked cross-
section.
Figure 4.1(d) illustrates a recorded AFM image of the same device shown in Figure 4.1(b).
The areas of interest have different heights and a gradient. The red-marked cross-section
is plotted in Figure 4.1(a). Multiple things become directly clear. Firstly, since lift-off is
used in combination with sputter, it can not be prevented that TiN is lightly deposited on
the edges of the resist. During stripping and sonication, this very thin layer is broken, and
a spike is left on the edge of the layer, clearly visible for the left and center gates. This is
something inherent to lift-off, as it is also present for the Al source/drain pads and even
exaggerated due to the greater layer height. Secondly, the gate layer heights do not match
the intended design in Figure 4.1(c). The center gate height corresponds to the intended
TiN and HZO layers. In contrast, the right gate is higher than what is possible with the
TiN-HZO-TiN stack, and the left gate seems to only have the TiN layer without HZO
or TG TiN. When investigating the left gate further in the AFM image in Figure 4.1(d),
it is visible that parts of the TG are still remaining on the other side of the nanosheet,
and the lower region of the right gate spots a zigzag edge pointing toward a breaking
of the layer. When brought together with the potential deposition of the photoresist, it
can be hypothesized that because TiN is compared to Al, a relatively hard material, the
connection to the resist is so strong that sonication is not capable of breaking it, resulting
in the delamination of the layer as it gets removed together with the resist during stripping.
Regions like the right gate form, where the TiN is bent upwards or the TG is removed
completely.
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To counteract this, numerous directions can be taken. For one, the TG can be slimmed
down to prevent overlap of the mentioned spikes of the FG layer with the new spikes of the
deposited TiN. Additionally, reactive magnetron sputter could be replaced with reactive
evaporation [163], which is a strictly directional PVD process, preventing coverage of the
photoresist. This process is very uncommon for TiN because it gives less control over film
composition, stress, and density. Finally, an etching process can be used, in which the
entire sample is first covered with TiN, and then the unwanted material is etched away.

4.1.2 RCA1 Wet Chemical Etch
Since such a process was not established at the institute, it had to be developed as part
of this thesis. RCA1 is chosen as a wet chemical etching solution since it is capable of
etching TiN, as discussed in Subsection 3.1.3. All subsequent tests were performed using
a Si wafer with 100 nm oxide on top to mimic the gate stack present on the devices, where
TiN is deposited on the BOX of the SOI wafer. Either a 20 nm or 40 nm thick layer of
TiN is sputtered on the sample, using the settings in Subsection 3.1.3 accordingly. The
intended sample structure is shown in Figure 4.2(c), mimicking the TG of a TTG device.

Si

TiN
SiO2

(b)

(d)

(c)(a)

5 µm

1 µm

Figure 4.2: RCA1 etching test. (a) Etching with a (1:2:10) ratio during three different runs,
recording edge height and etch rate. (b) Optical image of the investigated under-etched sample.
(c) Shemitic illustration of the sample, indicating different layers. (d) AFM image of an under-
etched sample.
Initially, a standard (1:1:5) APM ratio was used with a resist structured by laser lithog-
raphy (Subsection 3.1.1) as an etch mask. Because of the weak adhesion of the resist
to the TiN the mask was lifted, and the entire sample was etched, which prompted the
introduction of a hard bake procedure, in which the sample is placed after development
on a hot plate at 393 K for 30 min. This increases the adhesion and resilience of the layer
to the etching solution.

RCA1 is normally used to remove biological contaminants from the substrate. The used
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AZ5214 image-reversal photoresist consists, among others, of organic components, which
can be attacked by ammonia in the solution and result in under-etching of the mask.
Figure 4.2(b) shows an optical image of a sample that suffered from this. The edge of the
TiN structure has a different, lighter color compared to the center of the stripe. AFM
imaging reveals that the layer height is reduced at the edges of the TiN structure. To
investigate the influence of the ammonia content on the solution, samples have been etched
with (1:1:5), (1:2:10), and (1:4:20) ratios for 2 min. (1:2:10) showed the best compromise
between resistance against under-etching and etch rate.

The etchability of the resist additionally highlights the need for good control or knowledge
of the etch rate to prevent subsequent under-etching after reaching the end of the layer.
Figure 4.2(a) shows the height of a structure similar to Figure 4.2(c) for different etch
times during three different runs. A (1:2:10) ratio is used, and all samples were sputtered
in the same process. Three etch runs were performed in which the samples were placed
in 15 s intervals into the solution and removed according to the stated time. Multiple
runs are performed instead of doing a single one to ensure that the quality of the solution
is identical for all samples, because RCA1 potency degrades starting with the time of
mixture. In total, six samples were investigated. The first run shows that the layer height
is 20 nm because all samples featured this height. The second and third runs are below.
Initially, the etch rate seems to be lower, which can be explained by some residues of
the resist or, in general, contaminants being removed. Then it reaches a constant rate of
roughly 22 nm/min.

By considering the discussed aspects of RCA1 etching, the procedure stated in Subsec-
tion 3.1.3 is developed. This allows patterning of the FG and TG structure with no spikes
on the etches or delamination of the layer, as has been seen in Subsection 4.1.1 for the
lift-off process.

4.1.3 Floating Gate Reverse Sputter
Firstly, to investigate the ferroelectric properties of the RCA1 etch, CV pads have been
fabricated and electrically investigated. A Si wafer is covered completely by TiN sput-
tering, HZO is deposited with ALD, crystallization is performed at 823 K with RTA, and
RCA1 wet chemical etch or lift-off is used to pattern TiN sputtered top pads, forming an
MFM device. It is assumed that the capacitance of the resulting structure is governed by
the size of the top pad, neglecting fringing electric fields. The measurement is performed
using the Si wafer as a back gate. Both samples showed counterclockwise butterfly CV
curves similar to the one in Figure 3.3(b), which is a clear indication of ferroelectric be-
havior due to the nonlinearity of the polarization switching, causing peaks at the points
at which the domains flip. Verifying that the exposure of the HZO to the RCA1 solution
does not degrade or destroy ferroelectricity.

Secondly, similar CV pads are fabricated that use, instead of a fully covered TiN layer
as the bottom electrode, an RCA1 etch patterned TiN pad. Figure 4.3(b) schematically
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Figure 4.3: (a) CV measurement of MFM capacitor with top and bottom electrode patterned
with RCA1 etch, no reverse sputter. (b) Shemitic illustration of the MFM structure, indicating
different layers. (c) Optical image of the investigated sample.

illustrates the resulting device structure, in which the bottom electrode is chosen inten-
tionally larger to prevent edge overlap. The optical image in Figure 4.3(c) shows different
colors for the different layers, again depending on how they overlap. They differ from the
ones in Subsection 4.1.1, because a Si substrate is used instead of the Si wafer with SiO2
on top. Figure 4.3(a) plots the initial CV curve, which shows ferroelectricity indicated by
the appearance of two peaks. They are not of the same height, which is a sign of a de-
graded switching mechanism. After performing the same measurement ten times, known
as cycling, the ferroelectric effect is no longer visible. Measurements in between show
that the polarization remains pinned in one direction already for the second cycle. The
MFM capacitor gets stuck in one polarization state, which is the case for both samples,
regardless of whether an RCA1 etched or lift-off top electrode is used.

Oxidation of the bottom electrode during prolonged exposure to air, introduced by the
lengthy RCA1 etch process, is believed to be responsible for this behavior. The oxide can
act as a trapping layer that traps only one kind of charge and blocks the accumulation
of charges needed to switch the polarization. Further, the compensation of the depolar-
ization field is additionally prevented, which is needed for sustained domain switching, as
described in subsection 2.2.3. It can not be excluded that the RCA1 etch process itself
is responsible for the oxidation because the previously discussed samples with the bottom
electrode on the entire Si wafer have been directly placed into the ALD after the TiN
sputter. It is possible that these samples would also exhibit the same behavior if left in
ambient air for a sufficient amount of time.

The superficial oxidation of TiN can not be prevented due to the nature of the RCA1
process. Two approaches have been investigated to remove the oxide. First, the sample
was dipped in BHF for 15 s, which did not yield in ferroelectric samples. Second, the
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sample is reverse sputtered to physically remove the oxide on top before ALD processing,
which resulted in ferroelectric MFM capacitors. Due to the FG layer insertion into the gate
stack, an MFM substructure is formed in the fabricated device, making implementation
of the reverse sputter process mandatory.

4.1.4 Overview Floating Gate Stack Fabrication
Figure 4.4 illustrates a simplified fabrication overview in comparison with the one discussed
in the device fabrication Section 3.1. First, Si nanosheets are fabricated on SOI and
thermally oxidized (TOX) to 6 nm. The entire sample is covered with 40 nm TiN, and the
FG structures are patterned employing an RCA1 wet chemical etch. Using ALD 10 nm
of ferroelectric HZO is deposited conformally, which is simplified in Figure 4.4. Again,
the entire layer is covert with 40 nm of TiN, and the TG structures are patterned using
RCA1. RTA is utilized to crystallize the HZO into a ferroelectric phase at 823 K. Finally,
Al is deposited in a lift-off sputter process and the Al-Si exchange is initiated at 773 K.
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Figure 4.4: Overview floating gate stack fabrication. Oxidized nanosheet base. TiN FG struc-
tureing using RCA1 etch. HZO deposition with beforehand reverse sputter. TiN TG structureing
using RCA1 etch. Al deposition with lift-off and Al-Si defusion to form SBs.
The subsequent Subsections will analyze the deposition of the floating gate (Subsec-
tion 4.1.5), top gate (Subsection 4.1.6), Al-Si exchange (Subsection 4.1.7), and the entire
gate stack (Subsection 4.1.8) in detail, implementing mainly AFM and TEM measure-
ments.

4.1.5 Floating Gate Deposition Analysis
As outlined, the floating gate is deposited with reactive magnetron sputter of TiN and
subsequent RCA1 wet chemical etch. Figure 4.5(c) shows the schematic illustration of
the structured TiN FG layer for a DTG device above the Si nanosheet. It consists of
two TiN strips separated by a significant distance to allow control of the channel with
the back gate. Figure 4.5(b) is an optical image of the fabricated layer. The color of the
TiN changes when it overlaps with the Si nanosheet due to its semitransparency. The
in Subsection 4.1.1 mentioned rectangular Si parts of the sheet are clearly visible. They
improve the Al-Si exchange of the later added Al to form the SBs and the layer adhesion.
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Figure 4.5: Floating Gate layer deposition using RCA1 wet chemical etch process. (a) Layer
height along the indicated cross-sections of the sample on top of the Si nanosheet and the BOX.
(b) Optical image of the investigated sample. (c) Schematic illustration of the sample, indicating
different layers. (d) AFM image of the region near the nanosheet with marked cross-sections.

AFM measurements show the different layer heights in Figure 4.5(d). The two extracted
cross-sections, one on top of the Si nanosheet and one over the BOX, are plotted in
Figure 4.5(a). A rectangular edge is present, and roughness is minimal. The blue curve on
top of the sheet can be used to estimate the TiN layer height because the Si device layer
can be considered perfectly flat. In this case, the height is 43 nm. When measuring the
height of FG using the read curve 44 nm are extracted. This 1 nm difference can be, on
one side, contributed to measurement inaccuracies, and on the other, the RCA1 solution
features a relatively low etch rate in SiO2, which could be responsible. When investigating
the height of the Si nanosheet visible on the left and right side of the red curve, a height
of 30 nm can be extracted. The 20 nm of the device layer were thermally oxidized to grow
6 nm of SiO2. According to the Deal-Grove model, ttotal = tSi + tSiO2 should be 23 nm,
resulting in a 7 nm difference that is due to the RIE etching, where the used process
deliberately etches also parts of the BOX to ensure complete etching of the layer. The
slope of the edges is around 0.3 steep. Due to the limited resolution of the used AFM
measurement, only one point is in between the min and max value of the step, making
slope measurements unreliable. This is further investigated in the following subsections.
It should be expected that this process is isotropic.

4.1.6 Top Gate Deposition Analysis
The top gate deposition is analyzed in Figure 4.6 on a TTG device, which features three
gates, and to accommodate them, the length of the Si nanosheet is increased. In Fig-
ure 4.6(c), the schematic device structure is depicted. Compared to the previously ana-
lyzed DTG sample (Figure 4.5(c)) in which only the FG is present, the ferroelectric HZO
has been grown using ALD, and TiN TGs have been added utilizing TiN sputter of the
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entire sample, followed by RCA1 wet chemical etching. The TiN TGs are slimmed down
to ensure that alignment issues do not cause the layer to be over the edge of the floating
gates. The optical image (Figure 4.6(b)) shows clearly the overlap between the two TiN
layers because of their semitransparency, making it a dark yellow color. When the Si
nanosheet is additionally below, it turns into a brown shade.
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2.5 µm

0.3
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Figure 4.6: Topg Gate layer deposition using RCA1 wet chemical etch process. (a) Layer height
along the indicated cross-sections of the sample on top of the Si nanosheet and the BOX. (b)
Optical image of the investigated sample. (c) Schematic illustration of the sample, indicating
different layers. (d) AFM image of the region near the nanosheet with marked cross-sections.
The different layer heights of the sample are shown in the AFM measurement (Fig-
ure 4.6(d)). The clear height difference between the overlapped regions is visible, and
a slight misalignment of the TG to the FG layer is present. Cross-sections are indicated
and plotted in Figure 4.6(a). In blue, the entire stack is shown. The different features
measured before in Figure 4.5(c) are the same because HZO grows conformal, which adds
the same amount of HZO both on top of the FG and on the BOX. The added top layer
height is 40 nm. The slopes of the TG and the FG are 0.3. The thickness of the TG is
1.5 µm and of the FG 2.5 µm, which is in accordance with the intended CAD file. In red,
the FG stack is shown relative to the BOX, including the ends of the Si nanosheet, and
in green is the TG depicted without the FG below on the BOX.

4.1.7 Al-Si Exchange Analysis
As described in Subsection 3.1.6, Al is added by first reverse sputtering the HZO, which
is in a non-ferroelectric phase above the ends of the nanosheets, and followed by BHF
etching to remove the SiO2 below. Only then is the Si nanosheet exposed, and Al can be
sputtered. The Al-Si exchange happens during RTA at 773 K and allows control of the
SB position as needed.

Figures 4.7(a-d) are a collection of optical microscopy images of fabricated devices after
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Figure 4.7: Complet device after Al-Si exchange. (a) FG STG FeSBFET (b) FG TTG FeRFET
(C) FG DTG FeRFET and (d) FG TTG FeRFET with CG on FG layer. (e) 3D view of TTG
device. 2D optical microscope image overlayed with AFM scan data.

the exchange. All feature the Al source/drain pads that cover the rectangular regions of
the Si nanosheet. Figure 4.7(a) is a FG STG FeSBFET. The exchanged Si is clearly visible
because the nanosheet features the same color as the pad. Beneath the gate stack, a clear
distinction can be made between the Al and Si parts of the sheet. In this comparison, the
increased nanosheet length of the TTG design, in contrast to the STG and DTG, is clearly
shown. The TTG design in Figure 4.7(b) allows identification of the aforementioned color
difference between the Al and Si parts of the sheet without other materials on top because
the diffusion is controlled in a way that positions the SB below the two PG, left and right.
The two gaps between the CG and PG show the Si nanosheet color. This is also the case
for the DTG design in Figure 4.7(c). Figure 4.7(d) is a variation of the Figure 4.7(b) design
in which the FG is replaced by the CG, visible by the color difference between the PG
and the CG. This design is meant to program the n- or p-conduction mode of the RFET
and does not interfere with the CG modulation. The 3D illustration in Figure 4.7(e) of a
TTG device obtained before Al deposition shows the different layers of the gate stack and
their individual heights clearly. Especially the overlap of the FG and TG, as well as the
overlap of the entire gate stack with the Si nanosheet, is highlighted.

When comparing the fabrication results in Figure 4.7 with the device that was initially
fabricated using a lift-off process instead of the developed RCA1 wet chemical etch in
subsection 4.1.1 the advantages of this approach become clear. For one, the spikes on the
edges are prevented, and because the TiN can not be deposited on the resist, it can not
be delaminated. Furthermore, it is theoretically possible to move directly from SiO2 or
HZO growth to TiN deposition, which results in pristine interfaces.
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4.1.8 TEM Analysis
Figure 4.8(a) is a detailed schematic illustration of an FG STG FeSBFET device cross-
section, including the BOX and handle Si wafer. The TEM analysis regions are indicated.
In Figure 4.8(b), an optical microscope image of the investigated device allows identifica-
tion of the SB positions.
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Figure 4.8: (a) Detailed FG STG FeSBFET device cross-section, indicating TEM imaging regions.
(b) Zoomed-in optical microscope image of the investigated device. HAADF STEM image of (c)
FG edge, (d) gate stack over SB, and (e) Si/Al interface.
A high-angle annular dark field (HAADF) scanning transmission electron microscope
(STEM) image of the FG layer edge is shown in Figure 4.8(c). The different layers are
indicated. In this image, the edge of the TiN is rounded. From the classical wet chemical
etching a sharp edge would be expected. This is most likely connected to the performed
reverse sputter, which damages the edge. The slope can be measured, and a gradient of
0.6 is determined, which is double what has been analyzed using AFM measurements.
This means that the RCA1 wet chemical does not classify as isotropic and is most likely
connected with the TiN phase deposited. The impact of the reverse sputter can be seen
not only by the reduced FG layer height but also by the reduced thickness of the SiO2 not
covered by the FG. Originally the SiO2 was 6.6 nm which is in line with the expected value
from Section 3.1.2. The HZO is grown conformal around the FG since it features an identi-
cal height through the layer, it is around 10.6 nm thick. Figure 4.8(d) shows the gate stack
around the SB. When the Al diffuses into the Si nanosheet, it forms crystalline aluminum
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(c-Al). The Si to c-Al interface is clearly visible and enhanced in Figure 4.8(e). Here, the
different Si atoms are identifiable, which highlights the abruptness of the interface.
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4.2 Electrical Analysis
The first FG approach mentioned in Subsection 4.1.1, utilizing lift-off instead of RCA1 wet
chemical etching for the TiN metal layer insertion, shows that the desired results could
not be achieved due to the presented insufficient processing. A short between the TG and
FG metal layers is observed for all devices. Transfer characteristics are not ferroelectric
since the HZO is bridged and presents the same behavior regardless of whether the TG or
the FG is swept. CV test pads, which are identical to the ones that will be presented in
the following Subsection 4.2.1, were also investigated on this sample and showed clearly
ferroelectric behavior.

DTG and TTG devices have been fabricated as outlined in Section 4.1 and the previous
Chapter 3 but not tested in detail. TTG samples exhibit because of a large ungated
region, almost no controllability of the device, and for DTG samples, it is believed that
the introduction of the FG alters the device behavior since this additional layer can be
influenced by the BG.

The following subsections will present and discuss the electrical measurements conducted
from FG STG FeSBFET devices implementing the RCA1 etch. First, the samples test CV
pad and non-ferroelectric test structures are investigated. Then, transfer characteristics
are used to derive a possible device behavior mechanism. Finally, pulsed measurements
in a slow and high-speed regime are examined, which showcase the possible application of
such a device in neuromorphic computing or logic in-memory applications.

4.2.1 CV Pad Teststructures
Figure 4.9(a) illustrates CV measurements on test structures that allow to validate and
characterize the ferroelectric HZO. The pad structure is depicted schematically in Fig-
ure 4.9(b). An MFM structure is formed by the metal TG and FG layer in which the
HZO is placed in between (Section 3.1). By also keeping the Si device layer below the
pads, this structure becomes, from a processing point of view, identical to the situation
on top of the Si nanosheets. Because the TiN FG layer is normally covered by HZO, it is
connected using the Al metal layer introduced during source/drain deposition. In contrast
to the CV measurements performed operating the BG of a Si wafer, like in Subsection 4.1.3
for the reverse sputter investigation, this approach creates a true MFM because only met-
als are between the HZO and the prober needles. Figure 4.9 is an optical microscope
image of the measured circular CV pads. Sizes including 37.5 µm, 50 µm, 75 µm, and
100 µm diameters are fabricated. The pad is visible as three circles placed inside of each
other. The outermost is the TiN FG layer, which features additionally a contact line to
the Al BE pad as illustrated in Figure 4.9(b). This is followed by the Si device layer,
which is actually below the FG layer, but its color is altered due to the semitransparency
of TiN. The smallest circle is the TG layer.

The measurements are recorded after Al deposition and after Al diffusion, which gives
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Figure 4.9: (a) CV test structures before and after the Al-Si exchange diffusion. (b) Schematic
device structure. (c) Optical microscope image of the tested pads.

information regarding how the ferroelectric response changes when it is subjected to an
RTA process of 773 K in addition to the one at 823 K originally done to crystalize the HZO.
As depicted in Figure 4.9(a), the CV measurements only slightly differ from each other.
This clarifies that the additional RTA does not affect the HZO. A slight shift of the curves
is present and the EC is slightly below 0.5 MV/cm. The curves show, after surpassing EC ,
a small plateau that can be connected to the wake-up of the device. These measurements
are the first conducted on the pad, and further cycling could prevent this behavior. It can
be assumed that the second RTA brings the CV pads back into the as-deposited state,
removing any domain polarization present.

4.2.2 Non-Ferroelectric STG SBFET
In Figure 4.10, an FG STG FeSBFET is investigated, which allows its FG to be connected
and, by doing so, operate the device without interference from the HZO. The measurement
setup is shown in Figure 4.10(c). A VDS of 0.5 V is applied, and the BG as well as the
TG are grounded. On the FG, a double sweep from -3 V to +3 V is performed while
recording the drain current ID. The STG device behavior explained in Subsection 2.3.2
is observed in Figure 4.10(a). First, field emission (FE) of hole charge carriers is present
for negative voltages, which is replaced by thermionic emission (TE) above -1 V. The
device turns off due to the increased tunnel barrier around 0 V. An off-current of below
100 fA can be observed, which is also the noise floor of the used semiconductor analyzer.
Next, TE of electrons takes over for positive voltages, and at 1.5 V again, TE is the
dominant conduction process over the SB. This device is able to modulate the current
over eight orders of magnitude with subthreshold slopes Sth of 80 mV/dec for the hole and
280 mV/dec for the electron conduction regime. Which is an increase compared to other
devices known from the literature. Especially the 80 mV/dec are very close to the physical
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limit given for planar field effect transistors of 60 mV/dec.
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Figure 4.10: (a) Transfer characteristic of FG STG FeSBFET by sweeping the FG, Sth values
indicated. (b) CV and IV measurements of FG to TG connection creating an MFM capacitor.
(c) Schematic illustration showcasing measurement setup. (d) Optical microscope image of the
investigated device.
The optical microscope image in Figure 4.10(d) allows one to distinguish between the
TG electrode (center top) and the FG electrode (center bottom). The overlapped region
presents a dark yellow color and features, according to the CAD file and evaluations using
the image, an area of around 80 µm2. By letting VD and VS be floating in Figure 4.10(c) and
connecting the FG as well as the TG contact to a semiconductor analyzer the measurement
plotted in Figure 4.10(b) can be performed. The CV measurement is comparable with the
ones obtained for the test CV pads (Figure 4.9(a)), which is interesting because the size of
the used capacitors is almost one order of magnitude different. The capacitance value at
the peaks is identical between the two device structures, but the values for higher voltages
do not match. This can be connected to the smaller size of the capacitor in Figure 4.10(d),
which results in low currents and the noise floor of the analyzer being reached for these
voltages. Also, the device butterfly curve features higher EC values and is more symmetric
around zero. The symmetry improvement can be explained by top and bottom electrode
work functions, since in Figure 4.9(a) an Al/TiN bottom electrode is used in contrast to
the TiN only one in Figure 4.10(b). Additionally, was cycling performed before the shown
measurement, which explains the more pronounced device characteristic.

The IV measurement also indicates the ferroelectric switching at -0.9 MV/cm and
1.6 MV/cm by two clearly distinguishable current peaks. Beyond these points, the cur-
rent increases rapidly, indicating a soft-breakdown of the dielectric. The top x-axis of
Figure 4.10(b) converts the electric field E into the applied floating gate voltage VF G by
multiplying with the HZO thickness of 10.6 nm extracted from the TEM measurements
in Subsection 4.1.8. The dielectric constant of the capacitor in its two fully switched
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conditions can be estimated by using the capacitance value recorded at the highest posi-
tive or negative applied electric fields which are 2.83 MV/cm or 3 V and features around
3.3 µF/cm2, this allows to calculated εr as 39. Furthermore, by employing Equation 3.9 the
polarisation P of the device in the switched state can be estimated as roughly 10 µC/cm2.

4.2.3 Tranfer Characteristic
A similar transfer characteristic is conducted for the normal FG STG FeSBFET devices.
As depicted in Figure 4.11(b), a source/drain voltage of 0.5 V is applied symmetrically,
and the BG is connected to the ground. On the TG the sweep signal of the semiconductor
analyzer is attached. Figure 4.11(c) shows the optical microscope image of the investigated
device, which features an FG layer that is not accessible and limited to around the Si
nanosheet, unlike the sample studied in Subsection 4.2.2.

(a)
(b)
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Figure 4.11: (a) Transfer characteristic of FG STG FeSBFET by sweeping the FG, Sth values
indicated. (b) Schematic illustration showcasing measurement setup. (d) Optical microscope image
of the investigated device.
A double sweep from -5 V to 5 V is performed and plotted in Figure 4.11(a). Compared
to the transfer shown of the test device, which does not have a ferroelectric HZO in
Figure 4.10(a), a clockwise hysteresis is present, which causes the entire characteristic
to be shifted either towards the negative or positive, depending on whether the sweeping
direction is positive or negative. The resulting measurement is identical to the one obtained
before but is shifted by ±1.4 V. It is capable of modulating ID over eight orders of
magnitude. Off currents of the two paths are as the one before, limited by the noise
floor of the analyzer, but the on currents become asymmetrical. The hole conduction
still reaches the same value, but the electron current is roughly two orders of magnitude
smaller, possibly due to some increased electron trapping. Higher voltages are used in
contrast to the previously investigated device, which only featured a SiO2 layer between
the modulating electrode and the nanosheet. The device analyzed in Figure 4.11 also
incorporates the HZO as well as the FG layer, which increases the needed electrical fields.
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Interestingly, similar Sth values of 80 mV/dec for the hole and 240 mV/dec for the electron
conduction are obtained. A reduction of these values would be expected.

In addition to the transfer characteristic, the current through the TG contact IT G is
recorded and plotted. It shows a similar behavior to the MFM structure investigated. For
high voltages, the device goes into a soft-breakdown, and the current through the gate
stack increases and is added to the ID. Slightly before, two peaks of opposite values are
present on both sides, which indicates ferroelectric domain switching. This current can
also be identified in the transfer characteristic. At point (c), an increase in the ID is
notable, which is in line with the IT G peak. Also, a small reduction in ID can be seen in
the negative sweep direction at -3 V.

Figure 4.12(a) shows the transfer characteristic of an FG STG FeSBFET for a VDS of 0.1 V,
0.5 V, 1 V, and 2 V by double sweeping the accessible FG between -3 V and 3 V. A change
in the on- and off-state values is visible. The hole current on-state increases by more than
one order of magnitude and by three orders of magnitude for the electron current. The
off-state increases by six orders. This behavior is connected to the alteration of the band
structure for changing VDS voltages. For high VDS , the thickness of the tunneling barrier
for FE is, in addition to VG, thinned down, enhancing on-state currents. Also, the barrier
height for TE at VG values of 0 V is reduced, degrading the off-state currents. Hole current
Sth remains constant for different VDS voltages except for 2 V. On the other hand, the
electron current Sth seems to first improve and then back off for higher values.

(a) (b)

Figure 4.12: Transfer characteristic for different VDS values ranging between 0.1 V and 2 V by
sweeping (a) the FG and (b) the TG for separate devices.
The normal FG STG FeSBFET device in Figure 4.12(b) features in some aspects a similar
characteristic. Measurements were conducted between -4 V and 4 V. In the plot only
the -3 V to 3 V range is depicted to allow clearer comparison to Figure 4.12(a). On- and
off-states vary in a similar manner. The previously discussed variation of the electron
conduction mode in Subsection 4.2.3 is present for all VDS voltages. For this type of

60



device, 0.5 V features the best compromise between good off-state and electron current
on-state. For 2 V the device degrades a lot due to the reduced electron current. Sth values
are as before.

4.2.4 Proposed Mechanism
The transfer characteristic data can be combined with the physical mechanism of FG
devices in the theory Subsection 2.2.5. By using the optical microscopy image in Fig-
ure 4.11(c) as well as the intended CAD file, the surface of the FG and TG can be
estimated as 80 µm2 and 96 µm2. The overlap of the FG and the Si nanosheet has an
area of 2.4 µm2. From the TEM analysis in Subsection 4.1.8 a SiO2 thickness of 6.6 nm
and HZO thickness of 10.6 nm are obtained, making the gate coupling coefficient αG in
Equation 2.5 almost 1, for a choice of dielectric constants of 3.9 for εSiO2 , which is book
value, and of 39 for HZO, as estimated earlier. This high αG value is a result of the
reduced CSiO2 due to its small surface of 2.4 µm2 compared to the HZO and means that
for an uncharged FG layer and unpolarized ferroelectric, the entire VT G is applied to the
SiO2. The gained measurement does not indicate such a field situation since ferroelectric
switching is observed, which requires a certain voltage across the HZO. On the other hand,
it explains why Sth is unaffected by the addition of the HZO and TiN FG layer, compared
to the SiO2 only device.

By taking into account the observed shift from the origin position of the transfer char-
acteristic in Figure 4.11(a) of ±1.4 V and together with Equations 2.5 and 2.7, the net
polarization Pnet can be calculated as 3.7 pC. It can be assumed that PHZO is around
10 µC/cm2 (Subsection 4.2.2) resulting in 8 pC, in accordance to the TG and FG over-
lap. Since PHZO and QML in Equation 2.7 are of opposite sign, approximately 11.7 pC or
12.2 µC/cm2 of QML charge is injected into the FG layer. This indicates that the metal
layer gets charged beyond the limit set by the HZO.

Figure 4.13 shows the band structure of the gate stack over the Si nanosheet at different
positions in the transfer characteristic. The labels of the individual images correspond with
the marked points in Figure 4.11(a). Since the sweep begins at -5 V, it can be assumed
that the ferroelectric is polarized upwards and the FG layer has been injected fully with
holes, resulting in the situation depicted in Figure 4.13(a) at 0 V. The decreased FG
potential compared to the TG bends the bands downwards, inducing an electron current.
Because the polarization and the charges in the FG layer keep the voltage drop across the
HZO low, the SiO2 band structure gets bent drastically as shown in Figure 4.13(b) when
a positive VT G voltage is applied, which enables the injection of electrons replacing the
holes in the layer. The FG layer gets progressively charged, but unlike the FG in standard
flash memory (Subsection 2.2.5), the injection currents get less impacted by this due to
the polarization keeping the band structure constant. After reaching a certain value of
injected charges, the ferroelectric switches downwards, as depicted in Figure 4.13(c). This
abruptly determines a higher field across the HZO and reduces the band bending of the
SiO2, preventing further injection of electrons. Now, the amount of charges is governed by
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Figure 4.13: Band structure of gate stack at different positions in transfer characteristic (Fig-
ure 4.11). (a) Programmed state at 0 V. (b) High charge injection rate. (c) Injection is prevented
by ferroelectric domain switching. (d) Extremely high voltages can cause further injection.

the amount needed to switch the HZO. If VT G is increased beyond this point a situation
in which tunneling through the SiO2 is possible can be reached again, which is shown in
Figure 4.13(d). This can explain the previously observed inconsistencies of the injected
QML and the polarization PHZO gained from the shift in Figure 4.11(a).

The proposed mechanism clearly shows multiple advantages compared to a standard
FGFET explained in Subsection 2.2.5. It reduces the needed voltage for charge injec-
tion because the HZO polarization additionally flattens out the dielectric band structure
and, by doing so, increases the voltage across the SiO2, allowing for smaller write voltages.
Additionally, the polarization switching stops the injection abruptly, which prevents the
potential overcharging of the FG layer as long as VT G is not increased beyond the switching
point.

4.2.5 Pulsed Time Measurements
To investigate the usage of the examined device for storage applications, pulsed measure-
ments are performed. Figure 4.14 shows the effect that the set pulse time tset has on the
device characteristic. The measurement setup, explained in Subsection 3.2.3, is used to
first send a -5 V amplitude reset pulse of 10 ms followed by a 5 V amplitude set pulse of
varying duration. Figure 4.14(a) shows the transfer characteristics recorded after the set
pulse by sweeping the gate between -0.5 V and 0.5 V with a VSD of 0.5 V. The tset is rising
from left to right, and its corresponding value is indicated by the arrow color. In the
black region tpulse = 0.25 · x from 0.5 ms to 1.5 ms, in the red region tpulse = x from 2 ms
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to 8 ms, and in the blue region tpulse = 2x from 16 ms to 256 ms, allowing to investigate
a wide range of tset values. The transfer characteristic data is displayed differently in
Figure 4.14(b) by taking each VT G value and plotting their corresponding drain current
ID in relation to the tset time. This measurement needs to be carefully interpreted since
in Figure 4.14(a) ID is displayed in a logarithmic scale and in Figure 4.14(b) in a linear
scale.

(a) (b)

Figure 4.14: Pulsed measurement with varying tset time. (a) Transfer characteristic in a limited
VT G range and marked regions indicating tset. (b) LTP graph for different VT G values extracted
from transfer.

Both graphs show that the device state can be programmed by the explained pulsing
scheme. A shift of the transfer characteristic from left to right depending on the used tset

is shown in Figure 4.14(a). This is in line with the expected behavior given by the proposed
model in Subsection 4.2.4. The amount of charge injected is directly proportional to the
injection time. The already observed flattening of the shift (Figure 4.14(a)) is clearly
visible in Figure 4.14(b). Initially, before surpassing 1 ms of tset, the curve remains at
very low values because the transfer is mainly in its off-state. After surpassing 2 ms, it
increases and flattens again at 6 ms. When examining the 6 ms transfer characteristic in
Figure 4.14(a) it can be estimated that the off-state has been shifted to 0.6 V. Similar
to what has been done in Subsection 4.2.4, Pnet can be extracted as 1.6 pC, this results
in a relative charge of the metal layer QML of almost 10 µC/cm2, which is identical to
PHZO. This shows that after reaching a tset of 6 ms the ferroelectric switches and further
injection is reduced as explained in Figure 4.13(c) of Subsection 4.2.4. Further and longer
pulsing can, as long as the required VT G voltages are reached, inject additional charges
in the FG layer with a lower efficiency due to the reduced SiO2 band bending, shown in
Figure 4.13(d).

This explains the charge deviation between the PHZO and the QML in the transfer char-
acteristic in Figure 4.11(a). During this measurement, the VT G voltage is applied to the
device for a prolonged time, depending on the present ID, reaching hundreds of millisec-
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onds or seconds. This means that, especially for the extreme values at -5V and 5V, the
band structure is bent strongly, and injection is sustained for a long time, which allows,
on one side, to switch the ferroelectric but also enables the overcharging mechanisms. In
the framework of the proposed switching mechanisms, it should be possible to find a pulse
amplitude that is capable of switching the device without subsequent overcharging.

4.2.6 Pulsed Number Measurements
In Figure 4.15, pulsed measurements are presented. Here, instead of varying the tset time,
the number of set pulses nset is increased with a fixed tset of 0.5 ms. The pulse amplitude
for reset and set is chosen as -5 V and 5 V. Two measurement runs are shown, one for
positive set pulses and one for negative set pulses. The pulse number is again indicated
by the arrow color. In the black region npulse = x from 1 to 16 and in the red region
npulse = 2x from 32 ms to 512 ms, resulting in a cumulative maximum pulse time of 256 ms
which is identical to the one used before.

Figure 4.15(a) shows the transfer characteristic recorded after the set pulse by sweeping
again VT G between -0.5 V and 0.5 V for a VSD of 0.5 V. Compared to Figure 4.14(a), the
transfer characteristic is more gradually shifted, which could indicate that the injection
starts delayed to the rising edge of the pulse and reduces the effective injection time when
using multiple individual pulses instead of a long one. The previously outlined 0.6 V
shift of the transfer characteristic at which PHZO and QML are equal in relation to their
respective area is present in this measurement run for nset = 64. Before, this point was
reached for a tset of 6 ms and the cumulative value of nset in this measurement is 32 ms,
since one pulse features a tset of 0.5 ms. This difference speaks again towards the pulsed
number measurements not injecting the same amount of charges as the time measurement.
In Figure 4.15(b), the different individual measurements are plotted as a function of nset,
for different values of VT G. Again, three individual regimes are present, and the curves
start to flatten at the nset = 64 point.

The inverted direction in Figure 4.15(c) shows similar behavior for the individual transfer
characteristics. The resolution or distance between measurements is similar, but the max
value is lower, which becomes clear in Figure 4.15(c). Compared to before, where the
graph saturated at around 325 nA, now only a starting point 225 nA is observed. This
is connected to the tset time, which is already long enough to influence the injection
tremendously. A lower tset is needed to bring back values above the 225 nA, which will be
investigated in Subsection 4.2.7.

Figure 4.15(b) and (d) are very similar to the LTP and LTD graphs discussed in the the-
ory Subsection 2.2.4 on the application of established FeFETs as neuromorphic devices.
Compared to those, the LTP Figure 4.15(b) has the capability to have much more inter-
mediate states since nset step size was increased after 16. Furthermore, as explained by
using smaller tset values, the number of intermediate states in the LTD Figure 4.15(d) can
also be improved.
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(a) (b)

(c) (d)

Figure 4.15: Pulsed measurement with varying nset pulse number. (a) Transfer characteristic in
a limited VT G range and marked regions indicating nset. (b) LTP graph for different VT G values
extracted from transfer. (c) Transfers for inverted pulsing direction and (d) LTD graph.

Throughout the conducted measurements, relatively high pulse times are used in order to
switch the ferroelectric compared to other similar works. This can be explained by the size
of the FG layer itself, which features an area around forty times larger than the overlap
with the Si nanosheet. On the one hand, this results in a high gate coupling coefficient αG

and, on the other, requires a lot of charges to be injected into the FG layer for ferroelectric
switching since, in this regard, only the amount relative to the area is important. If the
FG area is reduced to a similar size as the overlap, the amount of injected charge needed
is decreased, which increases switching times.

4.2.7 Fast Pulsed Time Measurements
To further analyze the devices, faster pulsed measurements are performed by employing a
different setup, as described in Subsection 3.2.3. Pulses with tset between 500 ns and 20 µs
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are performed with an amplitude of 5 V. A 10 µs reset pulse scheme with -5 V amplitude
is used. Transfer characteristics are measured by sweeping VT G between -0.5 V and 0 V.
For each pulse length, five identical pulsing runs are combined, and the mean value, as
well as the standard deviation for each point, is calculated.

(a) (b)

(c) (d)

Figure 4.16: Pulsed measurement with varying tset time in microssecond range. Transfer charac-
teristic after (a) reset pulse and (b) set pulse. (a) IDset − IDreset difference transfer characteristic
and (b) corresponding LTP plot.
Figure 4.16(a) shows the transfer characteristic after the reset, and Figure 4.16(b) before
the set for the corresponding tset. The characteristics measured after different reset pulses
do not perfectly match, which indicates that the used pulsing scheme does not produce a
reliable starting point. In general, this is something that has also been observed during the
previous pulsed measurements. Because the proposed mechanism relies on the injection
of charges into the metal FG layer, it is crucial to know the amount present before and
after the set pulse in order to correctly interpret the set pulse’s impact on the device.
Certain pulsing schemes are sufficient for low tset values, but for ever-increasing times, the
previously sufficient scheme might not be capable of bringing the device to the desired
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reset state, noticeable by a boost in voltage shift due to the remaining charges in the
layer. This becomes clear in Figure 4.16(a), where the reset state of higher tset set pulses
is shifted slightly to the positive due to previously injected charges. This changes the
situation after the set in Figure 4.16(b). Excluding this aspect, a good controllability
of the device characteristic can be observed. The reset pulse shifts the characteristic to
around -0,1 V, which means that only some of the domains are switched, and the set pulse
shifts the curves towards the positive. In general, a good reproducibility of the curves was
found, indicated by the low error bars.

To circumvent the variation observed after the reset pulse, the difference between IDset

and IDreset is plotted in Figure 4.16. This relates the set pulse transfer to the reset pulse
transfer. Figure 4.16(c) shows the resulting transfer characteristics. A clear shift of the
curve is visible, bringing them to the positive. The LTP plot in Figure 4.16(d) indicates
a similar picture. When comparing these results to the ones described before, it has to
be considered that here, a different device is used, which explains the slightly shifted
characteristic that enables higher current values. It is observed that the point at which
PHZO and QML are equal in relation to their areas is never reached, meaning longer pulses,
like in Subsections 4.2.5 and 4.2.6, are required. Pulses in this short tset regime are needed
for devices that feature a smaller FG layer area, since here the injection would saturate
earlier.
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Chapter 5

Summary and Outlook

In this thesis, a TiN floating gate (FG) metal layer is integrated into ferroelectric Schottky
barrier field effect transistors (FeSBFETs) with the goal of further enhancing device char-
acteristics and showcasing possible adaptations in logic in memory (LiM) or neuromorphic
computing applications. Previous works realized FeSBFETs by using a SiO2 interlayer and
ferroelectric Hf0.5Zr0.5O2 (HZO) in an established framework, consisting of Si nanosheets
etched out of a silicon on insulator (SOI) device layer, Al source/drain pads, and an
Al-Si exchange process which forms the Schottky barriers (SBs). Additionally, TiN top
gates (TGs) have been employed to induce a ferroelectric HZO phase during crystalliza-
tion. These devices showed inefficient switching of the ferroelectric above the SBs, which
governs the conduction mechanism and results in a degraded performance. The aforemen-
tioned FG insertion is intended to improve switching and average the ferroelectric evenly
over the entire SB.

The first initial sample was fabricated employing a lift-off process for the TiN FG and
TG. Optical microscopy images and atomic force microscopy (AFM) data reveal an un-
satisfying layer patterning. Due to the high hardness of TiN and the partial deposition
on the photoresist edges during reactive magnetron sputtering, the subsequent sonication
in heated acetone can delaminate multiple layers. This creates irregular patterns of left-
behind layers that are slightly bent upwards, resulting in heights beyond the deposited
layer thicknesses visible in the AFM data, or broken-off pieces featuring a zigzag edge.
Electrical measurements on less impacted samples show a shortening of the TG and FG.

To circumvent the lift-off, a wet etching process is developed as part of this thesis. Initial
tests with an ammonium hydroxide (NH4OH), hydrogen peroxide (H2O2) and deionized
water (H2O) APM solution, also known as standard clean 1 (SC1) or RCA1, indicate that
a 30 min hard bake of the resist on a hot plate at 393 K is required to prevent lifting of
the resist during etching. Furthermore, it was found that an APM ratio of (1:2:10) is
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optimal. An investigation of the TiN etch rate containing six samples reveals roughly
22 nm/min. Additionally, it is believed that because of the long time needed to pattern
structures using RCA1, in which the TiN layer is exposed to air during handling, oxides
form on its surface, which prevents the ferroelectric behavior of HZO if deposited on top,
necessitating the introduction of a reverse sputter process step. AFM and transmission
electron microscopy (TEM) show an excellent integration of the FG layer into the gate
stack.

Test structures placed on the sample are used to validate and characterize different aspects
of the fabricated device. CV pads are employed to investigate the ferroelectric phase of
the HZO, and transistors in which the FG is connectable to the semiconductor analyzer
show a working SBFET. Electrical measurements on the complete FG STG FeSBFETs
reveal a shift of the transfer characteristic by ±1.4 V depending on the sweeping direction.
A simple mathematical model derived from the one describing non-ferroelectric FGFETs
used in flash storage devices allows the estimation of the effective charges in the FG layer.
These charges, which determine the device characteristics, are the result of the balance
between the charges coming from the ferroelectric polarization and those injected into the
layer. Subsequently, pulsed measurements with pulse times ranging between microseconds
and hundreds of milliseconds demonstrate that after reaching a certain charge in the
FG, the injection changes abruptly. This charge is identical to the one associated with the
remnant polarization of the HZO, indicating that, when the ferroelectric switches, it alters
the band structure, reducing the injection. The pulsed measurements allow the extraction
of long-term potentiation (LTP) and long-term depression (LTD) curves, which display
the potential of these devices to be used in neuromorphic computing.

A balance between the injected charges and the ferroelectric polarization charges, relative
to the electrode area, is reached for a pulse length of 6 ms, compared to other devices
currently under investigation. This value is two to three orders of magnitude higher
compared to other similar neuromorphic devices investigated in the literature and is caused
by the currently selected surface ratio of the two gate capacitors. This imbalance is the
reason why a high amount of charges needs to be injected to reach the required surface
charge. Future samples could first address this issue by investigating a variety of different
FG sizes, which should be in the range of the SiO2 capacitor. The discussed imbalance
additionally affects the gate coupling coefficient αG, which is around 1 for the produced
samples. Varying the ratio between the TG and FG could be investigated as a practical
method to change αG. Furthermore, by choosing a smaller TG, the amount of polarized
ferroelectric is reduced, which alters the needed amount of charge to be injected, reducing
the pulse time and achievable voltage shift. All these aspects can be utilized to fine-tune
this device concept.

The setup used for pulsing in the microsecond regime should be employed to conduct
further measurements towards neuromorphic computing applications. LTP and LTD have
been recorded by conducting a transfer characteristic after pulsing and extracting the
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corresponding top gate voltage VT G for individual pulse times or pulse numbers. In the
neuromorphic community, LTP and LTD are recorded using a different method. These
more mature measurements could then be utilized to simulate entire neural networks and
would allow comparison of this approach to a broader variety of neuromorphic devices.

Finally, the FG metal layer can be introduced to other SB-based devices like the reconfig-
urable FET (RFET), where it could be used to program the hole or electron conduction
mode in a non-volatile manner. This could reduce the required on-chip infrastructure nec-
essary to facilitate RFET circuits that normally require a static voltage to be applied to
the polarity gates. Furthermore, the introduction of HZO and a floating gate layer could
be exploited to reduce the total number of terminals from four to three in the RFET
architecture.
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