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Abstract: When it comes to the significance assessment of

interepochal displacements, great reliance on the stochas-

tic information related to the point clouds introduced

in the estimation of the geometric representation of the

analysed surface is present. Possible uncertainty sources

in point clouds are instrument-, environment- or object

sided. Further, the chosen mathematical model for point

cloud approximation may introduce an uncertainty budget

ascribed as model uncertainty. The present contribution

employs variance component estimation (VCE) in the course

of geometric point cloud approximationwith tensor product

B-spline surfaces. A method using the BIQUE-estimation of

the variance components is used. It enables considering

overlapping variance components. Here, those are related

to measurement and model uncertainties. The aim of the

article is to investigate whether a realistic estimation of the

components can be achieved by means of the VCE in par-

ticular with regard to the separation betweenmeasurement

andmodel uncertainty. The former include the distance and

angular components whilst the model uncertainty is set up

using covariance functions. For that, a B-spline surface with

comparably superior complexity, whilst describing an iden-

tical geometric surface course as the functionally employed

surface representation, is generated. Artificial altering of

themore complex surface establishes themodel uncertainty

as distance between equally parametrized sampled points.

Results based on simulated data show that variance compo-

nents are separable and estimable if the model uncertainty
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1 Introduction

When processing point clouds from terrestrial laser scan-

ning (TLS) to analyse an object’s temporal stability, it is

crucial to consider the error budget that comes with TLS

data. Soudarissanane et al. [1] divide the error sources as

being related to the instrument itself, to the scanning geom-

etry, to the atmosphere the laser beam penetrates and its

interactionwith the object’s surface. These components lead

to systematic as well as random errors. This paper refers to

random errors and residual systematics that are denoted as

uncertainty conformed by GUM [2]. Uncertainties need to be

quantified and further incorporated in the data processing

chain by incorporating stochastic information in the form

of variance-covariancematrices (VCM). Promising efforts in

the context of TLS point clouds have already been under-

taken by e.g. [3–5]. In space-continuous deformation analy-

sis, integrating stochastic information from point clouds is

crucial in assessing the significance of interepochal geomet-

ric differences. See e.g. M3C2-EP [6], a collocation approach

[7], NURBS – resp. B-spline based approaches [8–10] or also

a TLS-enhanced deformation analysis approach [11]. The

integration of VCM is necessary in order to bypass type 1 and

type 2 errors in a hypothesis test [12].

A preceding step in point cloud analysis is the geomet-

rical modeling of the point clouds. Model selection criteria

aid to establish a suitable geometric (functional) model in

relation to the underlying data that optimally describe the

data generating phenomenon.Herefor, investigations on the

determination of a sufficient model’s complexity for tensor

product (TP) B-spline surfaces have already been under-

taken by [13].When it comes to the approximation of a point

cloud that is impacted by the stated uncertainty sources, the

determination of a suited functional model complicates as
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the exact geometric representation of the actual surface is

not known. Systematic deviations arise in the chosen geo-

metric model if it fails to sufficiently capture the geometric

details in the point cloud. To address these deviations in

the point cloud approximation, the stochastic model can

be extended to include an additional source of uncertainty

being the model uncertainty.

In this paper TP B-splines are used as functional mod-

els for point cloud based surface representations. The

approximation by TP B-splines incorporating the stochastic

model can be formulated in a Gauss-Markov model (GMM).

Therein, the determination of the unknown parameters is

performed iteratively given an outlier detection is incor-

porated. In that course observations are down weighted

respectively. As many uncertainty sources are joint in the

stochastic model, knowledge of the variance balancing

might be absent.

This paper proposes a variance component estimation

(VCE) in the course of point cloud based surface approxi-

mation using TP B-splines. The presented approach allows

the determination of overlapping variance components (VC)

with a focus onmeasurement andmodel uncertainty. A VCM

is established to account for the model uncertainty based

on estimated covariance functions. The key novelty of this

paper lies in the investigation of the separability ofmeasure-

ment and model uncertainty whilst estimating overlapping

VC for their respective uncertainty sources. The proposed

procedure is applied on simulated data.

This work is incorporated in the research project TLS-

Defo (FOR 5455) aiming at a holistic approach to investi-

gate space-continuous deformation based on point clouds of

objects related to the critical infrastructure.

This paper consists of the following sections: In

Section 2 the methodology for the consecutive separation

of (overlapping) VC in the context of a B-spline surface

approximation based on TLS data is introduced. In Section 3

the application of the proposed method on simulated data

is explained, followed by the description of the retrieved

results in Section 4. After the discussion of the generated

results in Section 5, a summary of the proposed study and

an outlook on further enhancements is given in Section 6.

2 Methodology

2.1 Surface representation using TP
B-splines

In surface modeling based on point clouds the usage of B-

splines allows deriving a statement on (significant) present

deformation between consecutively acquired data of an

object of interest [7, 9]. A TP B-spline surface is defined as

follows:

S(u, 𝑣) =
n∑
i=0

m∑
j=0

Ni, p(u)Nj,q(𝑣)Pi, j. (1)

It can be regarded as the composition of an infinite

number of B-spline curves running in two different param-

eter directions u and 𝑣. One point S(u, 𝑣) on the surface is

determined as the weighted sum of the control points Pi,j.

The weights are recursively formulated Bernstein polyno-

mials, whose occurrence or elimination depend on the knot

vectors U resp. V and the respective degrees p and q [14, p.

50]. The net of the control points Pi,j builds the scaffold of

the surface. A geometrical change of a point on the surface is

linked to a changewithin the set of connected control points.

2.2 Incorporation of the stochastic model in
the surface representation

The approximation of a point cloud by a TP B-spline surface

can be formulated in a GMM, where the observations l are

the points’ cartesian coordinate elements. Thedesignmatrix

A incorporates the partial derivations of the respective func-

tional model according to the unknowns. An enhancement

by the stochastic model in the form of a dispersion matrix

𝚺ll is feasible [15]. For the incorporation of the surface

approximation formulated in a GMM in a VCE, the observa-

tions must not contain any outliers. An approach for robust

estimation of B-spline surface parameters is examined in

[16]. As this paper is based on simulated data, no outliers

are comprised in the data.

2.3 VCM comprising measurement
uncertainties

The measurement uncertainties impact the noise level of

each individual point of a point cloud. The uncertainties

concerning the range and angular measurement are typ-

ically stated by the manufacturer. The establishment of a

VCM incorporating these uncertainties is obtained by error

propagation (EP). The functional relation between a point

cloud in 3D cartesian space and the measured geometric

elements are:

⎡⎢⎢⎢⎣

x

y

z

⎤⎥⎥⎥⎦
=

⎡⎢⎢⎢⎣

r ⋅ sin(𝑣) ⋅ sin(hz)

r ⋅ sin(𝑣) ⋅ cos(hz)

r ⋅ cos(𝑣)

⎤⎥⎥⎥⎦
(2)

wherein [x, y, z]⊺ are the cartesian coordinate elements of

one point, r is the measured distance, hz the measured

horizontal direction and 𝑣 the vertical angle. By applying

EP, the VCM 𝚺meas

ll
of the point cloud’s coordinate elements
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is set up. In the context of VCE, the VC of the measurement

elements r, hz and 𝑣 shall be estimated. The overlap of the

components is outlined in the following with reduction of

the equation (2) into 2D space for the sake of easier legibility.

The transfer onto equation (2) can be extended straightfor-

ward. [
x

y

]
=

[
r ⋅ cos(hz)

r ⋅ sin(hz)

]
(3)

𝚺meas

ll
=
[
cos(hz) −r ⋅ sin(hz)
sin(hz) r ⋅ cos(hz)

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

F

⋅

[
𝜎
2
r

0

0 𝜎
2
hz

]

⏟⏞⏞⏟⏞⏞⏟

𝚺ll

⋅…

[
cos(hz) sin(hz)

−r ⋅ sin(hz) r ⋅ cos(hz)

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

F⊺

=

(4)

= 𝜎
2
r
⋅

[
cos(hz)2 sin(hz) ⋅ cos(hz)

sin(hz) ⋅ cos(hz) sin(hz)2

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Qr
ll

+ 𝜎
2
hz
⋅

[
r2 ⋅ sin(hz)2 −r2 ⋅ cos(hz) ⋅ sin(hz)

−r2 ⋅ cos(hz) ⋅ sin(hz) r2 ⋅ cos(hz)2

]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

Qhz
ll

= 𝜎
2
r
⋅ Qr

ll
+ 𝜎

2
hz
⋅ Qhz

ll
= 𝚺r

ll
+ 𝚺hz

ll

2.4 Deriving empirical VCM from given data

To address the stochastic representation of residual system-

atics, an empirical VCM of a point cloud relative to a geo-

metric model S(u, 𝑣) can be constructed using covariance

functions.

The residuals are given as deviations

𝛿(ui, 𝑣i ) =
⎡⎢⎢⎢⎣

𝛿x(ui, 𝑣i )

𝛿y(ui, 𝑣i )

𝛿z(ui, 𝑣i )

⎤⎥⎥⎥⎦
(5)

representing the variability of the point cloud in respect to

themodel S(u, 𝑣). In order to compactly summarize the vari-

ability of the points deviations 𝛿, empirical autocovariance

functions Ĉxx(dk ), Ĉ yy(dk ) and Ĉzz(dk ) aswell as crosscovari-

ance functions Ĉxy(dk ), Ĉxz(dk ) and Ĉ yz(dk ) are estimated as

exemplarily shown for Ĉxy(dk ) in equation (6) [17, p. 341ff]:

Ĉxy(dk ) =
1

|Nk|
∑

𝛿x(ui, 𝑣i ) ⋅ 𝛿y(uj, 𝑣 j ) (6)

This computation requires a subdivision of the data

points’ separation distances dij = ‖S(ui, 𝑣i)− S(uj, 𝑣 j)‖ into

consecutive intervals Nk of size |Nk|, each with a mean sep-
aration distance dk , as the data points are not equidistant.

The chosen approach is similar to the estimation of vari-

ogrammes and covariogrammes in the case of collocation

[18, p. 131]. In order to ensure a stable estimation, only data

pairs with a spatial distance less than or equal half of the

diameter of the entire region covered by the incorporated

points are taken into account [19, p. 32].

Having estimated the empirical covariance functions,

analytical positive semidefinite functions Cxx(dk ),…,

Cyz(dk ) are used to approximate the empirical values and

to guarantee positive semidefinite covariance matrices. The

covariance matrices are set up by means of the analytical

functions as follows:

𝚺model

ll
=

⎡⎢⎢⎣
Σxx Σxy Σxz

Σyx Σyy Σyz

Σzx Σzy Σzz

⎤⎥⎥⎦
(7)

with the autocovariance Σii and crosscovariance matrices

Σij being established as follows:

𝚺xy =

⎡⎢⎢⎢⎢⎢⎣

Cxy(d11 ) Cxy(d12 ) … Cxy(d1n )

Cxy(d21 ) Cxy(d22 ) … Cxy(d2n )

...
... ⋱

...

Cxy(dn1 ) Cxy(dn2 ) … Cxy(dnn )

⎤⎥⎥⎥⎥⎥⎦

2.5 Estimation of VC using a best invariant
quadratic unbiased estimation (BIQUE)

Alongside the assessment of unknown parameters in a

GMM, whose functional model is expressed by (1), the esti-

mation of VC 𝛼i comprised in the VCM 𝚺ll of the observa-

tions – being the point cloud – is feasible, provided that a

parametrized stochastic model is implemented [15, p. 227ff]:

𝚺ll =
m∑
i=1

𝛼
2
i
⋅ 𝚺i. (8)

The parameter 𝛼2
i
is the factor of the variance resp.

covariance to be estimated. The parameterm is the number

of (co-)variance components that are assessed and accord-

ingly, the number of splitted covariance matrices that form

the overall VCM of the observations l [15, p. 227ff].

The estimation of VC is a generalization of the assess-

ment of the variance of the unit weight s2
0
= v⊺Pv

n f

where

P = 𝚺−1
ll
. Likewise to the estimation of the unknowns in the

GMM, the determination of the VC follows a best unbiased

estimation given that

E{l⊺Dl} = p⊺ ⋅ 𝛼. (9)
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The expectancy value E of the quadratic sum of the

observationsweighted by the estimatormatrixD is set equal

to the scalar form p⊺ ⋅ 𝛼, whereas 𝛼 =
[
𝛼
1
1
, 𝛼

2
2
,… , 𝛼

2
m

]⊺
is

the vector of estimated VC and p is used as vector with logi-

cal entries indicating the estimation of one specific variance

component 𝛼2
i
. Given the added condition that the estima-

tion minimizes the variance

Var{l⊺Dl} = Var{p⊺ ⋅ 𝛼}→min, (10)

[20] introduces VCE using a BIQUE approach. For this,

an additional constraint must be satisfied, requiring the

invariance of the VC 𝛼 w.r.t. the unknown parameters.

This constraint is expressed asD ⋅ A = 0 and pi = tr(D ⋅ 𝚺i),

where A is the design matrix setup in the GMM.

By derivation of equation (9) and imposing the addi-

tional condition (10) and the constraint on independence

from the parameter space, one obtains according to [20]

W = 𝚺−1
ll
𝚺
𝑣𝑣
𝚺−1
ll

(11)

qi = v⊺
(
P
(
𝚺i ⋅ 𝛼

2
i

)
P
)
v (12)

si, j = tr
(
W
(
𝚺i ⋅ 𝛼

2
i

)
W
(
𝚺 j ⋅ 𝛼

2
j

))
. (13)

The estimation of the VC is retrieved by

�̂� = S−1 ⋅ q. (14)

The VC are estimated iteratively. The starting values for

all 𝛼2
i
are set to 1. The determination of the VC �̂� is local

which means it is a prerequisite that the factors 𝛼2
i
are near

1 in order to achieve convergence in an iterative estimation

process [15, p. 227ff].

3 Simulation studies

In the presented simulation studies a VCE in the course of a

point cloudbasedTPB-spline approximation is investigated.

3.1 Conceptional considerations

As a first step towards the application of the VCE in the con-

text of B-spline surface approximation, simulation studies

are conducted. In Figure 1 the steps of the setup of the study

are displayed.

A TP B-spline surface of well-known shape and parame-

ters is used as geometrical (functional) model (Figure 1, Step

1). In the following this surface will be referred to as initial

surface S1(u, 𝑣). On basis of this surface, the simulation of

the model uncertainty is conducted.

The model uncertainty is considered as the deviation

that occurs when the chosen complexity of the functional

ll ll

model meas

Figure 1: Workflow for the setup of the simulation study. Indicators (a)

and (b) refer to Figure 2. The respective steps are discussed in detail in

Sections 3.1 and 3.2.

model, used in the surface approximation, does not ade-

quately reflect the geometric details contained in the point

cloud. For TP B-splines, complexity refers to the number of

control points.

The deviation of a point cloud to the model S1(u, 𝑣) is

realised by increasing it’s complexity without changing it’s

course. This is done by knot resp. control point insertion in

selected locations [14, p. 141ff] (Figure 1, Step 2). In a next

step, a part of the inserted control points Psel
i, j
are shifted in

the direction of the line-of-sight r̂ from a specified instru-

ment center XST . The amount of displacement of the altered

control points Paltered
i, j

is scaled by a respectively randomized

value 𝜖sel
i, j

∼ (0,1) multiplied by the magnitude factormf .

Paltered
i, j

= Psel
i, j
+ r̂ ⋅

(
𝜖
sel
i, j

⋅mf

)
with r̂ =

Psel
i, j
− XST‖‖‖Pseli, j
− XST

‖‖‖
(15)

The resulting manipulated surface is referred to

as adapted surface S2(u, 𝑣). By sampling both surfaces

with identical parameter spacing and location, two point

clouds are generated that provide a point-to-point relation

(S1(ui, 𝑣i )
∧=S2(ui, 𝑣i )) (Figure 1, Step 3). The derived point

pairs’ differences are treated as the residuals to the initial
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surface as 𝛿 = S1(u, 𝑣)− S2(u, 𝑣). Following the setup stated

in Section 2.4, the VCM 𝚺model

ll
is established covering the

model uncertainty (Figure 1, Step 4). As the estimation’s

stability of the covariance functions depends on the spa-

tial distance of the used points put in one interval Nk , the

spatial extent of the introduced surface deviations is locally

restricted w.r.t. the course of the point cloud. Moreover, for

the determination of the model uncertainty, only the point

correspondences with 𝛿i > 𝜃, exceeding the other (subse-

quently) integrated error sources indicated by a threshold

𝜃, are taken into account. For the generation of the VCM

covering the measurement uncertainty, the sampled points

of the adapted surface S2(u, 𝑣) are transformed in spher-

ical coordinates with respect to the simulated instrument

center XST . Chosen variances of the spherical coordinate

components are re-transformed to cartesian coordinates by

EP, obtaining the VCM 𝚺meas

ll
(Figure 1, Step 4). The sampled

points were perturbed by adding noise with predefined

variances different to those chosen in the EP (Figure 1, Step

5). If the variances of the applied noise are equal to those

introduced in the EP, the estimation of the VC would resolve

immediately. The difference of the chosen variances enable

the investigation of the convergence behaviour of the itera-

tive estimation.

The subsequent VCE is performed by incorporating the

sampled and perturbed point cloud of S2(u, 𝑣), the joint VCM

𝚺ll = 𝚺meas

ll
+ 𝚺model

ll
and the functional model of the initial

surface S1(u, 𝑣).

3.2 Numerical setup

The simulation study is realised on the basis of a TP B-spline

surface representing the course of a water dam being the

test specimen of the research conducted within the project

TLS-Defo. The initial surface S1(u, 𝑣) is parametrized by

30 × 10 (u × 𝑣) control points and is of degree p, q = 3

(Figure 1, Step 1). The adapted surface S2(u, 𝑣) is generated

by knot resp. control point insertion (Figure 1. Step 2). The

sampled point clouds comprise 3,000 single points evenly

spread over the course of the surfaces (Figure 1, Step 3).

For the setup of 𝚺ll, the noise levels of the measurement

elements are chosen as 𝜎r = 1 mm and 𝜎hz,𝑣 = 0.3 mgon

(Figure 1, Step 4). The standard deviations introduced in the

EP for the setup of 𝚺meas

ll
differ from the applied standard

deviations with 𝜎r = 2 mm and 𝜎hz,𝑣 = 1 mgon (Figure 1,

Step 5).

For the specification of model uncertainty, the location

of the inserted and altered control points as well as the

magnitude factor mf of the displacement is varied. An

example of one realisation is shown in Figure 2.

Figure 2: Visualisation of indicators in Figure 1: (a) B-spline surface with

control points; (b) sampled points colored by differences 𝛿.

4 Results

4.1 Monte-Carlo simulation of the
measurement uncertainties

To generate a representative result of the simulation study,

a Monte-Carlo Simulation (MCS) with multiple realisations

of the measurement noise was conducted. In total 600 runs

of the VCEwere assessed, whereas in each run i an indepen-

dent setup of the measurement noise was realised by

⎡⎢⎢⎢⎣

r′

hz′

𝑣
′

⎤⎥⎥⎥⎦
i

=
⎡⎢⎢⎢⎣

r

hz

𝑣

⎤⎥⎥⎥⎦
i

+
⎡⎢⎢⎢⎣

𝜖r 0 0

0 𝜖hz 0

0 0 𝜖
𝑣

⎤⎥⎥⎥⎦
i

⋅

⎡⎢⎢⎢⎣

𝜎r

𝜎hz

𝜎
𝑣

⎤⎥⎥⎥⎦
(16)

where 𝜖r, 𝜖hz, 𝜖𝑣 ∼  (0,1) are independent random vari-

ables drawn from a standard normal distribution. The VCM

of the model uncertainty 𝚺model

ll
was fixed for all runs and

was built upon the differences of the sampled surface points

of the initial and adapted surface. However, solely points

with coordinate-wise differences |𝛿x| > 𝜃 or |𝛿y| > 𝜃 with

𝜃 = 4 mm are used. The specification of the threshold value

𝜃 was justified by being twice the magnitude of the mean

standard deviation of the lateral components of the per-

turbed point cloud. Based on the totality of all results of the

computed VCE, the mean value and the standard deviation

of the estimated variance factors 𝛼i could be determined

and are stated in Table 1. For better interpretability, the VC

are multiplied with the initially applied variances inserted

in the VCM and transformed into standard deviations. They

are opposed to the reference values, being the factors of

standard deviations that were initially applied to the data.
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Table 1: Variation of estimated VC in a Monte Carlo simulation.

√
𝜶i ⋅ 𝝈2

i
Reference mean std

Distance [mm] 1 1.1 0.02

Horizontal direction [mgon] 0.3 0.3 0.005

Vertical angle [mgon] 0.3 0.3 0.005

Model uncertainty [] 1 0.9 0.003

4.2 Influence of the magnitude of surface
deviations on the estimated VC

The setup of the VCM𝚺model

ll
covering the model uncertainty

is influenced by two driving factors. Firstly, the location of

the displaced control points forming separated regions of

deviations. Secondly, the magnitude of the displacements

expressed as the magnitude factor in equation (15). This

section focuses on the second aspect whilst the first is

addressed in the Annex.

In Figure 3 the displacement between S1(u, 𝑣) and

S2(u, 𝑣) is shown for two realisations. The pattern of the

displacement is consistent. For both cases the selection of

the altered control points and the respectively randomized

value 𝜖 arefixed. Solely themagnitude factormf is different.

To investigate the impact of the magnitude factormf on the

estimated VC, 11 realisations of the surface deviations are

created in reference to the deviation pattern in Figure 3.

Herein, mf ranged from 0.01 to 0.2 m. If the magnitude

of displacement is in the range of the propagated mea-

surement uncertainty, affecting the whole point cloud, the

separation between model and measurement uncertainty

aggravates. This behaviour is displayed in Figure 4.

On the abscissa, the magnitude factor for the displace-

ment of a set of control points is plotted. On the ordinate

Figure 3: Surfaces colored by 𝛿 based on (15) with (a)mf = 0.06 m,

(b)mf = 0.2 m.

Figure 4: Course of the estimated VC related to a variation ofmf of a

fixed selection of control points and a consistent pattern of displacement.

the derived standard deviations impacted by the estimated

VC are displayed. The displacement of the control points

are performed in the line-of-sight of the simulated scanner

position. Hence, it impacts mainly the variance component

related to the distance component (blue/dot-dashed) and

the model uncertainty (red/solid). The VC related to the

angular measurement elements are consistent throughout

all estimations (green/dashed resp. dotted). The integrated

model uncertainty is intended to be fully depicted in the

VCM 𝚺model

ll
. Hence, the expected variance component is 1.

However, the estimated variance component changes with

the variation ofmf . The course of the value change reaches

saturation at 𝜎mm = 0.8− 0.85.

5 Discussion

Thepresented results of the realised simulation studies state

an excerpt of possible realisations. Restrictions as well as

possible enhancements of the proposed method and the

implemented simulation studies shall be discussed in the

following:

Regarding the setup of 𝚺model

ll
, the introduced devia-

tions of the point cloud relative to the model are reason-

able as only points affected by the artificial displacement

of control points are considered in the estimation of the

covariance functions. Including all points in the estimation

would strongly bias the resulting stochasticmodel due to the

influence of points unaffected by the model deviations. This

manifests in the fact that model uncertainty is falsely intro-

duced for those points. In the VCE procedure, this causes the

respective variance component to become negative when

holding the assumption that the starting value for 𝛼i is near

1. The restricted incorporation of exclusively points that

are affected by the introduced model uncertainty dissolves

this problem. In the present case a threshold 𝜃 is set to

divide the point cloud accordingly. The chosen threshold is

related to the noise level of the point cloud accounting for
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the measurement uncertainties. This can be transferred to

the application on other cases, as the setup of the VCM of

the measurement uncertainty is straight forward by using

the instrument’s specification.

The presented results show that the estimation of the

covariance functions is strongly dependent on the location

and the magnitude of the incorporated points. Here, the

model deviations are restricted to a local region on the

surface. If this is not the case and the patches of point devia-

tions are spread throughout the course of thewhole surface,

the estimation of the respective covariance functions gets

unstable leading to separation problems of VC.

Moreover, 𝚺model

ll
is simplified here as solely autoco-

variances between the respective coordinate elements are

introduced. Currently, crosscovariances are neglected, as

their inclusion was found to increase the deviation of the

estimated variance component from the expected value of

1. This aspect is here declared as open and shall be investi-

gated in future research work.

Additionally, it should be noted that only two uncer-

tainty sources are considered in the VCE. Certainly, the

uncertainty sources that contribute to acquired point clouds

are manifold. The expansion of the proposed methodology

by other uncertainty sources is considered straightforward

and shall be realised in subsequent work.

6 Conclusions

This paper introduces a VCE for the TP B-spline approx-

imation of point clouds. The set focus for the current

case studies lied in the separability of measurement and

model uncertainty whilst employing the VC for the respec-

tive uncertainty sources. The enhancement to other uncer-

tainty sources in the procedure remains open for follow-on

research work. Simulation studies based on a TP B-spline

surface showing the course of a water dam were realised.

The application of the measurement uncertainty was con-

ducted by adding noise. The model uncertainty was intro-

duced starting from an initial surface, increasing its com-

plexity by adding control points and finally modifying their

location. The functional model corresponding to the initial

B-spline surface is employed for the surface approximation.

The setup of the respective stochastic models were con-

ducted on the one hand by using EP and on the other by the

estimation of covariance functions. The further assessment

of the VC was realised in a BIQUE approach. The results

show, that under certain, priorly stated conditions, the VC

are estimable within the simulation studies. The application

of the approach on real acquired data remains open as a

future research scope.
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Annex: Additional results

Investigation of the impact of the location of
the altered control points to generate the
model uncertainty

In contrast to the previous process, the magnitude fac-

tor mf = 0.2 remains constant here. Solely the random-

ized value 𝜖, drawn from the standard normal distribution

 (0,1), is regenerated consecutively. In Figure 5 two exam-

ples for realisations are displayed.

In total 50 runs were performed. The mean value and

it’s standard deviation of all estimated VC are shown in

Table 2. In contrast to the estimated variance component of

the measurement elements, the variance component rela-

ted to the model uncertainty varies distinctively with the

change of the applied displacement pattern generated by 𝜖.

Figure 5: Surface colored by euclidean differences between

corresponding surface points establishing the model uncertainty in

varying restricted location with consistent magnitude.
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Table 2: Variation in estimated VC based on changes in the displacement

pattern for model uncertainty.

√
𝜶i ⋅ 𝝈2

i
Reference mean std

Distance [mm] 1 1.0 0.02

Horizontal direction [mgon] 0.3 0.30 0.004

Vertical angle [mgon] 0.3 0.30 0.005

Model uncertainty [] 1 0.66 0.15
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