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Kurzfassung

Ad hoc Parsing bezeichnet das Verarbeiten von Strings, ohne dass formale Parsing-
Regeln vefolgt werden. Ad hoc Parser treten als Codeabschnitte in vielen Stellen im
Code auf und werden oft spontan geschrieben. Esentielle Bestandteile sind String-
Manipulationsfunktionen wie split oder replace. Diese Arbeit ist eine explorative
Studie in Python, welche das Vorkommen, Charakteristiken und Implementierungmuster
von ad hoc Parsern untersucht.

Wir entwickelten eine Methode um mit der Nutzung des Frameworks Boa aus einem
Datenset mit 1,710 Python Projekten auf GitHub string Variablen zu erkennen und
ausgehend von diesen Variablen ad hoc Parser Codestücke zu generieren. So war es uns
möglich ein Datenset bereitzustellen, dass 34,925 ad hoc Parser beinhaltet.

Unsere Auswertung zeigt, dass in 75% aller Projekte ad hoc Parsing verwendet wird.
Unsere wichtigsten Ergebnise sind: 1. Ad hoc Parser sind typischerweise kompakt (Me-
diangröße von 4 Zeilen) und treten über die ganze Methode verteilt auf; 2. Funktionen
zur Bearbeitung von strings wie split und replace, sowie Typkonvertierungen sind
vorherrschend; 3. 11% der ad hoc Parser verwenden reguläre Ausdrücke. Diese werden
hauptsächlich im hinteren Teil des Parsers zur abschließenden Verarbeitung verwendet;
4. Fehlerbehandlungen werden in ad hoc Parsern kaum behandelt. 80% der Parser, die
potentiell Fehler werfen könnten, sind ohne Fehlerbehandlung; und 5. Schleifen in ad hoc
Parsern weisen überwiegend eine flache Verschachtelung und lineare Grenzen auf.

Diese Arbeit stellt einen umfangreichen Datensatz an ad hoc Parsern in Python zur
verfügung und bietet Einblicke in ihre syntaktischen Charakteristiken und Muster. Die
Erkentnisse der Arbeit dienen der Entwicklung statischer Analysewerkzeuge, Parsergene-
ratoren, und weitergehender Forschung in diesem Bereich.
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Abstract

Ad hoc parsing is the processing of strings without following formal parsing rules. Ad hoc
parsers occur as code snippets in various places of source code and are typically written
on the fly. Characteristic features of ad hoc parsers are string manipulating functions
like split or replace. This thesis is an exploratory study investigating prevalence,
characteristics, and implementation patterns of ad hoc parsers in Python.

We create a method to extract ad hoc parser code snippets out of source code. Utilizing
the Boa framework, we analyze a dataset of 1,710 Python projects on GitHub and
generate a dataset containing 34,925 ad hoc parsers.

Our results show that 75% of all projects contained ad hoc parsing. The most important
findings are: 1. Ad hoc parsers are typically compact, with a median line of code of
4, and are found everywhere in code. 2. String transforming functions like split and
replace, as well as type conversion are dominant in ad hoc parsers. 3. 11% of ad hoc
parsers use regular expressions. Regular expressions are predominantly located in the
latter section of an ad hoc parser for final processing. 4. The majority of ad hoc parsers
do not contain exception handling. 80% of ad hoc parsers, which potentially throw errors,
have no local exception handling. 5. Ad hoc parsers show mainly a narrow nesting and
linear bounds.

In this work, we present an extensive dataset containing ad hoc parsers in Python and
provide insights into syntactic characteristics and patterns of ad hoc parsers. The results
of this work serve the development of static analysis tools, parser generators, and future
research in this field.
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CHAPTER 1
Introduction

Ad hoc parsers are code snippets that transform an input string in some form, without
following common parsing rules or patterns. In Python, methods like slice, trim, etc.,
are often used for this purpose. This means that the programmer decides ad hoc how to
transform a string. Ad hoc parsers are frequently used in applications, yet there has been
little research on ad hoc parsers despite the risks they pose [5]. Many characteristics of
ad hoc parsers, such as average size, used functions, or typical parsing patterns, are not
known

This exploratory study aims to provide a dataset of ad hoc parser program snippets and
to investigate and analyse the semantic and syntactic properties of these ad hoc parsers.
To achieve this objective, we conduct a study based on a pre-registered research protocol
[26] that allows a thorough and systematic methodical examination of the subject.

For collecting the dataset of parsing snippets, we mine and analyze source code using the
Boa framework [9]. Boa provides several source code data sets for different programming
languages. We focus on programs written in Python because it is an extremely popular
and widely used language for data analysis and machine learning tasks.

To this end, we address the following research questions in this thesis:

RQ1 What are location characteristics of ad hoc parsers in Python projects?

Ad hoc parsers may be found in many locations within the source code. By analyzing the
projects that contain an ad hoc parser, it is possible to gain insight into their positioning
and distribution. This gives us insight into whether ad hoc parsers are predominantly
located at the beginning or end of functions. If they are distributed throughout the
code or concentrated in specific sections. An important aspect of this investigation
is the assessment of the average size of ad hoc parsers in terms of lines of code or
expressions, as well as the usage of temporary variables and method chaining. This helps

1



1. Introduction

us to understand how ad hoc parsers achieve syntactic compactness while encompassing
intricate functionality.

RQ2 What are the syntactic characteristics of ad hoc parsers?

We want to analyse various syntactical characteristics of ad hoc parsers from beginning to
end. Where does the input of an ad hoc parser originate from? Is it a global variable, a
return value of a function call, or is the input read from a file? Further, we want to know
how the input is processed. What functions or regular expressions are used in the parsing
process, and does parsing include error handling? If there are looping constructs, are they
functional (e.g., map, split) or are they more direct iterations (e.g., for, while)?

2



CHAPTER 2
Background and Related Work

2.1 Background
2.1.1 Boa
For the generation of the parser code snippets, we use Boa. Boa provides a domain-specific
language and infrastructure for analysing a wide range of software projects. Boa already
offers several ready-made datasets for different programming languages. In this paper we
focus on the dataset 2022 February/Python, which consists of 102,424 projects from
GitHub. The dataset includes only Python files.

Table 2.1: Summary Statistics of the Dataset 2022 February/Python

min mean median max
files 1.0 232.84 30 145 711
AST size 4.0 37710.5 5 832 47 655 140
stars 24.0 242.94 59 138 438
authors 1.0 7.91 3 10 895
commits 1.0 314.69 46 203 889
earliest commit 2005 2016.5 2017 2021
latest commit 2007 2019.04 2020 2021
created 2008 2016.69 2017 2021
timespan in years 0 2.51 1.62 16.57

Table 2.1 lists the summary statistics about the dataset, which include information about
the number of files, authors, stars in the GitHub repository, and more. It can be seen
that the dataset contains a wide variety of projects. For example, the range of files per
project goes from 1 to over 100,000. 50% of all projects have between 13 and 82 files.

3
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Figure 2.1: Boa snippet: Graph traversal to identify string variables.

The data set does not contain any projects with fewer than 24 stars. The median for the
number of commits is 46.

Boa is its own domain-specific language, which means that the Python AST is compiled
from the source projects into a Boa AST. The ASTS can be analysed using Boa queries.
To analyse the Boa AST, Boa provides its own syntax inspired by object-oriented visitor
patterns. Another very interesting feature of Boa for our work is the analysis of program
graphs. Boa provides several functions to generate standard graphs, such as: control flow
graph (CFG), control dependency graph (CDG), data dependency graph (DDG), and
program dependency graph. Thus, a corresponding graph can be generated from each
method. Each graph consists of nodes that represent a corresponding AST node. To work
with these graphs and to analyze them, we can write graph traversals. Graph traversals
are similar to functions. The only input parameter is the corresponding node. Traversals
can optionally return a value. This value is associated with the corresponding node
within the traversal and is accessible from other nodes. Figure 2.1 shows an example of
code traversals. The traversal get_used_strings stores per node all string variables
that are used from here or later.

4



2.1. Background

2.1.2 Dependence Graphs
For constructing ad hoc parsers snippets, we use different dependence graphs. This
section covers control flow graphs, data dependence graphs, and program dependence
graphs, which are important structures in program analysis and used for capturing
distinct aspects of program behavior, making them crucial for compiler optimizations,
software verification, and static analysis tools.

Data Dependence Graph

The data dependence graph (DDG) [18] can be used to visualize data dependencies inside
a program. A node in the DDG can represent, e.g., statements, tasks, functions, and the
edges represent the dependence according to the flow of data [6]. This means a directed
edge from node i to node j states that j is data dependent on statement i. Figure 2.2b
shows an example of a DDG. The Statements L2, L3, L4, L6 dependent because of the
variable s, while L6 is a data-dependent statement on L5 because of the variable indent.

Control Flow Graph

A control flow graph (CFG) [2] is a directed graph describing all potential paths of
program code that is executed. Nodes represent basic blocks. Allen [2] describes a basic
block as a linear sequence of consecutive program instructions containing a single entry
and exit point. CFGs have been applied in many areas of research [28, 15, 16]. Edges
describe the control flow. An edge from block B1 to block B2 exists only if there is a
possible execution to proceed directly from the last statement of B1 to the first statement
of B2. Figure 2.2d shows an example of a CFG.

Control Dependence Graph

The control dependence graph (CDG) is a directed graph modeling the conditional
execution dependencies within a program. Contrary to the CFG, the CDG does not
contain the sequential information and emphasises the relationship of control predicates
(e.g., conditions and if or for statements) and the program parts they control. Nodes
of the CDG correspond to executable elements of the program, like statements, basic
blocks [10]. For constructing a CDG, the post-dominant relationships of the CFG have
to be constructed. The post-dominant relationships represent the edges, like visible in
Figure 2.2c.

Program Dependence Graph

The Program Dependence Graph (PDG) combines data dependence and control depen-
dence in a single graph structure. Ferrante et al. [10] introduced the PDG as a way to
represent the essential control and data relationships in a program executing without the
often very strict sequencing imposed by the traditional CFG. Nodes in the PDG repre-
sent operators and operands, while edges represent either control dependencies or data

5
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Figure 2.2: Example of dependency graphs. (a) code sample; (b) data dependence graph;
(c) control dependence graph; (d) control flow graph; (e) program dependence graph;

dependencies. They capture the constraints on the execution order and computational
relationship between the nodes (Figure 3.7f).

2.1.3 Program Slicing
In this study, we use program slicing to extract ad hoc parsing snippets from Python
source code. Weiser [30] introduced program slicing as a powerful technique for extracting
program snippets based on their data and control flow. The algorithm to construct a
program slice requires two key pieces of information: the control flow graph and data
flow information. The data flow information is defined by two sets for each node n:

• DEF (n): a set of variables defined at node n
• REF (n): a set of variables that are referenced at node n

The algorithm involves computing sets of relevant variables for each node in the CFG for
a slicing criterion C = ⟨n0, V0⟩. The set RC(n) represents all relevant variables and is
computed as follows:

1. Initialization: The set of relevant variables for n0 is initialized to V0. All other sets
RC(n) are initialized to the empty set ∅.

2. Iteration: The algorithm iteratively computes for each node s the set of relevant
variables based on its successors and its own DEF /REF sets. This is done until a
fixed point is reached, meaning no more variables can be added to RC .

6



2.2. Related Work

Once the sets of relevant variables for all nodes are computed, the slice S is constructed.
A statement node n is included in the slice if the set of relevant variables of n+1 intersects
with the set of variables defined by DEF (n) or n is a control predicate that determines
whether statements in S are executed.

Weiser work established the foundation for program slicing and has been widely employed
since [12, 19, 32, 31]. AlAbwaini et al. [1] introduced a new model for identifying dead
code in programs using decomposition slicing [13].

2.1.4 Software Measures and Metrics

2.2 Related Work
Ad hoc parsers: There is little research in the area of ad hoc parsers. Schröder
and Cito have already dealt with ad hoc parsers and propose an automatic grammar
inference system for ad hoc parsers. The vision is to transform an ad hoc parser from a
source language like Python into an intermediate representation, which represents the
domain-specific language for parsing. By inference, a language model is created from the
intermediate representation, from which an appropriate grammar can be generated [25].

Analyzing language features in Python: The first study to analyze language
features and automatically identify their use in Python was conducted by Peng et al.
[24]. By developing an automatic language feature recognizer, they analyzed 35 popular
Python projects from 8 different domains and found that single inheritance, decorator,
keyword argument, for loops, and nested classes are the top 5 used language features.
By analyzing the different domains, they could give insights into the preference for
certain language features per domain. Projects in DevOps, for example, use exception
handling frequently. The results in exception handling are specifically interesting because
exception handling also plays a crucial part in ad hoc parsing. Peng et al. found that
developers care most about ImportError, ValueError, AttributeError, KeyError, and
OSError, which account for 80% of all errors.

Large scale analysis with Boa: There are several studies that utilized Boa for
static large-scale analysis. Dyer and Chauhan [8] utilized Boa to analyze predominant
paradigms in Python. They analyzed about 101,000 projects and found that many files
and projects favor the object-oriented paradigm, while single-file projects mostly favor
procedural or mixed paradigms. The analyzed files rarely change their predominant
paradigm over time. Apart from Python, Boa also provides datasets for Java projects.
Asaduzzaman et al. [3] used this Java dataset to conduct an empirical study on how
developers use exception handling. By analyzing a dataset holding more than 274,000
Java projects, they found that improper exception handling practices are not uncommon
within Java applications. These improper exception handling practices are not affected
by the experience of developers. Kery et al. [17] and Nakshatri et al. [23] also utilized
Boa for analyzing exception handling in Java using a dataset containing nearly 8,000,000

7



2. Background and Related Work

GitHub repositories. Kery et al. found that developers would rather handle exceptions
locally than propagate them by throwing an exception. Programmers tend to use actions
like Log, Print, Return, or Throw in catch blocks. Bad practices in exception handling,
like an empty catch block or catching exceptions, are widespread. Another large-scale
analysis using Boa was performed by Flint et al. [11]. They investigated type inference
in Kotlin. Therefore, they used the provided dataset from Boa, containing about 500,000
projects, and found that type inference is frequently used by developers when declaring
local variables or methods that are defined outside of the file.

In a study from Yang et al., 3,000,000 Python files from 51,000 different projects on
GitHub have been analyzed to address the questions of how complex Python features
are used. Their findings showed that the usage of dynamic features that pose a threat
to static analysis is infrequent, but the usage of context managers and decorators is
widespread [33].

Static analysis in other languages Sihler et al. also performed a large-scale static
investigation of real-world R code. They looked at more than 50,000,000 lines of code
to analyze feature characteristics of R code. They found that commonly used features
are assignments with <- and =, for loops, if conditionals, and name-based indexing
operations with $ [27]. Another large-scale analysis was done by Mariano et al.. They
investigated syntactic and semantic features of loops found in Solidity smart contracts.
Based on their Findings, they built a domain-specific language and a tool for automatically
summarizing solidity loops, by using a combination of k-means clustering and manual
sampling [20]. Gopstein et al. analyzed 14 popular and influential open source C and
C++ projects to find ‘atoms of confusion’, which are extremely small code patterns
that can cause misunderstanding, like the conditional operator. Their results show that
15 types of confusing micro patterns are found millions of times in programs like the
Linux kernel and GCC. They found that there is a strong correlation between atoms of
confusion and bug fixing commits. Projects with a lot of confusing micro patterns tend
to have a higher rate of security vulnerabilities [14].

8



CHAPTER 3
Ad Hoc Parser Mining

For the collection and analysis of a large dataset of Python projects, we utilized Boa
[9], a source code mining language and infrastructure. Using this framework has the
added advantage of ensuring the reproducibility of our analysis, allowing it to be easily
applied to other datasets. Additionally, Boa’s language-agnostic nature makes it relatively
straightforward to adapt the analysis to other programming languages, especially when
compared to creating custom analysis scripts. All Boa scripts for extracting the parsers
and evaluation scripts are publicly available on GitHub 1. To extract ad hoc parsers from
the dataset, we employ a form of program slicing [30] using the built-in static analysis
capabilities of the Boa framework. The following approach is also visible in Figure 3.1.

1. All methods from all Python files in each project are converted into a PDG [10].
2. For each method, all string variables are identified, including the arguments. Since

Python is typically untyped, a coarse but effective type inference is performed
by consulting an extensive list of methods whose arguments or return values are
un-/known to be strings. If type hints are available, they are also considered
(Section 3.1).

3. For each string variable, we create a forward slice of the program starting from
its first occurrence (unless it is already part of a previous slice). We utilize the
PDG to construct the slice and continue it if the data dependencies are inputs
for additional parsing operations. This ensures capturing the core of the parser,
including intermediate results and transformations, without obtaining a slice that
is the size of the entire method (Section 3.2).

4. If a program slice does not contain methods that impose constraints on the input
string (e.g., if the string is simply repeatedly appended), it is discarded.

1https://github.com/schnoeggi/ad-hoc-parsers-in-python

9
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Figure 3.1: Workflow of Parser Slicing

Figure 3.2 shows an example of a Python method and its corresponding CFG. The
input value of this ad hoc parser is the method argument content_type. It has been
recognized as a string variable because the split method is used on content_type
in line 3. The detection of string variables is explained more precisely in Section 3.1.
Starting from the node of the input string, we explore the graph using depth-first search.
During this process, we analyze each subsequent node for data dependencies on the
previous node and check if it performs a parsing operation. In this manner, the parser
(highlighted in blue in the example) is constructed. A detailed description of the parser
creation process is provided in Section 3.2

   

      

   

     

      

      

        

       

     

        

      

              

              

      

            

  

        

          

   

                   

     

     

     

            

            

                        

           

           

      

              

      

        

   

      

   

 

    

 

 

 

 

 

 

 

 

 

  

  

         

                          

                                           

 

                    

 

        

           

              

           

           

         

     

   

     

 

                      

       

                   

                     

               

         

Figure 3.2: The green nodes visualize the source of the input. The blue nodes depict the
set of parsing nodes and supporting nodes. The set of parsing nodes is visualized by the
bigger stroke.
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Figure 3.3: String determination: Each method argument and each node is analysed for
the four properties. Some properties only apply to method arguments, and some only to
body variables. The result is a list of string arguments and the DDG with marked nodes
containing a string definition.

3.1 Identification of String Variables

Since Python is an untyped programming language, the initial step for creating parser
snippets is to determine which variables represent strings. We employed various ap-
proaches, including analysis of naming conventions, comments, and examining methods
or operations applied to the variable.

In this study, we distinguish between two primary types of variables that can be defined
as strings: method parameters and variables created within the method body. We use
the DDG constructed by Boa for this analysis. The identification of whether a variable is
a string is explicitly evaluated through the use of Boa. To do this, the DDG of a method
is traversed. Boa’s traversal offers the option of saving return values for individual nodes.
In this way, each node that contains a string declaration can be marked accordingly. As
method arguments do not reflect individual nodes in the DDG, method arguments that
are strings are stored separately in a list. Four different aspects are used to determine
whether a variable is a string: naming convention, references in docstrings, if they have
been declared as a string, or if they have been defined as a string. Each of these aspects
is inspected separately. If one of them applies to the variable, it is recognized as a string.
This process is visualised in Figure 3.3.

3.1.1 Naming convention

We utilize the variable name to infer its nature as a string. Through qualitative analysis of
numerous diverse codebases, it has been observed that variables named with the prefixes
or suffixes name, text, str, or string are typically categorized as strings. When
these identifiers are used as prefixes or suffixes, they are separated by an underscore (_).

11



3. Ad Hoc Parser Mining

3.1.2 Docstrings
In order to extract the variable types of method arguments, the docstring of the method
to be analyzed was examined. A specific regular expression was employed in order to
encompass the various commonly used docstring types, including those of the Google
Style and Numpydoc Style, as well as those that are individually documented. The
type of method arguments is identified by examining the docstrings within the methods
themselves. The following regex is used where <argument_name> is replaced by the
name of the argument that is to be checked:

<argument_name>[:\-=(\s`]+\s*(the|a)?\s*str(ing)?(?!\w)

Figure 3.5 visualises this regular expression as a graph.

Other type annotations, like type hints, are not captured by Boa and therefore are not
covered within the analysis. Figure 3.4 shows an example of a method argument being
recognized as a string by the docstring definition.

         

   

                               

      

                        

     

  

 

 

 

 

Figure 3.4: Method with docstrings indicating the type of the method argument.

3.1.3 Declared as String
When assigning a value to a variable, the expression undergoes analysis to ascertain
whether it yields a string result. To achieve this, we traverse the computed DDG and
scrutinize the expression at each node that assigns a value. We determine the return
type of the assignment expression. We only focus on the return types string and string
array, since these are decisive for this task. The computation of the return type involves
distinct checks depending on the nature of the expressions. Table 3.1 lists the different

               

       

   

   

   

   

           

   

           

        

     

   

                

        

     

                

                   

       

   

   

   

   

           

   

           

        

     

   

                

        

     

                

    

        

        

          

        

          

                                                       

Figure 3.5: Visualisation of the regular expression for identifying string parameters in
docstrings
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3.1. Identification of String Variables

Table 3.1: The calculation of the return type of an assign node is based on the assigned
expression.

Expression Type Description
Literal
"example_string"

If the expression is a literal and begins
with a single quote (‘) or double quote ("),
it is recognized as a string.

Method Call
sample_string.trim()

When the expression is a method call, an
examination is conducted to verify if the
invoked method returns either a string or
a string array.

Array Access
foo = string_list[1]

In cases where an array is accessed within
a string list and string_list is known
to be a string array foo is marked as a
string.

Variable Access
sample_string
sample_string_array

When declaring a variable, its type is
recorded for subsequent reference when-
ever the variable is accessed.

String Concatenation
sample_string + "example"

If a string is combined with an expression,
it implies that the expression is a string
type.

Modulo String Formatting
"example %s" % "string"

Modulo formatting of string values will
return a string value.

Conditional Expressions
"example1"
if sample_condition == 2"
else "example2"

When conditional expressions are used to
declare a variable.

New Array
["example1", "example2"]

The creation of a new array containing
strings.

expression types. Certain identifications, such as literals, are straightforward, whereas
others require more complex analysis. For example, to detect the declaration of a string
array, we look for expressions of the type NEW_ARRAY. In this case, we must determine
the return values of the child expressions, which are the items of the array. If these child
expressions are of type string, the array can be identified as a string array. To detect the
return type of the child expressions, we check the expressions against all the types listed
in Table 3.1. Additionally, we keep track of already declared variables and their types to
utilize this information when a variable is accessed.

If a value is assigned to a variable, the expression is analyzed to determine whether it re-
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3. Ad Hoc Parser Mining

turns a string. For this, a list of known methods that return a string is used (Table 3.2. In
the same way, it is also determined whether the assignment is a list of strings. In this way,
strings accessed through indexing (e.g. street_number = address.split(' ')[1])
are identified.

3.1.4 Used as String
Similar to determining the return type of an expression, we analyze every expression to
retrieve a list of variable names used as strings. Specifically, for expressions classified
as method calls, we scrutinize whether the invoked method is among our predefined set
of known methods that work with strings. If the class function of a variable a string
method (e.g. name.trim()) or if a variable serves as a parameter in a method
that exclusively deals with strings (e.g. "Hello Bob!".find(name)), we mark the
variable as a string. The string methods and methods with string parameters we utilize
are listed in Table 3.2. Additionally, we also check for instances where a variable is used
in a conditional expression and the other operand is a string (e.g., name == "Bob").

3.1.5 Limitations
Relying on a list of known string methods leads to limitations, as there is no guarantee
that a class function of a variable of unknown type is a string method. It could be a
user-defined method or even part of a package. For instance, the split method from the
Python library TensorFlow is neither a string method nor does it return a string array.
In the evaluation process, we found three packages (TensorFlow, PyTorch, and NumPy)
that were predominantly utilized with their split methods. As these split methods
are not string methods, we explicitly excluded them from the identification process to
mitigate the misidentification of string variables.

3.1.6 Evaluation
Evaluating the results of identifying string variables, precision was analysed to measure
the accuracy of the algorithm. Precision measures the proportion of correctly identified
string variables out of all variables identified as strings. For precision assessment, a
random sample of 100 nodes identified as strings was inspected. Among these, 93 out of
100 nodes were accurately identified as strings. Thus, the precision of identifying string
variables is 93%, indicating a high degree of accuracy in correctly identifying strings.

3.2 Parser Determination
Following the identification of string variables, we generate a dataset containing all ad hoc
parser snippets. Figure 3.6 shows the main steps performed to generate the dataset.
For each string variable, we construct a program slice, resulting in a set of program
slices for each method, each representing a parser. In the second step, each slice is then
transformed into a Python file, only containing the parsing class. As a result, we obtain
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Table 3.2: List of known methods divided into categories they are used for.
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split ✓ ✓ ✓ ✓
parse ✓ ✓
unpack ✓
replace ✓ ✓ ✓ ✓
find ✓ ✓ ✓
rfind ✓ ✓
lfind ✓
partition ✓ ✓ ✓ ✓
rpartition ✓ ✓ ✓ ✓
format ✓ ✓ ✓
strftime ✓ ✓ ✓
encode ✓ ✓
loads ✓
unquote ✓
int ✓
float ✓
chr ✓
dumps ✓
quote ✓
bytes ✓
read ✓ ✓
open ✓
from_file ✓
connect ✓
readline ✓
end ✓
get ✓
call ✓
run ✓
load ✓
join ✓ ✓
translate ✓ ✓
strip ✓ ✓
lstrip ✓ ✓
rstrip ✓ ✓
lower ✓ ✓
upper ✓ ✓
realpath ✓
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Figure 3.6: The data set of ad hoc parsers is generated in two steps: 1. Constructing a
program slice 2. Generating Python code.

a dataset of all ad hoc parsers, each in its own file. In this section, we cover the process
of constructing an ad hoc parser slice by traversing the DDG.

3.2.1 Constructing the Program Slices

This section contains a detailed description of how the program slice of an ad hoc parser
is generated. This construction is performed by analyzing the DDG of each function.
The result of the program slice is a set of nodes, where each node represents a statement
of the AST. We distinguish between two types of nodes: parsing and non-parsing nodes.
Parsing nodes perform the actual parsing tasks. An example of a parsing node would
be params = content_type.split(';'). There are several criteria to identify
parsing nodes, which are explained in Section 3.2.2. Supporting nodes are nodes that do
not contain parsing tasks but are still necessary for the control flow of the parser logic.

When constructing parser slices, we consistently initiate the process from the input
variables. The process of retrieving parsers within a method is described in Algorithm 3.1.
For each method, we generate a set of parsers. The parsers are constructed starting by
the input variables. These variables are either method arguments or variables assigned
within the method body. When the input variable is a method argument, the starting
node of the snippet is the entry node of the DDG. It should be noted that the entry
node in the DDG has successors for all method parameters. Therefore, it is crucial to
constrain these successors to utilize only those that possess actual data dependence with
the input variable for further search.
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3.2. Parser Determination

Algorithm 3.1: Parser-Detection
Input: Data dependence graph DDG, set of string arguments StringArgs
Output: Set R of tuples (Pi, Si) where Pi is a set of parser nodes and Si is a set

of supporting nodes
1 Function Main:
2 R ← ∅ // parsers in method
3 A ← ∅ // already assigned nodes
4 foreach node ∈ DDG do
5 if node is entry node then
6 for argument ∈ StringArgs do
7 (P, S) ← computeParser(node, argument)
8 R ← R ∪ {(P, S)}
9 else if node is a string declaration & node /∈ A then

10 (P, S) ← computeParser(node)
11 R ← R ∪ {(P, S)}
12 A ← A ∪ P ∪ S

13 return R
14 Function computeParserForArgument(node, methodArgument):
15 P ← ∅
16 S ← ∅
17 foreach succ ∈ Successors(node) do
18 if methodArgument is not used in succ then
19 continue
20 (Psucc, Ssucc) ← computeParser(succ)
21 if Psucc ̸= ∅ then
22 S ← S ∪ {node}
23 P ← P ∪ Psucc

24 S ← S ∪ Ssucc

25 return (P,S)
26 Function computeParser(node):
27 P ← ∅
28 S ← ∅
29 expr ← Expressions(node)
30 if expr is parser terminating expression then
31 return (∅, ∅)
32 if expr is parsing expression then
33 P ← P ∪ {node}
34 foreach succ ∈ Successors(node) do
35 (Psucc, Ssucc) ← computeParser(succ)
36 if Psucc ̸= ∅ then
37 S ← S ∪ {node}
38 P ← P ∪ Psucc

39 S ← S ∪ Ssucc

40 return (P,S)
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3. Ad Hoc Parser Mining

To construct a parser, we iterate through the nodes of the DDG looking for a starting
point. A potential starting node of an ad hoc parser is either a string declaration or a
string method parameter. If a node has been marked as a string declaration (Section
3.1) and is not already part of another ad hoc parser, we start the slicing process, as
you can see in line 10. Because method parameters are not represented in a DDG, we
need to handle them explicitly. In this case, the starting point is the entry node of the
DDG. In a DDG, the successor nodes of the entry node include all different data flows.
Therefore, we need to restrict our slicing to those that have successor nodes that are
actually using the string parameter (line 18). For that node, the slicing process is started.
In the slicing process, each successor node in the DDG is subsequently traversed and
analyzed. If the respective node is identified as a parsing node, it is added to the parsing
set. If it is not a parsing node, it is added to the supporting set, provided that this
node has at least one successor that is a parsing node (line 22). Capturing supporting
nodes ensures that the code snippet encapsulates the core of the ad hoc parser, while
maintaining its completeness and capturing those statements that might be relevant for
the parsing process.

There are also methods that interrupt a parsing process. Reading files or sending a
network request often takes a string as input, like a file path or URI, and returns another
string. We call these functions parser-terminating functions because the loading of data
from a file or an API is treated as an interruption of the parsing process, as the result
is not a transformation of the input string. For instance, the preparation of a URL
string may require parsing to ensure its validity. Then a parser terminating function like
requests.get() is called to load some data. The data might be the input of a second
parser but not a part of the first one. All methods that are considered parser-terminating
are listed in Table 3.2.

3.2.2 Identifying Parsing Nodes

To establish precise criteria for the identification of parser methods, different metrics
were analyzed. We used a list of known methods that perform parsing operations. These
methods are listed in Table 3.2. If a node executes one of these methods, it is considered
a parsing node. Additionally, to this list of known functions, we also tried to look for
other function usage that might perform parsing tasks, like methods that accept a string
as input and return a string as output. However, this included too many false positive
parsers due to the broad specification, and to inspect the internal workings of other
methods. We analyzed methods solely used for parsing. These methods were identified by
their unique structure, having a string method parameter as parsing input and an ending
node representing the return of the parsed data. We could construct an initial naming
metric, thereby enhancing the parsing detection precision. Additionally, we considered
the deconstruction of strings, such as x, y = strings, as a parsing operation, further
refining the criteria for identifying parsing nodes.
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3.2. Parser Determination

3.2.3 Code Generation
To extract program slices that only include the parsing code, we transform the identified
parsing sets back into Python source code. The parsing set is created by examining the
DDG, and although it contains all of the statements of the parser, transforming only
these statements into source code does not guarantee syntactic correctness. To illustrate,
if parsing statements are present within a try branch but not within the except branch,
only the try statement would be included in the parsing set. Consequently, the parsing
snippet set would not include the except statement. To guarantee syntactic correctness
in Python code, the except statement must be included, even if it has no parsing
statements. Thus, the source code is reconstructed based on the abstract syntax tree
(AST), with only the relevant elements relevant to the parser included in the source code
based on the generated parsing set. An example of how a parser snippet result may look
is visualized in Figure 3.7.

   

      

   

     

      

      

        

       

      

        

      

              

              

      

            

  

        

          

   

                   

     

     

     

            

            

                        

           

           

      

              

      

        

   

      

   

 

    

   

      

   

     

      

    

       

      

        

      

              

              

      

      

                   

     

     

     

            

            

                        

           

           

   

      

   

 

    

 

 

 

 

 

 

 

 

 

  

  

 

 

 

 

 

 

 

 

Figure 3.7: Comparison of original source code on the left to generated parser snippet
result on the right. The identified parsing set is highlighted in blue.

In the event that a statement is identified as part of the parser but its contained suite is
not, the suite will be replaced by the expression pass. To illustrate, in instances where an
if statement incorporates parsing operations or an except statement is mandatory due
to syntactic correctness, yet the suite within does not encompass any parsing operations,
the pass expression is included to ensure syntactic correctness. This can be observed in
Figure 3.7, where the suite inside the except statement is not part of the parser and is
therefore replaced by pass.

In order to transform the AST into Python code, a bespoke prettyprint method was
employed, as the existing prettyprint method of BOA is incomplete. The lack of precision
in the BOA AST results in the loss of certain characteristics of the original Python code.
For instance, var-positional and var-keyword parameters are not identified, and similarly,
lambda expressions within list comprehensions are not recognized. Additionally, the slice
notation is not identified. Of the 37.788 generated parser snippets, 2.286 were filtered out.
Such errors also contribute to the generation of Python code snippets that are, at least
partly, syntactically incorrect. Code that is not compilable in Python 3 is automatically
excluded from the study. Some examples where the Boa AST is incorrect are listed in
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3. Ad Hoc Parser Mining

Table 3.3: Examples of not correctly compiled Boa AST and whether they are excluded
from the final data set.

Original Code Boa AST Excluded from final dataset

**kwargs kwargs in some cases
*args args in some cases
densityarr[0,:] densityarr[0] [] yes
inBuf[:] inBuf[] yes
inBuf[:1] inBuf[1] no

Table 3.3. Unfortunately, there are cases where it is not possible to ascertain whether
the AST has been compiled correctly or not. Consequently, we cannot guarantee that
the newly generated Python code is semantically identical to the original source code.

3.2.4 Evaluation
In order to verify the quality of the parser recognition methodology, we performed an
evaluation based on a random sample analysis in which randomly selected methods from
the dataset were manually checked.

Test criteria and methodology

True positives were identified by systematically testing a random sample of methods. A
sample was defined as a randomly selected set of techniques, which were then analyzed
manually. The aim of this analysis was to determine whether the respective method
contained a parser. The classification was binary with the categories “Yes” (contains a
parser) and “No” (does not contain a parser).

For each method, the contained string variables were examined, as these typically form
the basis for further processing by parsing methods. The definition of what is considered
a parsing method has already been described in detail in Section 3.2.2.

Precision

The precision of the parser identification and slicing process was evaluated by analyzing a
sample of 126 parser snippets. Of these, 108 were correctly identified as parsers, while the
remaining snippets were incorrectly identified. To assess the precision more rigorously,
we calculated a 95% confidence interval for the proportion of correctly identified parser
snippets. Based on the analysis, the confidence interval for the precision of parser snippets
is approximately (0.8040, 0.9360). This indicates a 95% confidence level that the true
proportion of correctly identified parser snippets lies within this interval.

We examined the reasons behind the incorrect classification of certain code snippets
as parsers. Table 3.4 shows the occurrence of the reasons. Overall, the errors were
caused in three different stages of creating the slice: the string identification, ad hoc
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3.2. Parser Determination

Table 3.4: False positive instances and the reasons behind their classification as such.
Out of 128 instances, 18 were identified as false positives

Reason for the classification as a false positive Amount
String method has no actual constraints on input 4
Issue with the source code generation 3
A wrong input is identified for this parser 3
Input is not of type string 3
Parser is just a smaller part of the identified snippet 2
Others 3

parser extraction, and source code generation. Further studies could specifically analyse
the identified causes of errors and develop strategies to minimize them. Examples of
this could be the improvement of string recognition through semantic analysis or the
differentiation between real and overwritten parsing methods. Such approaches would
contribute directly to improving precision and reducing the number of false positives.

Challenges in Recall Calculation

In evaluating the performance of a heuristic, recall is a critical metric. Recall is measuring
the proportion of true positive instances correctly identified out of all actual positives.
However, the significance of this metric depends on sufficient true positive instances
within the sample. When the prevalence of true positives in the dataset is low, the
calculation of the recall becomes inherently unstable and less meaningful.

We have examined a sample of 100 methods, out of which only 4 were identified as
actually containing a parser (true positives). This corresponds to a prevalence of only
4%. Such a low number of true positives poses two major challenges:

Statistical instability With only 4 true positives, every fluctuation in the identification
of true positives (overlooked or additionally recognized parsers) leads to a disproportionate
modification of the recall value. If, for example, only 3 out of the 4 parsers would be
identified, the recall drops to 75%. This sensitivity makes the metric unreliable for robust
conclusions.

Non-representative sample When the sample just contains a few true positives,
the distribution of positive instances in the dataset might not be represented correctly.
A recall calculated on such a sample may therefore not be generalizable and does not
adequately reflect the actual performance of the heuristic on the total population.
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CHAPTER 4
Findings

This chapter deals with the summarization, analysis, and presentation of the obtained
metrics of the ad hoc parser dataset and is divided into nine parts, each focusing on
different aspects of ad hoc parsers: the frequency of ad hoc parsers (4.2), where they are
located (4.3), their size (4.4), information about the input variable (4.5), what functions
are used and how they are used (4.6), usage of regular expressions (4.7), the nature of
loops (4.8), and error handling (4.9).

4.1 Dataset Categorization and Analysis
For our analysis, we categorize the main dataset into subsets based on the parser size
and other features: 1. One Liners 2. Small 3. Medium 4. Large 5. Very-Large 6. File
Input 7. Test File 8. Test Method 9. Regular Expressions 10. Parsing Method.

4.1.1 Size-Based Categories
The size-based categories — One Liners, Small, Medium, Large, Very-Large — were
derived based on the number of lines of code of each parser. This separation allows us to
analyze trends across parsers of different sizes.

1. One Liners (1 line)
2. Small (2-5 lines)
3. Medium (6-10 lines)
4. Large (10 -50 lines)
5. Very-Large (>50 lines)

4.1.2 Feature-Based Categories
In addition to size-based categories, we also categorized parsers based on specific features.
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4. Findings

1. File Inputs: Parsers process input from a file (Figure 4.1). 5% of all ad hoc parsers
use files as parser input.

   

   

     

  

 

        

        

                

         

     

          

     

     

            

          

       

           

                

              

          

        

         

    

         

 

 

 

 

 

 

Figure 4.1: Example of an ad hoc parser with file as input

2. Test Methods: This set contains parsers that are within a test method. All methods
starting with test_ are considered to be test methods.

       

              

        

                   

                   

                       

               

       

       

    

                        

        

        

       

                                            

      

      

    

    

 

 

 

 

Figure 4.2: Example of an ad hoc parser inside a test method

3. Test Files: If a file name starts with test, we consider those as test files. This set
contains all parsers located inside a test file.

   

  

   

  

      

    

      

      

    

      

 

    

     

     

     

         

         

   

        

          

     

              

                   

       

                 

      

      

   

 

     

    

    

    

    

    

 

 

 

     

   

          

 

 

 

 

 

 

 

 

 

  

  

Figure 4.3: Example of an ad hoc parser inside a test file

4. Parsing Methods: These are functions with the goal of parsing an input. If the
parameter of a function is also the input of an ad hoc parser and the returning
value of the function is the returning value of the same parser, we call this function
a parsing method. Figure 4.4 and Figure 4.6 show examples of parsing methods.
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Figure 4.4: Example of a parsing method

5. Literal Input: This subset contains only the parser taking literals as an input
variable. Figure 4.5 shows an ad hoc parser taking a literal as input. We want to
analyse if this kind of parser has a reduced complexity due to relying on predefined
patterns, reducing the need for complex tokenization rules.

   

      

      

 

                        

           

     

          

         

   

            

 

 

 

Figure 4.5: Example of an ad hoc parser with literal as input

6. Regex Usings: A significant proportion of parsers rely on regular expressions (11%).

   

  

      

 

                  

               

       

          

      

   

        

        

            

             

       

        

           

         

  

 

 

 

Figure 4.6: Examples of an ad hoc parser using regular expressions.

Overlap Between Categories

Some functional-based subsets overlap significantly. Figure 4.7 shows this intersection.
Test Methods often overlaps with Literal Inputs, probably due to the nature of test
methods using fixed strings as test input. Regex Using is also often used in combination
with File Inputs or Parsing Methods due to the variability of the input string and need
for pattern extraction, but less in test methods because the input strings are already
known and therefore there is less need for complex pattern matching.

4.2 Frequency
To know how common ad hoc parsers are in the wild, we looked at the number of projects
that contain at least one ad hoc parser. Out of 1710 projects, 1285 contain at least one
ad hoc parser, meaning that about 75% of projects use ad hoc parsing. Comparing the
projects that contain parsers with those that do not, we found that projects without
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Figure 4.7: Distribution of input sources

parsers are much smaller in terms of both the number of files and the number of AST
nodes (Table 4.1). This may be because smaller projects are simpler and may not need
ad hoc parsing because their functionality is limited.

4.3 Location

We wanted to analyze where ad hoc parsers are located within the method. So we divided
the method into four equal sections: Start, Earlier Section, Later Section,
and Ending. Then we looked at which section of each method contained at least one
parsing task. One might think that the parsing component of a function would typically
be at the beginning, validating and transforming inputs before passing them on to the
rest of the program, which is not confirmed by looking at the results. 48.6% of the
methods contain parsing tasks in the first quarter (Beginning), 61.9% in the earlier
section. 45.4% in the later part and 20% in the end (Figure 4.8). So, although there
might be some tendency for using a parser in earlier sections of a method, parsing tasks
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Table 4.1: Comparison of Projects With and Without Parsers

No Parser At Least One Parser
files ast nodes files ast nodes

count 425 425 1,285 1,285
mean 9 72,972 62 2,491,491
std 18 379,478 169 10,417,270
min 1 36 1 208
25% 2 2,762 6 29,475
50% 4 9,071 18 165,130
75% 10 34,664 47 908,894
max 290 6,560,250 2,464 158,823,900
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Figure 4.8: Positioning of parsers inside Methods is rather dense. It is uncommon to
pause the parsing task and finish it in later sections.

occur in all sections. This supports the idea that shotgun parsing — the mixing of
parsing and business logic — is a real phenomenon [22, 29]. But although parsers can be
found throughout in the whole method it seems that they are rather compact, i.e., it is
not common to start a parsing task at the beginning of a method and continue it at the
end, which is done by only 1.6% of all parsers, which indicates that developers prefer
to encapsulate parser logic within small code block rather than spreading it across the
whole method.

The standard deviation of the positions of a parser gives us insight into the scatter of the
parser relative to the size of the function: Half of the parsers have a standard deviation
less than 0.14 and 75% of the parsers less than 0.21 (Table 4.2). This means that ad hoc
parsers are rather compact and less scattered across methods, which leads to better
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maintainability of ad hoc parsers.

Table 4.2: Summary Statistics for Scattering Metrics

Statistic Range StdDev MAD
Count 34,915 34,915 34,915
Mean 0.34 0.15 0.15
Standard Deviation (Std) 0.24 0.10 0.10
Minimum (Min) 0.00 0.00 0.00
25th Percentile (Q1) 0.14 0.06 0.07
Median (Q2) 0.31 0.14 0.14
75th Percentile (Q3) 0.50 0.21 0.22
Maximum (Max) 1.00 0.48 0.48

4.4 Size
This section contains a discussion about the size of ad hoc parsers. By definition, they
are small snippets of code, but besides the average line of code and number of expressions,
we also want to analyze if ad hoc parsers regularly use temporary variables to store
intermediate results or if they might prefer method chaining. Ad hoc parsers might be
syntactically compact but packed with complex functionality in a small space. Analyzing
the size and structure can provide insights into the readability and maintainability of
ad hoc parsers.

To measure structural complexity, we looked at cyclomatic complexity, method chaining,
function calls, and temporary variables. Cyclomatic complexity is expressed as the
number of linearly independent paths in a program. A higher cyclomatic complexity
indicates a code that is harder to understand, maintain, and hence has a higher probability
of errors [21]. The method chaining is calculated by summing up all method chaining in
the parser. It is only counted when consecutive method calls are applied to the result of
a previous method. An example is given in Table 4.3.

Chaining Count = Number of Consecutive Method Calls − 1

The median size of 4 lines of code supports the characterization of ad hoc parsers as
small code snippets. 19.9% of all parsers are even one-liners, while the existence of larger
parsers also suggests that some contain complex implementations.

On average, parsers take up 1.37% of the project code, which confirms that ad hoc parsers
are small components.

We found that parsers have a moderate cyclomatic complexity (median=2), but there
are extreme outliers (max=182), which suggests the existence of mega parsers with
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Table 4.3: Method Chaining Examples

Code Snippet Chaining
Count

Explanation

input.split() 0 Single method call
input.strip().split() 1 Two consecutive calls ⇒ 2 − 1 = 1
data.filter().map().reduce() 2 Three consecutive calls ⇒ 3 − 1 = 2

deeply nested logic. These outliers might represent technical debt that could benefit from
refactoring into smaller components. Method chaining is used rather sparsely. 90% of
the parsers do not use method chaining at all. Parsers call an average of 4.21 functions,
while file input processing parsers call slightly more functions (mean = 5.95). We applied
the Pearson correlation [4] to determine the linear relationships of our metrics (Table
4.4). There is a strong correlation with the use of temporary variables (ρ=0.80), which
confirms that procedural coding predominates.

Table 4.4: Pearson Correlation Matrix of Parser Implementation Characteristics

Temp Vars Func Calls Cyclo Compl Meth Chain
Temp Vars 1.00 0.80 0.60 0.11
Func Calls 0.80 1.00 0.78 0.27
Cyclo Compl 0.60 0.78 1.00 0.11
Meth Chain 0.11 0.27 0.11 1.00

Temp Vars: Temporary Variables, Func Call: Function Calls, Cyclo Compl: Cyclomatic
Complexity, Meth Chain: Method Chaining

This confirms that ad hoc parsers are predominantly small and also simple. Although
there are more complex and functionally dense parsers, in general ad hoc parsers prefer to
follow procedural patterns and favour explicit states (temporary variables) and modular
partitioning (separate function calls) over chained method calls.

RQ1 Where do we find ad hoc parsers in Python projects?
Ad hoc parsers are widespread in Python projects and are found in an average of 75.15%
of all projects. This high prevalence emphasises the popular use of ad hoc parsers.
Contrary to the expectation that parsers are mainly used at the beginning of a method
(for example, for input validation), there is a broad distribution across the entire body of
the method. The size and complexity of ad hoc parsers may vary, but in most cases they
are relatively small and simple or even single-line.
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4.5 Input Sources
To investigate the input sources of ad hoc parsers, we distinguished between two kinds
of sources: the programmatic source, i.e., how the input source is accessed (method
argument, function call, dictionary lookup, etc.) and the actual source of the input
(file input, command-line argument, config, etc.). The examples in Table 4.5 show the
different types of input sources we have examined.

Table 4.5: Examples of different input sources

Input Source Example
Config                                                     

Literal                                         

Command-line                                         

File input                            

Database query                                

Environment
variable

                                         

Shell command
output

                

                        

   

                

   

     

   

      

      

        

Network request
                 

                       

   

               

   

   

    

          

Figure 4.9 shows the distribution of the input variable source. 43.12% of the parsers
receive their input directly as a method argument, 26.26% via a function call, and
12.01% as a literal. In rare cases, the input variable is assigned values through variable
assignments (5.41%) and dictionary lookups (3.57%).

The most common source of input is method arguments (65.84%). Figure 4.10 shows how
programmatic sources are related to actual sources. We observe that a large proportion
of method arguments are not directly used as input, but also as function calls. Figure
shows an example where the actual input source is passed as a method argument, but
processed before being used as an input for ad hoc parsing. 25.45% of the sources are
literals being parsed, and 4.8% is text originating from file reads. There is still a large
group of unknown sources, which are mostly generated by function calls, of which we can
not know the exact source of the return value. Since our analysis is based on the dataset
of parsing code, we don’t have access to custom-written methods and therefore cannot
compute the input source. Also, we do not know where the parsing function is called,
and therefore, we do not know the actual input source of the method arguments.
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The largest input source for parsers in test methods is literals (37.99%), suggesting that
ad hoc parsers are often used in test methods to prepare literals to be tested.
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Figure 4.9: Examples of different input sources.

4.6 Function Calls
In this section, we investigate the usage of function calls in ad hoc parsers. An under-
standing of how functions are used provides insight into parsing patterns. Table 4.6 lists
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Figure 4.10: Sankey diagram, showing the connection between programmatic source and
actual source of the input.

the top 20 functions used in ad hoc parsers.

Ad hoc parsers typically employ several categories of functions:

• String manipulation functions (e.g., split, replace, strip) for tokenizing
and transforming text

• Type conversion functions (e.g., int, float, str) for transforming parsed
strings into appropriate data types

• Validation functions (e.g., startswith, isinstance, len) for checking input
validity

• Collection operations (e.g., join, map, slicing operations) for manipulating
parsed data

• I/O functions (e.g., read, get) for retrieving input data

To analyze function usage patterns, we categorized the function calls within ad hoc
parsers by name, frequency, and position within the parsers.

The top 5 functions (split, replace, int, encode, len) account for about 34% of
all function usage, suggesting that these form the core toolkit for parsing operations.
int, str, and float together account for about 9.4% of function calls, highlighting the
importance of type conversion in parsing. There are also non-parsing functions that are
widely used, such as join (6.76%), startswith(5.38%), and isinstance(4.67%).
This widespread use of startswith and isinstance demonstrates the importance of
input validation in parsing, as shown in Figure 4.6.
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Table 4.6: Distribution of Python functions by category and usage. The column Function
% displays the relative amount of the function compared to all functions in the dataset,
while the column Parser % displays the percentage of parsers using that function

Function Category Function % Parser % Projects
split String Manipulation 11.8% 35.3% 939
replace String Manipulation 9.4% 21.1% 699
int Type Conversion 6.5% 13.4% 624
encode String Manipulation 3.3% 10.9% 493
len Inspection 3.2% 9.0% 502
find Validation 2.6% 5.8% 321
strip String Manipulation 2.1% 6.7% 478
sub Regular Expressions 2.0% 3.9% 305
join String Manipulation 2.0% 6.8% 481
format String Manipulation 1.9% 5.8% 311
startswith Validation 1.9% 5.4% 372
isinstance Validation 1.7% 4.7% 302
str Type Conversion 1.6% 4.7% 345
search Regular Expressions 1.5% 3.8% 286
group Collection Operations 1.4% 2.5% 223
float Type Conversion 1.4% 3.2% 256
match Regular Expressions 1.1% 3.0% 291
read I/O Functions 1.1% 3.1% 294
get Collection Operations 1.0% 3.3% 302
parse String Manipulation 1.0% 2.8% 192
open I/O Functions 0.9% 2.9% 286
lower String Manipulation 0.9% 2.8% 264
append Collection Operations 0.7% 2.2% 259
findall Regular Expressions 0.6% 1.7% 150
endswith Validation 0.6% 1.9% 201
loads I/O Functions 0.6% 2.1% 239
print I/O Functions 0.5% 1.1% 126
rfind Validation 0.5% 1.6% 146
compile Regular Expressions 0.5% 1.7% 179
escape Regular Expressions 0.5% 1.0% 93
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The beginning section of ad hoc parsers is characterized by the presence of setup code,
including imports, configuration, and initial data retrieval, which may involve fewer
function calls overall. Functions such as get (50.32%) and read (46.85%) exhibit a high
proportion in this section. The earlier section is likely to be utilized for the preparation of
inputs, the validation of data, or the execution of initial parsing steps. Functions such as
startswith (38.72%), len (31.82%), and sub (27.83%) are prevalent in this section.

The majority of functions are located in the final quarter of the parser (42.23%), with
the ending section often responsible for final transformations, encoding, formatting, or
output generation. Further, we observed this tendency of the predominance of functions
in the ending section of an ad hoc parser. encode (52.31%), float (51.90%), replace
(48.52%), and int (49.69%) are notable examples for this. While functions such as
startswith or isinstance are typically associated with early-stage validation, they
also occur in later steps of the parser. This observation suggests that these functions are
not only employed for initialization but also intermediate checks during parsing.

4.7 Regular Expressions
In this section, we look at the use of regular expressions in various ad hoc parsers. Regular
expressions represent a formal method of pattern matching, which is regularly used in
ad hoc parsers. Understanding how regex is applied can inform static analysis techniques
and parser design practices.

Regular expressions are used by 11% of the parsers analysed. File input processing
parsers show the highest number of regular expressions (18%), which is most likely due
to the need for structured input processing when processing file content.

There is a strong correlation between parser size and the use of regular expressions.
Larger parsers have a much higher rate of regular expressions (54%), suggesting that
regular expressions become increasingly valuable as parser complexity grows.

4.7.1 Function Specialization by Category
File input parsers show heavy use of findall (31.02%) and search (25.23%), suggesting
that regular expressions are used to extract specific patterns from the contents of files.
Parsers in test files show an exceptionally high usage of the split method (37.092%),
suggesting that ad hoc parsers here use regex mainly for tokenisation. Test method
parsers mainly use escape (24.24%), match (26.52%), and search (24.24%), with no
use of split, indicating a focus on precise pattern validation. In general, the most used
regular expression functions are sub (26.44%), search (23.55%), and match (14.79%).

4.7.2 Positional Distribution of Regex Functions
The positional analysis of regex functions indicates special usage patterns across different
sections of the parser (Table 4.7). Regex functions are mainly used in later stages of the
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parser. 38.2% of all regex function calls are in the last 25% of parsers, which suggests
that regex is often used for refinement or transformations of already processed data.

Table 4.7: Distribution of regex functions across parser sections

Regex Function Beginning Earlier Section Later Section Ending
compile 45 (11.1%) 64 (15.8%) 75 (18.5%) 222 (54.7%)
escape 24 (4.5%) 91 (17.1%) 183 (34.4%) 234 (44.0%)
findall 92 (19.3%) 136 (28.5%) 103 (21.6%) 146 (30.6%)
finditer 24 (16.0%) 44 (29.3%) 46 (30.7%) 36 (24.0%)
match 152 (17.1%) 197 (22.2%) 217 (24.4%) 322 (36.3%)
search 256 (18.1%) 280 (19.8%) 385 (27.2%) 493 (34.9%)
split 139 (25.6%) 90 (16.6%) 150 (27.6%) 164 (30.2%)
sub 229 (14.4%) 346 (21.8%) 340 (21.4%) 673 (42.4%)
subn 2 (28.6%) 2 (28.6%) 0 (0.0%) 3 (42.9%)
Total 963 (16.0%) 1250 (20.8%) 1499 (25.0%) 2293 (38.2%)

compile and escape show a strong tendency toward later positions, probably due to
optimization of repetitive pattern use, while findall and finditer have a balanced
distribution.

Only 16% of regex functions are used at the beginning, while 38.3% are used in the
ending section. This indicates that regex is mostly used for final processing instead of
initial tokenisation.

4.7.3 Pattern Usage Distribution of Regex Functions

To understand the use of regular expression patterns, we categorized each pattern based
on its structural features. This categorization was inspired by prior research on regex
feature usage by Chapman and Stolee [7]. The pattern ^[0-9]+$, for example, contains
five different types of tokens. It has the start anchor (STR) and the end anchor (END),
which are specified using the caret ^ at the beginning and the dollar sign $ at the end
of a pattern, the custom character class (CCR) using pairs of brackets [..]. It also
utilizes a range (RNG), specified by a hyphen [0-9] and additional repetition (ADD)
expressed by using plus +. The full list of features and abbreviations is provided in Table
4.8. CCC is the most prevalent category, appearing in about 56% of patterns. Repetition
Operators (ADD: 46.7%, KLE: 36.1%, QST: 26.6%) are widely used. Compared to the
findings of Chapman and Stolee [7] we found that some features like CCC (+15.2%) and
STR (+11.2%) have a much higher prevalence in ad hoc parsers, while features like KLE
(-11.3%) and ANY (-10.1%) are used way less compared to the results of Chapman and
Stolee [7]. This suggests that the programmers use less ambiguous regular expressions
for ad hoc parsers. ANY and KLE can lead to overmatching, while CCC and ADD are
more restrictive.
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Table 4.8: Regex Pattern Categories with Usage Statistics

Code Description Example nPatterns (%) nProjects (%)
CCC custom character class [aeiou] 185 (48.1%) 91 (66.9%)
ADD one-or-more repetition z+ 175 (45.5%) 78 (57.4%)
STR start-of-line ^{} 144 (37.4%) 68 (50.0%)
CG capture group (caught) 158 (41.0%) 67 (49.3%)
RNG character range [a-z] 106 (27.5%) 60 (44.1%)
KLE zero-or-more repetition .* 127 (33.0%) 59 (43.4%)
ANY any non-newline char . 93 (24.2%) 47 (34.6%)
QST zero-or-one repetition z? 97 (25.2%) 44 (32.4%)
END end-of-line \$ 67 (17.4%) 39 (28.7%)
NCCC negated character class [^{}qwxf] 67 (17.4%) 37 (27.2%)
DEC decimal digits \d 58 (15.1%) 35 (25.7%)
WSP whitespace \s 92 (23.9%) 30 (22.1%)
OR logical or a|b 50 (13.0%) 27 (19.9%)
WRD word characters \w 33 (8.6%) 21 (15.4%)
LZY lazy repetition z+? 33 (8.6%) 16 (11.8%)
SNG exact repetition z\{8\} 18 (4.7%) 13 (9.6%)
NCG non-capturing group (?:b) 15 (3.9%) 13 (9.6%)
NWRD non-word chars \W 9 (2.3%) 8 (5.9%)
NWSP non-whitespace \S 10 (2.6%) 6 (4.4%)
OPT options wrapper (?i) 16 (4.2%) 6 (4.4%)
NLKA negative lookahead a(?!yz) 5 (1.3%) 5 (3.7%)
LKB positive lookbehind (?<=a)bc 4 (1.0%) 4 (2.9%)
NLKB negative lookbehind (?<!x)yz 3 (0.8%) 3 (2.2%)
LWB at least n repetitions z{15,} 3 (0.8%) 3 (2.2%)
PNG named capture group (?P<name>x) 7 (1.8%) 3 (2.2%)
DBB bounded repetition z{3,8} 3 (0.8%) 3 (2.2%)
LKA positive lookahead a(?=bc) 2 (0.5%) 2 (1.5%)
WNW word boundary \b 6 (1.6%) 2 (1.5%)
ENDZ absolute end of string \Z 2 (0.5%) 1 (0.7%)

Note: Percentages calculated relative to total patterns (385) and projects (136).

4.8 Loops

Parsers employ various looping constructs to iterate over the input string. In this section,
we examine these constructs. Therefore, we categorized loops based on type (for,
while), nesting depth, and bound complexity. Additionally, we also investigated the
use of list comprehensions and sequence operations (map, index, enumerate, zip,
filter) as alternatives to explicit loops.

Explicit loops occur relatively often. 26.58% of our analyzed ad hoc parsers had explicit
loops (24.46% contain for statements, and 2.9% contain while statements). Parsers
with file processing tasks have the highest prevalence of explicit loops (47.59%). This
may result from incremental processing in file processing tasks, where files are read line
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by line.

The nesting depth of loops is rather shallow. 73.42% of loops have no nesting. 22.63%
have a single level of nesting, 3% have a nesting depth of 2 and fewer than 1% have a
nesting ≥ 3.

We defined three categories of loop bounds: 1. Constant (4.1%): Fixed iteration count.
2. Linear on input (48.2%): Directly proportional to input size. 3. Complex (47.8%):
Dependent on conditions beyond simple input length.

The prevalence of shallow nesting and linear bound suggests that ad hoc parsers generally
favor simple, straightforward iteration strategies. However, there is a significant presence
of complex loop bounds, indicating that many parsers involve a non-trivial iteration logic.

The variation in loop usage across different parser categories (e.g, file input vs. regex-
based parsing) indicates that the nature of the parsing task influences the loop structure
and complexity.

4.9 Error Handling
This section deals with error handling within the parsers. The results include patterns
of how parsers handle exceptions. Table 4.9 lists the occurrence of exception handling
across the datasets. Only 14.0% of parsers contain explicit exception handling using try
blocks. 13.4% contain except blocks, and only 1.0% implement a finally clause. 4.1%
explicitly raise an exception.

Table 4.9: Exception Handling Statistics Across Different Code Categories

Category try except finally explicit raise
All 14.0% 13.4% 1.0% 4.1%
Very-Large 39.4% 39.4% 8.6% 19.9%
Large 38.3% 37.2% 3.0% 15.8%
Medium 27.7% 26.4% 2.0% 6.1%
Small 11.5% 10.8% 0.7% 2.5%
One Liners 0.0% 0.0% 0.0% 0.0%
Test Files 8.7% 7.4% 1.9% 1.6%
Test Methods 5.3% 3.5% 1.9% 0.3%
File Inputs 30.0% 27.7% 3.9% 7.9%
Regex using 15.8% 15.0% 2.4% 7.1%
Parsing Method 13.3% 13.2% 0.3% 5.4%
Possible Throwing 18.4% 17.2% 2.0% 5.7%

Parsers that read their input from files show the highest usage (30.0%) of error handling.
This significantly higher value draws attention to the need to act on the I/O exception
handling of files. Test methods, on the other hand, show relatively low exception handling
(only 5.4% of parsers in test methods use try blocks) but have a relatively high proportion
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of finally clauses (1.9%) relative to general exception handling, which is presumably
due to cleanup operations of the test environments.

There is a strong correlation between the size of parsers and exception handling. Ultra-
large parsers show the highest proportion of exception handling (38.3% of try blocks and
exception blocks), 8.6% use finally blocks, and 19.9% explicitly throw exceptions. The
large parser set shows a similarly high number of try blocks (38.3%) with a noticeably
lower use of finally clauses (3%). Medium parsers show a moderate use of try blocks
(27.7%), while small parsers show a significantly lower number (11.5%). 29.1% of the
parsers are using functions that possibly raise exceptions; however, only 18.4% of these
exception-throwing parsers include explicit error handling, which means that 81.6% of the
parsers that could throw exceptions are not handled locally but are propagated further.

This analysis shows that most parsers lack exception handling. The limited implementa-
tion of exception handling combined with a relatively high number of parsers that may
throw unhandled exceptions indicates that many ad hoc parsers may be susceptible to
errors occurring when handling invalid inputs. This finding emphasizes the importance of
robust error-handling policies for parser design, especially for parsers with untrusted input.
RQ2 What are the syntactic characteristics of ad hoc parsers?
The input source of ad hoc parsers is mainly method arguments, 12.71% of the parsers
process literals. 5.11% of the parsers obtain the text to be processed from files. The
most frequently used functions are split, replace, int, encode, len. In addition
to the parsing functions, functions for type conversion (int, str, float) or for input
validation (startswith, isinstance) are frequently used. Regular expressions are
used by 11% of all parsers and even more by larger ad hoc parsers. Regular expressions
are mainly used in later phases of parsing for refinement or transformation of already
processed data. The simple nature of ad hoc parsers is also reflected in the use of loop
constructs. ad hoc parsers favour explicit for-loops with low nesting depth. Only 13.98%
of ad hoc parsers handle exceptions locally. 81.6% of parsers that could potentially throw
exceptions have no local error handling.
These results show that ad hoc parsers in Python typically are compact, procedural
structures and contain limited exception handling. Ad hoc parsers often use string ma-
nipulation functions and also regular expressions. Different variations in size, complexity,
and exception handling indicate different parsing requirements and potential robustness
issues.

4.10 Threats to Validity
This section covers the discussion about internal and external validity.

4.10.1 Internal Validity
Identification of string variables: We inferred string variables based on heuristics
and name conventions. This could lead to misclassifications.
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False positive Parser: Like shown in Table 3.4, 14% of the ad hoc parsers were falsely
identified as such.

Boa AST limitation: The AST of Boa does not cover all code constructs (e.g.,
slicing, variable-positional and variable-keyword arguments, lambda expressions inside
list comprehensions). To mitigate this, we tried to infer these constructs where it was
possible. Due to missing information, some code snippets were not compilable and
therefore excluded from the study.

4.10.2 External Validity
Scope of the dataset: Our thesis is limited by the scope of our test set. Due to a
bug in Boa and time limitation, it was not possible to generate an ad hoc parser dataset
for all the 102.424 projects on Boa.

Programming language: The results of this study only apply to Python projects
and ad hoc parser code snippets that can be compiled with Python 3.13. However, due
to our modular structure and due to using Boa with its own AST, this research can be
extended to other programming languages supported by Boa with few adaptations.

4.10.3 Construct Validity
Definition of ad hoc parser: Our definition of ad hoc parser (Section 3.2.2) is very
broad. Our detection is based on the predefined list of methods that typically perform
string operations (Table 3.2). Due to the fact that Python is dynamically typed, we
cannot assure that these functions are, in fact, performed on strings.

Recall issues: As described in 3.2.4, due to the low prevalence of true positives in the
sample size, the calculation of the recall was not possible.
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CHAPTER 5
Conclusion and Future Work

This thesis sheds light on the usage of ad hoc parsers in Python. We have successfully
identified ad hoc parsers and analyzed them. We have shown that ad hoc parsers are

• Widespread: We found ad hoc parsers in the majority of projects.
• Small: With a median size of 4 lines of code ad hoc parsers are rather small.
• Compact: Ad hoc parsing is mixed with business logic, but is compact in itself.

Meaning it is unlikely to start a parsing process at the beginning of a method,
pausing it for other logic, and then continuing the parsing process later on.

• Simple: Most ad hoc parsers have a low cyclomatic complexity, prefer a straight-
forward control flow, and use low nesting.

• Procedural: Ad hoc tend to be written in a procedural style. They use temporary
variables and prefer separate function calls over method chaining.

• Error prone: Exception handling in ad hoc parsers is rare. 80% of possibly
error-throwing parsers have no exception handling, making them vulnerable to
runtime errors.

Now we know that ad hoc parsers often use string manipulating functions (e.g., split,
split or strip), type conversion functions (e.g., int, float, str), and validation
functions (e.g., int, float, str). We also found that 10% of ad hoc parsers use
regular expressions, which are rather used at the end of ad hoc parsing. The top regular
expressions features used in ad hoc parsers are custom character classes ([aeiou]),
one-or-more repetition (z+), start of line (^{}), and group capturing ((caught)).

In addition to these results, we provide an infrastructure for future work. We have created
a dataset containing 34,925 snippets of real-world ad hoc parsers. This dataset can be
utilized for future research. Our Boa script for generating this dataset can be adapted
for other programming languages that are supported by Boa, like Java or Kotlin. As
we are one of the first to work extensively with Boas program analysis tools, like graph
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traversal in the Python dataset, we could identify some issues and limitations that were
not documented until now. We informed the developers of Boa and thus contributed to
further development and improvement of this framework.

We found that projects not containing ad hoc parsers are smaller in terms of file size and
AST nodes compared to projects containing ad hoc parsers. More precise analysis could
give insights into why ad hoc parsers are not needed in these projects. The dataset and
result provided can be used to train machine learning models to identify ad hoc parsers.
Future research could also go on to more precisely analyze input sources of ad hoc parsers.
Due to time constraints, we were not able to trace the source of the input outside of the
method that contains the ad hoc parsers. With Boa closing open issues, the study can
be reproduced to generate a larger dataset covering more ad hoc parsers. Further studies
might investigate the chronological code change of ad hoc parsers. By looking at bug-fix
commits, this could give insights into whether ad hoc parsers tend to be buggy or not.
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