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Abstract

Multi-group or multi-source data, in which observations are partitioned into groups by
external variables, arise in a wide range of disciplines. Examples include spatial data
grouped by proximity, country borders, or geological units; medical data categorized
by diagnosis, disease, or age; and temporal data structured by days, months, or years.
These groupings are typically associated with continuous variables and reflect inherent
relationships among the groups — making separate analysis inappropriate.

Outliers can have a substantial impact on classical, non-robust statistical methods,
often distorting results and leading to misleading interpretations if not properly ad-
dressed. This issue becomes particularly critical in complex data structures such as
multi-group or spatial data, where outliers may remain hidden and bias outcomes
more easily. Detecting both classical outliers and those specific to the multi-group or
spatial context is essential for producing reliable estimates. Moreover, analyzing these
outliers can offer valuable insights, such as the detection of mislabeling or, in the case
of geochemical spatial data, the identification of regions of potential mineralization.

This thesis develops and adapts robust statistical methods for application in multi-
group settings. Key contributions include the development of a robust, smoothed
covariance estimator for spatial and multi-source data — applied to local outlier de-
tection — and its use in geochemical exploration. Furthermore, a sparse multi-group
principal component analysis (PCA) framework is proposed, enabling joint analysis
of global and group-specific features. Finally, a cellwise robust Gaussian mixture
model (GMM) is introduced for the multi-group context, allowing for the detection of
transitional group outliers. These theoretical and methodological advances significantly
extend the robust statistics toolbox, providing improved analytical frameworks for
multi-group data and demonstrating strong performance in both simulation studies
and real-world applications.
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Kurzfassung

Gruppierte Daten oder Daten aus mehreren Quellen, die aufgrund von externen Varia-
blen eingeteilt werden, gibt es in zahlreichen Disziplinen. Beispiele inkludieren raumliche
Daten, die nach geografischer Néhe, Léindergrenzen oder geologischen Einheiten ge-
gliedert sind, medizinische Daten unterteilt nach Diagnosen oder Altersgruppen, und
Zeitreihen, die nach Tagen, Monaten oder Jahren gruppiert werden kénnen. Haufig liegt
der Gruppierung eine kontinuierliche externe Variable zugrunde, welche die Gruppen
inhaltlich miteinander verbindet. Somit kénnen die Gruppen nicht separat betrachtet
werden.

Klassische nicht-robuste, statistische Methoden sind anfillig gegeniiber Ausreifsern,
die die Analyse verzerren und irrefithrende Schlussfolgerungen zulassen. Insbesondere
bei komplexeren Daten, die zusétzlich gruppiert oder raumlich korreliert sind, gestaltet
sich die Identifikation solcher Anomalien besonders herausfordernd. Sowohl klassische
Ausreifier als auch solche mit kontextbezogenen Abweichungen miissen zuverléssig
erkannt werden, um die Validitdt der Ergebnisse sicherzustellen. Dariiber hinaus
konnen identifizierte Ausreiffer Hinweise auf fehlerhafte Gruppenzuweisungen liefern
oder, etwa im geochemischen Kontext, potenziell auf bislang unentdeckte Vererzungen
hindeuten.

Im Rahmen dieser Arbeit werden robuste statistische Methoden zur Analyse grup-
pierter Daten entwickelt und evaluiert. Zentrale Beitrage umfassen die Konstruktion
eines robusten, geglatteten Kovarianzschitzers fiir raumliche und /oder gruppiert struk-
turierte Datenséatze, dessen Einsatz zur Identifikation raumlicher Ausreifser sowie dessen
Anwendung in der geochemischen Exploration. Dariiber hinaus wird ein Verfahren zur
Hauptkomponentenanalyse fiir gruppierte Daten entwickelt, das eine simultane Analyse
wichtiger gruppenspezifischer und gruppeniibergreifender Eigenschaften ermdoglicht.
Abschlieffend wird ein Gaufisches Mischungsverteilungsmodell fiir den Multigruppen-
kontext vorgestellt, das Riickschliisse auf Transitionsdynamiken von Gruppenausreifsern
erlaubt. Die theoretischen und methodischen Beitriage erweitern die Intrumente der
robusten Statistik und liefern einen Rahmen fiir die Analyse gruppierter Daten. Simu-
lationsstudien und Echtdatenanwendungen demonstrieren die Starken der entwickelten
Methoden.
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1 Introduction

The ongoing technological progress allows for more complex models and calculations in
all fields of research. Especially in robust statistics, calculation-heavy algorithms are
common and become applicable for real-life data. This also enables the calculation of
new possibly more complex methods considering data whose underlying structure is
not homogeneous.

Prominent examples are multi-group (or multi-source) data, where observations are
partitioned into groups according to some external criterion. Multi-group data are
present in many fields including medicine where groups can be based on diagnoses,
spatial data and/or temporal data where underlying groups of interest are connected to
country borders or geological units, or time units like days, months or years. Generally,
groups are defined based on an underlying continuous process, which provides additional
context that should be leveraged in a smooth way.

Although existing methods for homogeneous data could in theory be applied to
each group separately, they miss the overall connection between the groups and
possibly mask common patterns. They are also not taking advantage of the contextual
information of the other groups. Applying a method to all observations combined can
lead to some overall valid insights, but all group information is lost. Moreover, the
heterogeneity between the groups can lead to spurious conclusions. To capture both
the local and group inherent characteristics as well as the group independent and more
global patterns, methods targeted towards the multi-group setting that can capture
the similarities between the groups need to be considered.

Robust statistics can be used to ensure reliable results. Outliers in the data can
obscure the results and in the worst case lead to misleading conclusions since classical
methods are easily manipulated by outliers. Robust statistics flagging or reducing
the effects of outlying observations need to be applied. Especially for complex data,
outliers can heavily distort the statistical analysis in unexpected ways and can easily
be masked when classical methods are applied.

In many applications, including geochemistry, observations hold relative information.
Thus, they cannot be analyzed with standard statistical methods based on the classic
Euclidean space. Compositional data analysis accounts for the relative information with
the typical sum restriction and provides a sound framework to deal with compositional
data.

This thesis contributes to research by focusing on robust analysis for multi-group
data, while addressing the interplay of local and global features. The remainder of
the introductory section is structured as follows. Section 1.1 introduces concepts and
methods of robust statistics for homogeneous data as well as for different types of data
heterogeneity. Section 1.2 describes the basis of the two main algorithms used in this
thesis and Section 1.3 introduces the concept of Compositional Data (CoDa). The
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1 Introduction

remainder of the thesis includes Chapter 2 which introduces a rowwise robust covariance
estimator used for local outlier detection. The outlier detection method is then further
applied to geochemical data of varying data quality in Chapter 3. Chapter 4 develops
a sparse PCA method which is based on robust multi-group covariance estimates. The
ideas are then further extended in the cellwise outlier paradigm in Chapter 5, which
derives a cellwise robust multi-group Gaussian mixture model to capture smoothness
among the groups. The final chapter summarizes the findings and outlines potential
directions for future research.

1.1 Robust Statistics

In data analysis, outliers are omnipresent. The goal of robust statistics is to deliver
reliable estimates of parameters unaffected by outliers and allow to draw conclusions
regarding the main bulk of the data. Hampel et al. (1986) define the field of robust
statistics as follows: “In a broad informal sense, robust statistics is a body of knowledge,
partly formalized into ‘theories of robustness’, relating to deviations from idealized
assumptions in statistics.” As hinted by the quote, assumptions about data generating
processes and deviations thereof need to be addressed explicitly. In the following
common assumptions for various multivariate data types are discussed further, different
notion of outliers are described as well as robust methods to counteract their effects.
Also the theoretical concept of the breakdown point is introduced.

1.1.1 Notions of Outlyingness

Typical assumptions in statistics are that observations stem from identically and
independently distributed random variables. When inference or the likelihood is
of interest the normal distribution is imposed or sometimes more general elliptical
distributions. In robust statistics we assume that these assumptions hold for the
majority of the data. When observations are not coherent with the assumed statistical
properties of a model, they are considered to be outlying and there effect on the
analysis should be removed or at least be bounded. However, it depends on the type
of data and statistical model, if the mentioned general assumptions need to be fulfilled
or whether they need adaptations. For each data and model type discussed below,
illustrations of outliers are shown in Figure 1.1.

Classical Multivariate Outliers The typical assumptions on the data generating
model like independently and identically distributed observations, possibly from a
normal, occur often. Outliers are considered to contaminate the main bulk of the
data, which follow the typical assumptions and to deviate from that assumption by
originating from another distribution.

An often used model to describe the rowwise contamination scheme is the Tukey-
Huber contamination model (Tukey, 1962; Huber, 1964). Within this model, we are
interested in the distribution of the uncontaminated p-variate random vector Y, but
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1.1 Robust Statistics

can only observe the possibly contaminated random vector X,
X =(1-B)Y +BZ,

where B ~ B(e) is Bernoulli-distributed. Thus, only whole observations can be
contaminated. This model serves as basis of many theoretical concepts in robust
statistics like the influence function or the breakdown point.

A recent approach is to consider only contaminated cells of observations instead
of whole observation rows. Alqallaf et al. (2009) formalize the fully independent
contamination model

X =(I-B)Y +BZ,

where B = diag(Bi,...,B,) and B; ~ B(e) for i = 1,...,p independent from each
other. Especially in higher-dimensional settings, more information can be retained.
There is no official consensus on when cellwise outliers can be considered rowwise
outliers and it seems to depend on the chosen paradigm (Raymaeckers and Rousseeuw,
2024a).

A differentiation between cellwise and rowwise outliers can also be made for the
other notions of multivariate outliers discussed below, even though this distinction may
not have been thoroughly investigated to date.

Local/Spatial Outliers Spatial data consist of observations with values in the multi-
variate feature space as well as given spatial coordinates in one to three dimensions or
even more (e.g., spatio-temporal data). Temporal data or time-series data can also be
seen as a special case of spatial data with one-dimensional coordinates. For spatial
data, an assumption often made either explicitly or implicitly is the so-called Tobler’s
first law of geography: “Everything is related to everything else, but near things are
more related than distant things" (Tobler, 1970). Tobler’s Law is the basis of most
tools and methods in spatial and geo-statistics (see, e.g., Cressie, 2015) and provides
also a guideline on when observations might be outlying in the spatial context. Thus,
when an observation differs strongly from spatially close observations in the feature
space — contrary to what would be expected based on Tobler’s Law — they are spatial
(or also local) outliers.

Outliers in Clustering In cluster analysis we assume that we have data, where each
observation is drawn independently from one of several, often elliptical, distributions —
referred to as clusters. Outlying observations, in this context, are those that do not
resemble any of the clusters. A notable distinction from single-distribution frameworks
is the possibility of clustered outliers: small groups of outliers that form their own
cluster, distant from the main clusters. In addition to estimating the parameters of each
cluster, the presence of such outliers also presents challenges in accurately determining
the number and structure of clusters.
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Figure 1.1: Different types of outliers based on the data generating process of uncon-
taminated data points.

Multi-Group/Multi-Source Outliers Multi-group (also multi-source) data in the
context of this thesis describes data sets, where all observations have the same feature
space and are partitioned into distinct groups or sources prior to statistical data analysis.
The partition can be pre-defined by some external information like medical diagnoses
or specified at the beginning of the analysis to emphasize particular interpretative
perspectives. Additionally, it is assumed that these groups are related, so a joint
analysis provides more insight than an separate analysis for each group or source.
Within this framework, outliers can be classified as either global, meaning they do
not conform to any group, or local, meaning they are anomalous within their assigned
group but not necessarily in others.

Limitations of Non-Robust Methods

While outliers themselves also provide valuable insights into the data-generating process,
including them in a non-robust estimation of parameters like location and covariance
can severely distort the results, leading to estimates that no longer accurately reflect the
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Figure 1.2: Classical versus robust parameter estimation. Left panel: 95% tolerance
ellipses of classical (red) and robust (black) estimates based on the MCD-
estimator applied to data with outliers (red dots). Right panel: Squared
MD for classical (top) and robust (bottom) estimators. Red dots are masked
outliers and black dots are non-outlying observations above the y2-threshold
(dashed grey line) indicating masking and swamping, respectively.

main bulk of the data. Classical non-robust estimates, such as sample covariance and
mean, are heavily influenced by outliers and in extreme cases one single extreme point
can be sufficient to distort them arbitrarily strong (see also Section 1.1.4). The left
panel of Figure 1.2 illustrates the tolerance ellipses for the sample mean and covariance
(red) and robust estimates (black) for bivariate contaminated data points. Compared to
100 homogeneous observations a small number of 21 outliers lead to extreme distortions
of the sample estimates. Although outliers can be visually identified in the bivariate
case, such detection becomes infeasible in higher dimensions.

When detecting outliers during or after estimating procedures, robustness in all steps
of a method is crucial to mitigate against masking and swamping effects. Masking
of outliers occurs when they cannot be clearly distinguished from the majority of
non-outlying observations due to biased or distorted estimates. Conversely, swamping
refers to the incorrect classification of regular observations as outliers. An commonly
used metric for identifying outliers is the Mahalanobis Distance (MD) of an observation
x € RP,

MD(z, 1, %) = /(. — p) T~ (& — p)

which relies on location and covariance estimates of p and 3. If observations are
normally distributed with mean p and covariance X, then MD? ~ X;%- Therefore, an
often used threshold for flagging observations as outliers is the 95%-th quantile of the
X%—distribution. As illustrated in the right panel of Figure 1.2, all outliers are correctly
identified by the robust estimator whereas only a subset is correctly detected by the
classical sample estimates demonstrating their vulnerability to masking effects.
Masking and swamping effects can also occur for heterogeneous data, as illustrated in
Figure 1.3. Two regular clusters are contaminated with isolated and clustered outliers.
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Figure 1.3: Clustering: Masking and swamping effect for 8% of outliers (crosses) and

mclust with two clusters, a non-robust Gaussian Mixture model implemen-
tation (Fraley et al., 2024).

The non-robust clustering method returns two expanded covariance matrices shown as
95%-tolerance ellipse, where two outliers are masked and two regular observations are
falsely flagged as outlying. In cluster analysis it is possible to increase the number of
clusters until all outliers have their own cluster, however this is often not optimal and
robust methods for clustering are preferable (Garcia-Escudero et al., 2010).

1.1.2 General Strategies for Robustness

There are different strategies to get outlier-robust estimates for covariance and location.
While outliers or outlying cells can be identified during the estimation procedure and
fully removed from the resulting estimates, another approach is to bound or down-
weight extreme effects of any observation or cell. Selected methods are described to
illustrate main concepts in the large literature body of robust statistics.

Methods Based on Down-Weighting Extreme Effects

One approach to construct rowwise robust estimators of location and covariance is to
generalize the concept of Maximum-Likelihood estimators (MLE). The large group
of M-estimators (Huber, 1964; Maronna, 1976) use reweighting of observations in the
univariate and of Mahalanobis Distances in the multivariate case. A non-decreasing
weighting function is used which determines the degree of robustness against outliers.
M-estimators are a large class of estimators that include, e.g., the median and the
Least-Squares estimator. Another robust estimator is the S-estimator (Davies, 1987),
which uses a robust M-estimator for scale. The Stahel-Donoho estimator (Stahel, 1981;
Donoho, 1982) projects the data onto many different 1-dimensional subspaces, for
which outlying measures are calculated. These are then used to down-weight outlying
observations for parameter estimation.

Some of the rowwise robust methods are recently extended to the cellwise paradigm
(see, e.g., Raymaekers and Rousseeuw, 2024a). The cellwise Stahel-Donoho estimator
(Van Aelst et al., 2011) considers cellwise instead of rowwise weights. An extension
of the S-estimator was developed by Agostinelli et al. (2015), called the two-step
generalized S-estimator, which was further adapted by Leung et al. (2017). Both
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1.1 Robust Statistics

consist of first filtering extreme outlying cells before applying a Generalized-S-estimator
in the second step.

Methods Based on Removing Outliers

Robust methods that flag outlying observations and fully remove them are, for example,
the Minimum Covariance Determinant (MCD) estimator developed by Rousseeuw
(1985) that selects a subset of non-outlying observations to minimize the determinant
of the corresponding sample covariance matrix. This is equivalent to choosing a subset
of observations to maximize their Gaussian likelihood (Raymaekers and Rousseeuw,
2023). TIts use is suggested for n > 5p. For high-dimensional data, the Minimum
Regularized Covariance Determinant (MRCD) estimator (Boudt et al., 2020) minimizes
the determinant of a regularized covariance matrix of a selected outlier-free subset.
Both provide rowwise robust location and covariance estimates.

Cellwise robust methods that remove outlying cells are for example cellHandler
(Raymaekers and Rousseeuw, 2021), which iterates between setting outlying cells to
missing and estimating the parameters in a missing value scenario, and cellMCD
(Raymaekers and Rousseeuw, 2023) which unifies the flagging of outliers and parameter
estimation in one objective function. A slightly different but successful algorithm is
the Detecting Deviating Data Cells (DDC) algorithm (Rousseeuw and Bossche, 2018),
which flags and further imputes outlying cells. However, it does not inherently provide
a location or covariance estimate.

1.1.3 Robustness for Complex Data

There are many robust methods for non-homogeneous data. Here, we focus on some
well-known examples for specific areas of research.

Spatial Data

Local outlier detection in spatial data as well as robust spatial estimation methods are
very diverse. A large literature body exists on geographically weighted methods that
are based on a moving-window and weighting approach and also include extensions
regarding outlier robustness. For example, Harris et al. (2013) use the MCD estimator
applied to spatially weighted observations to robustify the estimation of local covariance
matrices and detect local outliers. Other statistical methods detect spatial outliers on
the basis of high pairwise MD between two observations  and vy,

MDpair (@, y, B(x,y)) = \/(z — y)'S(z,y) " (z — y),

where 3 (&, y) is a spatially appropriate robust covariance matrix, whose estimation
is the main challenge. Here, often MCD or MRCD based estimates are chosen for
robustness (Filzmoser et al., 2013; Ernst and Haesbroeck, 2016).

Another more algorithmic approach is the local outlier factor (Breunig et al., 2000,
LOF), where the denseness of an observation in the multivariate space is compared to
the denseness of its k-nearest neighbors in the multivariate space. Here, local refers
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Figure 1.4: LOF for bivariate spatial data: Top left panel shows the multivariate
feature space and the standard LOF (area of grey area) compared to the
spatial LOF (area of black circle). The bottom right panel shows the
spatial locations. The panels on the off-diagonal show the relationships of
coordinates and features. One prominent local outlier is observation 51.

to the multivariate feature space. A spatial adaptation is provided by Schubert et al.
(2012) by comparing the denseness in the multivariate space to the nearest neighbors
in the coordinate space (see Figure 1.4).

Heterogeneous Data - Clustering

There is a large literature on clustering, where trimming approaches are used to
robustify clustering methods against rowwise outliers (Garcia-Escudero et al., 2010). A
robust version of the well-known k-means method is trimmed k-means (Cuesta-Albertos
et al., 1997). An extension of the MCD to clustering is introduced by Gallegos (2002);
Gallegos and Ritter (2005), which was extended to allow for more flexible covariance
shapes by Garcia-Escudero et al. (2008), a method known as TCLUST. For mixture
models, one approach is also to trim the likelihood (Markatou, 2000; Neykov et al.,
2007).

Regarding cellwise outliers, current approaches are sclust (Farcomeni, 2014a) for
Gaussian mixture models. Trimming-based methods are Farcomeni (2014b), who
introduces snipping, and the cellwise-trimming approach of Garcia-Escudero et al.
(2021). Recently, a cellwise robust Gaussian mixture model extension of the cellMCD
was introduced by Zaccaria et al. (2024).

Another direction is taken by Peel and McLachlan (2000) who address outliers
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1.1 Robust Statistics

by mixtures of heavy-tailed t-distributions. However, as shown in Hennig (2004),
heavy-tailed mixtures are not more robust against extreme outliers than Gaussian
mixtures.

1.1.4 Breakdown Point

One of the theoretical concepts to assess robustness of an estimator is the breakdown
point (BP). Maronna et al. (2006) characterize the rowwise breakdown point of an
estimator as the largest amount of contamination (proportion of atypical points) that
the data may contain such that the estimator still gives some information about the
real parameter, i.e., about the distribution of the “typical” points.

Formally, an estimator 6 taking values in a parameter space © should remain bounded
as well as bounded away from the boundaries of ©. In the multivariate setting this
implies that location estimates should remain bounded. A distinction is commonly
made between two types of breakdown points: the explosion BP, which occurs when the
largest eigenvalue becomes unbounded, and the implosion BP, which arises when the
smallest eigenvalue approaches zero, leading to singularity of the estimated covariance
matrix.

Moreover, one can distinguish between the asymptotic contamination BP, a concept
based on contaminated distributions, and the finite-sample contamination BP (Donoho
and Huber, 1983), which is defined for a finite sample of contaminated observation.
For the finite-sample BP, outliers can either be added to an uncontaminated sample
(addition BP) or a subset of uncontaminated observations is replaced by arbitrary
values (replacement BP). The rest of this section focuses on the finite-sample breakdown
point.

Rowwise Finite-Sample Breakdown Point

Given n fixed uncontaminated observations X,,, the addition BP of an estimator 0 is
defined as

§%(A, X,,) = min { . 4(X,UY,,) breaks down, Y, € RWP} ,

m-+n

where Y, denotes m arbitrary observations added to X,,. The replacement BP is
defined as

5;(&, X)) = min {% : é(X]zn) breaks down} ,
where X" denotes the contaminated copy of X,, with up to m observations replaced by
arbitrary values. Although both concepts depend on the matrix X,,, many statistical
methods have BPs that only depend on n. For methods with data-independent BP
and where the BPs have a certain (and common) expression, Zuo (2001) shows a direct
relation between addition and replacement BP.
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Cellwise Finite-Sample Breakdown Point

For the cellwise paradigm, the finite-sample replacement BP is defined as

€ (0, X™) = min {T : H(X™) breaks down} ,
n
where X" denotes the contaminated copy of X, where up to m cells per variable are
replaced by arbitrary values (Raymaekers and Rousseeuw, 2023). In their work it is
shown that the cellwise BP is always lower than the rowwise (replacement) BP,

550, XIm) > €(6, X7).

Finite-Sample Breakdown Point for Clustering

Regarding clustering, the above defined BPs, especially the replacement BP, are typ-
ically data dependent, i.e., dependent on X, and the underlying cluster structure.
Moreover, there is variability in the literature regarding the definition of breakdown
with respect to the number of affected estimates. According to Garcia-Escudero and
Gordaliza (1999) an estimator for clustering breaks down if one of the cluster estimates
breaks down, for Gallegos (2003) all estimates need to break down simultaneously.
Hennig (2004) propose the r-components parameter breakdown point in a univariate
mixture model setting and also accounts for the estimated mixture proportions. More-
over, he proposes the classification BP, which is applicable to more general clustering
methods without classical parameter estimation.

To reduce the issue of data dependency of the BP, Hennig (2004) propose a setting of
ideally well-clustered data, which was extended by Cuesta-Albertos et al. (2008) to the
multivariate setting. Basic assumptions are that clusters are infinitely far apart from
each other and from outliers. Further, outliers are infinitely far away from each other
and thus do not form clusters of their own (for more details see also Chapter 5). Other
approaches consist of a new notion of breakdown that are cluster dependent. Hennig
(2008) introduces the dissolution point as well as isolation robustness to capture the
stability of detected clusters for general clustering methods.

1.2 Algorithms

In the following sections, two algorithms utilized in Chapters 4 and 5 are described
in greater detail. Section 1.2.1 is based on the work of Boyd et al. (2011) on the
Alternating Direction Method of Multipliers (ADMM), while Section 1.2.2 builds on
the comprehensive descriptions of the Expectation-Maximization (EM) algorithm by
McLachlan and Krishnan (2008).

1.2.1 Alternating Direction Method of Multipliers

The Alternating Direction Method of Multipliers (ADMM) is an optimization algorithm
and is based on the Dual Ascent method and the Method of Multipliers.

10
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The Dual Ascent methods is applied to a constrained convex optimization problem
(primal problem) of the form

min f (x)

subject to Ax = b,

with & € RP, A € R7*P b € R? and f convex with values in R. The corresponding
dual problem involves maximizing the dual function

9(y) = nf L(z,y)

with respect to y, where the Lagragian is defined as L(x,y) = f(x) + v/ (Az — y).
Assuming strong duality and a unique minimizer, the optimal solutions to the primal
and dual problem can be recovered from each other. The Dual Ascent method then
uses gradient ascent to solve the dual problem assuming that the dual function g is
differentiable.

The Method of Multipliers modifies the standard Lagrangian by introducing a
quadratic penalty term, resulting in the augmented Lagrangian

Ly(2,y) = f(2) + y'(Az —y) + L] Az — g2

with penalty parameter p > 0. This formulation is equivalent to the original constrained
problem. Then, dual ascent is applied to solve the dual problem. Applying Dual Ascent
to the augmented Lagrangian results in improved convergence properties: the dual
function is differentiable under less restrictive conditions, and convergence is guaranteed
even if the primal problem is not strictly convex or does not always have finite values.
Optimality conditions that need to be met for an optimum a*, y* are primal feasibility,
Ax* — b =0, and dual feasibility, V f(x*) + A'y* = 0.
The standard optimization problem for the ADMM is formalized as

min f(x) +g(2) (1.1)

x,z

subject to Ax + Bz = ¢,

with x e RP,z e R1,, A e R"™*P. B € R"™? ¢ € R" and f and g convex. The ADMM
then minimizes the augmented Lagrangian function L,

Ly(.2,y) = f(x) + 9(2) + ¥ (Az + Bz — ¢) + £ || Az + Bz — cll5

from the Method of Multipliers iteratively (see also Figure 1.5),

k+1

T = argmian(w,zk,yk),
x

k+1 k+1

2" = argmin Ly(x Lz, yb),
z

Yo = yF 1 p(Aht 4 B2 ).

11
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Figure 1.5: Visualization of the ADMM iteration structure for different problem set-
tings.

Theoretical results regarding convergence exist when f and g fulfill certain convexity
assumptions and if the Lagrangian has a saddle point. Optimality conditions from the
Method of Multipliers can be transferred similarly and the algorithm can be stopped,
if primal and dual feasibility conditions are fulfilled. For non-convex problems there is
no guarantee for convergence of any kind.

There are numerous extensions of ADMM, ranging from algorithmic enhancements
to theoretical considerations. On the algorithmic side, improvements include variations
in the penalty parameter p during iterations, inexact minimization steps for x and
z, and alternative update orders — all aimed at accelerating convergence. Beyond
these, more structural considerations involve different decompositions of the problem
or reformulations that are equivalent to the original formulation but allow for an
application of ADMM.

A particularly useful case arises when the objective function f is additively separable
for a partition of & = (x1,...,xN)

f@) = flx) +...+ f(xn). (1.2)

Together with the separability of the quadratic term ||Az||3 corresponding to such
partition, the ADMM can be leveraged, as the minimization steps can be carried out
in parallel (see also Figure 1.5).

12
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1.2.2 Expectation-Maximization Algorithm

The Expectation-Maximization (EM) algorithm (Dempster et al., 1977) is a widely
known technique in statistics for maximizing likelihood functions, particularly in
situations where some data is unobserved. Common examples include datasets with
missing values or truncated observations. Less obvious examples are mixture models,
where each observation is assumed to originate from one of several distributions, but
the specific origin is unknown.

In such settings, the likelihood function for the observed (incomplete) data is typically
complex and difficult to optimize directly. In contrast, the complete-data likelihood —
which includes the unobserved or latent variables — is often more tractable. The EM
algorithm addresses this by iteratively alternating between two steps:

e The Expectation step (E-step) estimates the missing or latent data given the
current parameter estimates.

e The Maximization step (M-step) then maximizes the expected complete-data
log-likelihood obtained in the E-step.

An important extension of the EM algorithm is the Generalized EM (GEM) algorithm,
which relaxes the requirement of fully maximizing the complete-data likelihood in
the M-step. Instead, it only requires that the new parameter estimate increases the
likelihood compared to the previous estimate.

Applications of the EM algorithm in the context of mixture models include Gaussian
mixture models with missing data in the component distributions (Eirola et al., 2014),
as well as more general settings involving elliptical distributions (Mouret et al., 2023).

1.3 Compositional Data

The following introductory summary to Compositional Data Analysis (CoDA) is based
on the work of Filzmoser et al. (2018).

The concept of compositional data was introduced by Aitchison (1982). Composi-
tional data are characterized by their relative nature: the essential information lies not
in the absolute magnitudes of the components but in their proportions relative to each
other. This inherently implies scale invariance, meaning that multiplying all compo-
nents by a constant does not change the compositional information. Typical forms of
compositional data include percentages, proportions, and concentration measurements
such as parts per million (ppm) or milligrams per kilogram (mg/kg).

As a consequence, compositional data can always be represented with the constraint
of a constant sum. For instance, in a composition expressed in percentages, the sum
of all components must equal 100%; in the context of material composition, the total
mass of subcomponents cannot exceed the overall sample mass (e.g., 1 kg). As a result,
the data reside in a simplex, a constrained sample space, rather than in unconstrained
Euclidean space. This violates assumptions commonly made in standard statistical
methods, which often implicitly or explicitly rely on the standard Euclidean geometry.

13
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1.3.1 Aitchison Geometry and the Simplex

The D-part simplex is the sample space of compositional data and is defined as

p
SD:{.’13:(.’El,...,I‘D)/ERD:1‘i>ojzxi:/{,}‘

i=1

Due to scale invariance, k can be replaced by 1. The geometry that equips the simplex
to be a vector space is not Euclidean but the so-called Aitchison geometry. The
perturbation and the powering operations are defined as

x®y = (r191,...,2pYD)’ acx=(zf,...,2%),

respectively. The inner product is defined as

yz
(x,y)a 2DZZI 1

=1 j=1

and together with the Aitchison geometry an Euclidean linear vector space struc-
ture with dimension D — 1 is obtained. Working within this vector space ensures
compositional coherence.

1.3.2 Transformations

Many methods are developed in the standard Euclidean space. Thus, it would be
convenient to transform the data from the Aitchison space to the Euclidean space and
then applying the statistical methods at hand to the new coordinates. This is possible
with some of the transformations described below, however, obstacles regarding the
interpretation of results occur. Three often used transformations based on log-ratios
are described in the remainder of Section 1.3 and visualized in Figure 1.6.

Additive Log-Ratio Coordinates (alr) The first transformation is additive log-ratios
with respect to one variable 7,

!
alrj(w) = <lnx1,...,lnx]_l’lnx]—kl,“"]nx[)) .
x

L J L Ly
Additive log-ratio coordinates are compatible with powering and perturbation,
alrj(x @ y) = alrj(x) + alr;(y), alrj(c ® x) = o - alrj(x).

One disadvantage of the alr-transformation is the dependence on j, which can be
chosen arbitrarily. Moreover, the non-orthogonality of the resulting coordinate system
implies that the Aitchison inner product is not the Euclidean inner product applied to
the transformed values and thus, the transformation is not isometric.

14
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CIr3

re

Alr 2

(a) Values and 95% tolerance ellipse trans-
formed from ilr to clr-coefficients.
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(b) Values transformed to alr-coordinates.
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(c) Values and 95% tolerance ellipse trans-
formed from ilr to the simplex.
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(d) Normally distributed ilr-coordinates
with 95%-tolerance ellipse.

Figure 1.6: Different transformation spaces: On the bottom left panel the simplex and
in the bottom right panel ilr-transformed values. On the upper left panel
clr-coefficients are shown and on the upper right panel alr-coordinates with
Var 1 as basis. The tolerance ellipse is based on the covariance and mean
used to construct normally distributed ilr-coordinates.
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Centered Log-Ratio Coefficients (clr) Here, each compositional element of the
simplex is geometrically centered,

/

— |1 1 1 D
=|In - ,...In - .
\/ [Ti=1 2k Y, [Ti=1 2k

Advantages are that there is no need for the subjective choice of a denominator and
the clr-transformation is compatible with powering and perturbation as well as the

clr(x)

inner product,

(z,y)a = (clr(z), clr(y)).

Thus, the clr-transformation is isometric implying that distance-based statistical
methods can easily be applied to clr-transformed data. However, the entries sum up to
zero and thus, the coefficients are based on a linearly dependent generating system
with D vectors. On the one hand, this is problematic for univariate methods and
interpretations since the coefficients cannot be considered separately. On the other,
many multivariate methods rely on the inversion of covariance matrices, that end up
being singular.

Isometric Log-Ratio Coordinates (ilr) The idea is to form an orthonormal basis in
the space spanned by the clr-coefficients. Only D — 1 vectors are necessary for a basis.
There are infinitely many options to choose such a basis — one particular constructive
basis is called pivot coordinates. Compatibility with powering and perturbation and
isometry hold for all ilr-coordinates, however interpretation of ilr-coordinates with
respect to certain original compositional parts is difficult or not feasible.

1.4 Overview

Chapter 2 is based on the article Puchhammer, P. and Filzmoser, P. (2024). Spatially
smoothed robust covariance estimation for local outlier detection. Journal of Computa-
tional and Graphical Statistics, 33(3):928-940. It presents a rowwise robust covariance
estimator for spatially grouped data, developed along the lines of the MRCD framework,
and applied to local outlier detection. P. Puchhammer conceived the idea and method-
ology, derived the theoretical results, and implemented the algorithm in R R Core
Team (2024) and C++, made available via the CRAN package ssMRCD (Puchhammer
and Filzmoser, 2023). She further evaluated the method through simulation studies
and a data example, and contributed to the writing and editing of the manuscript.
Chapter 3 applies the local outlier detection method developed in Puchhammer
and Filzmoser (2024) to geochemical data in the context of mineral exploration. The
suitability of local outlier detection methods for data of varying quality and scale
is discussed. This chapter is based on Puchhammer, P., Kalubowila, C., Braus, L.,
Pospiech, S., Sarala, P., and Filzmoser, P. (2024a). A performance study of local
outlier detection methods for mineral exploration with geochemical compositional
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data. Journal of Geochemical Exploration, 258:107392. P. Puchhammer participated in
conceptual discussions, co-developed the study design, extended the data analysis and
results initially carried out by L. Braus, and contributed to the writing and editing of
the manuscript.

Chapter 4 presents work based on Puchhammer, P.;, Wilms, 1., and Filzmoser, P.
(2024b). Sparse outlier-robust PCA for multi-source data. arXiv preprint arXiv:2407.16299.
It focuses on sparse PCA methods for multi-group data. The development emphasizes
joint sparsity patterns and covariance estimation, offering improved interpretability and
insight into global and local patterns. P. Puchhammer contributed to the conceptual
development in collaboration with her co-authors, implemented the algorithm in R,
and tested the methodology through simulation studies and real data examples. She
also contributed to the writing and editing of the manuscript.

Chapter 5 is based on the work Puchhammer, P., Wilms, I., and Filzmoser, P. (2025).
A smooth multi-group Gaussian Mixture Model for cellwise robust covariance estimation.
arXiw preprint arXiw:2504.02547. It introduces a cellwise robust Gaussian mixture
model (GMM) for multi-group data, in which theoretical concepts are formalized
and breakdown points are proven. The method also enables exploration of transition
dynamics between groups by adapting the flexibility of the grouping structure. P.
Puchhammer developed the methodology within the GMM framework, extended robust
clustering theory to the multi-group context, implemented the method in R, conducted
simulation studies, and contributed to the manuscript’s writing and editing.

Chapter 7 concludes the thesis by summarizing the main findings and providing an
outlook on future research directions.
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2 Spatially Smoothed Robust
Covariance Estimation for Local
Outlier Detection

This chapter was published as Puchhammer, P. and Filzmoser, P. (2024). Spatially

smoothed robust covariance estimation for local outlier detection. Journal of Compu-
tational and Graphical Statistics, 33(3):928-940. DOI: 10.1080/10618600.2023.2277875.

2.1 Introduction

The identification of multivariate outliers is probably one of the most important tasks
in multivariate data analysis. A need to find outliers in order to make further analyses
more reliable, or the direct interest in the outliers themselves motivate the numerous
approaches available for multivariate outlier detection. The identified outliers are
supposed to deviate to a certain extent from the main trend or structure of the data
majority, and thus they are also called “global outliers” (Filzmoser et al., 2013). In
contrast, the term “local outliers” refers to a setting where additional information
regarding some kind of neighborhood is available, for example provided by spatial
coordinates of the observations. Then, local outliers are observations which clearly
differ from the multivariate measurements of their spatial neighbors indicating local
anomalies that spark interest and make further analysis essential. Nevertheless, the
values themselves might still be in an ordinary range of the data set, and thus the
observation would not be outlying in a global sense.

Existing statistical approaches for multivariate local outlier detection are often based
on a distance measure and neighborhood structure. A neighborhood a is defined as
a subset of the set of observation indexes, say {1,...,n}. A p-variate observation
xi, for i € {1,...,n}, is defined to be in neighborhood a if and only if ¢ € a. The
decision if some observation « is in a neighborhood is typically based on its spatial
coordinates s(x). One way to construct the spatial neighborhood is to take a spatial
k-nearest-neighborhood of each point @, where k£ € N. For a fixed «, the spatial
distance to another point y is defined as the Euclidean distance

1/2
da(y) = s(z) — s()| = [(s(z) — s()) (s(z) — s(w))] /"
A spatial neighborhood a(x) can then be defined as the set of the k£ many spatial
nearest observations,

ag(x) ={z; : do(®;) < depp}, (2.1)
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2 Spatially Smoothed Robust Covariance Estimation for Local Outlier Detection

where dg(1) < dg) < ... < dygr) < dg(n) are the sorted distances to all observations
x;,7=1,...,n. Regarding local outlier detection, a distance measure often used to
evaluate outlyingness is the pairwise Mahalanobis distance (MD). For a neighborhood
a with covariance ¥, and an observation x; in neighborhood a, the pairwise MD is
defined as

MDs, (z;, z;) = [(xi — x;)' S, ' (z; — xj)]1/2 for all j € a.

In general, the MD describes the distance between two observations, where the Euclidean
distance in the feature space is adapted according to local distribution properties.

The estimation method used to determine X, for all neighborhoods is key to good and
reliable results. It is essential that outlying observations themselves are not affecting
the estimation, since this could possibly mask outliers, leaving them undetected. Thus,
a robust covariance estimation on the neighborhood level is necessary. One of the
most widely used robust estimators for the covariance is the Minimum Covariance
Determinant (MCD) estimator (Rousseeuw, 1984, 1985), where one has to identify the
h sub-sample of observations (where h is fixed e.g. to half of the observations) that
minimize the determinant of its sample covariance. The MCD covariance estimator
is then given by the sample covariance of the h subset, multiplied by a consistency
factor (Croux and Haesbroeck, 1999). For its computation, the fastMCD algorithm
developed by Rousseecuw and Driessen (1999) introduces an iterative concentration step,
so-called C-step, that guarantees a decrease of the objective function until convergence
to a (local) minimum, making the MCD estimator faster and even more popular. The
global minimum is then approximated by iterating for a number of random starting
values and choosing the smallest local minimum. By selecting a small number of good
deterministic starting values for the fastMCD, the detMCD algorithm from Hubert
et al. (2012) improves run-time even more. In spite of these excellent features of the
MCD estimator, as well as affine equivariance and high robustness, one drawback
is that the concept is not applicable in case of singularity of the sample covariance
matrix of the h subset, which can easily occur. As for many methods, regularity of the
estimated covariance is also needed to compute Mahalanobis distances. Especially in a
setting where we are restricted to local neighborhoods consisting of a possibly small
subset of observations, we might have a situation where regularity cannot be achieved
and thus an inversion of the local covariance matrix is not possible. One solution is
to base the local estimation on regularized robust covariance estimators, such as the
recently developed Minimum Regularized Covariance Determinant (MRCD) estimator
from Boudt et al. (2020) (or also on the Fritsch estimator, Fritsch et al. (2012)). One
of the many attractive properties of the MRCD is that a slightly adapted fastMCD
algorithm based on C-steps is also applicable.

Existing methods for local outlier detection have different ways to define the covari-
ance matrix in order to ensure regularity. The method of Filzmoser et al. (2013) is
dealing with regularity issues by using the MCD estimator calculated on the whole
data set, i.e., 3, = X, thus imposing a global covariance structure. They have shown

that for i.i.d. Gaussian random vectors x1,..., T, with mean g and covariance matrix
33, the conditional distribution of the pairwise squared MDsx;(x;, x;), for j =1,...,n,
20
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given x;, is a non-central chi-square distribution with p degrees of freedom and non-
centrality parameter MD% (z;, ). Instead of a fixed cut-off value for the pairwise MD,
different sophisticated visual approaches are used. By plotting a degree of isolation
based on the pairwise MD and quantiles of the non-central chi-square distribution,
suspicious and highly isolated observations can be discovered and analyzed in more
detail. Quite contrary to Filzmoser et al. (2013), the method of Ernst and Haesbroeck
(2016) uses a very local covariance estimation by taking individual k-nearest-neighbor
(kNN) neighborhoods for each point separately into account. To tackle the regularity
issues, they use a regularized covariance estimation (originally the estimator from
Fritsch et al. (2012), for the MRCD see also the adaptation made in Bellino et al.
(2019)) for each individual kNN neighborhood. Additionally, they introduce the concept
of the “next distance”, which is also MD based, and use the upper fence of the adjusted
boxplot of Hubert and Vandervieren (2008) of all next distances as a non-parametric
cut-off value for detecting outliers.

Since it is not necessary to use a MD concept to find local outliers, a short detour
to machine learning techniques might be interesting. One of the most prominent
approaches for detecting multivariate local outliers in machine learning is the local
outlier factor (LOF) developed by Breunig et al. (2000). Initially, locality refers to
multivariate values and Euclidean distances in the feature space but this method can
also be canonically adapted to spatial local outlier detection. In Schubert et al. (2012)
this adaptation and further LOF-based approaches are discussed. Interestingly, also
LOF and its variants are based on a concept of distance and neighborhoods.

The existing methods have shortcomings in various ways that have not yet been
properly addressed. The rather global nature of the method of Filzmoser et al.
(2013) leads to a reliable and robust estimation of the covariance. Nevertheless, it is
somewhat questionable if the estimated covariance is applicable and representative
for the covariance structure on the local level. Trying to solve this issue of missing
locality in the estimation, Ernst and Haesbroeck (2016) resort to a very local approach
by recalculating the covariance matrix for each observation separately. Although more
locality is achieved, the method is not taking into account that covariance matrices are
not likely to change abruptly from one neighborhood to a next one. Also, the number
of estimated parameters is extremely high and based on rather few observations, even
if the local covariance structure is abruptly changing. A more global estimation of
the local covariance matrices might be more stable and reliable and might also avoid
repetitive calculations. It seems that until now there are only two extremes regarding
locality of the covariance estimation available.

We bridge the gap between the fully global and the fully local approach by providing
a covariance estimator based on the MRCD that addresses the missing locality on the
one hand and the missing spatial smoothness on the other. By providing the possibility
to set the amount of spatial smoothing and the size of the neighborhoods we get a
generalization of the two detection methods, with the goal that good outlier detection
properties based on the new local covariance estimations are achieved. Moreover, the
covariance estimate can be seen as a generalization of the MRCD when the data set
has additional sub-structures.

The paper is organized as follows. In Section 2 we introduce the new covariance
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2 Spatially Smoothed Robust Covariance Estimation for Local Outlier Detection

estimator, derive its properties as well as properties of the original MRCD and establish
the methodology to detect local outliers. An algorithm and the derivation of a
generalized C-step are discussed in Section 3. Section 4 provides simulation results
regarding run time, convergence and outlier detection, while in Section 5, a real data
set is analyzed using the newly developed local outlier detection method. Finally, the
main results are presented and summarized in the conclusions.

2.2 Methodology

2.2.1 Spatially Smoothed MRCD Estimators

Assume that the p-dimensional observations &; = (xj1,...,x;p), for i =1,...,n, are
arranged as rows in the n X p matrix X with n > 2p. Furthermore, each observation
has spatial information available, e.g. spatial coordinates, and is assigned to one of N
many neighborhoods, defined by the index sets ay,...,ay of size ny,...,ny.

The goal of the proposed method is to obtain local covariance estimates for each
neighborhood that are suitable for calculating the pairwise MDs and to some extent
smooth among nearby neighborhoods. Since the MCD estimator requires at least
n > 2p to provide a regular covariance matrix, which is a severe limitation especially
for small neighborhoods, we focus on its regularized extension, the MRCD estimator.
Instead of minimizing the determinant of the sample covariance matrix as in the MCD
case, the minimization objective is the determinant of a convex combination of the
sample covariance and a symmetric and positive definite matrix, the so-called target
matrix T'. Boudt et al. (2020) suggest a data-driven approach based on the condition
number of the covariance matrix to set the degree of regularization p which is used
in the convex combination. Regarding the target matrix T, it is sensible to choose a
robust and regular covariance, e.g. a diagonal matrix based on univariate robust scale
estimates.

In the following, we adapt the idea of the MRCD estimator to our setting of local
and smooth covariance estimation. Let H = (Hy,..., Hy) be subsets of the index sets
ay,...,ay defining the neighborhoods. The size of each subset H; is h; = |H;| = [an;],
for i = 1,..., N, where « is selected in the interval [0.5,1], and [-] is the ceiling
function, rounding up to the next integer. A smaller value of o will result in more
robustness against outliers, and it would also be possible to adjust this value to each
neighborhood individually. The observations of subset H; are written as matrix Xy,
with dimensionality h; x p. Let the neighborhood specific MRCD-based covariance
matrix K;(#H), for i =1,..., N, be defined as

K;(H) =piT+ (1 — pi)caCov(XHg,), (2.2)

with Cov(Y") being the sample covariance matrix of Y, and ¢, a consistency factor for
the proportion « (see Croux and Haesbroeck, 1999). The regularization parameter p;
is set individually for each neighborhood, and it could also be chosen as zero if the
estimated covariance matrix is already invertible. Finally, since we want to smooth the
covariance matrices, it seems counter intuitive to choose neighborhood specific target
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matrices, which would also require more parameter estimations. Therefore, we assume
a global target matrix T', taken as a robust and regular covariance matrix estimated
based on the full data set X. Since we assume n > 2p we propose to use the MCD
estimator for X as target matrix.

We want to find the combination of subsets in H that minimizes the objective
function

N N
FH) =D det | (1= NEKi(H) + A > wiK;(H) ] . (2.3)
=1 Jj=1,7%#1

The tuning parameter A € [0, 1] is used to balance the influence of an individual local
neighborhood and the remaining neighborhoods in the covariance estimations. In case
of A = 0, there is no spatial influence at all which is equivalent to the estimation
of the MRCD for each neighborhood separately while using a global target matrix.
For the other extreme A\ = 1, the covariance matrix in a specific neighborhood is an
average over the surrounding covariance estimates without adding local information
from the neighborhood itself. Moreover, it is possible to interpret the second part in
the determinant as a penalization term. Due to the minimization of the determinant,
observations from a; that match well with the main trend of observations in neigh-
borhoods with positive weights w;; are more likely to be in the optimal H-set if A is
increased. The weights w;; are supposed to be non-negative, and we set w;; = 0. The
elements of the weight vector w; = (wj1,...,w;n)" indicate the relative influence that
the estimated covariances of other neighborhoods have on the covariance estimation of
the i-th neighborhood. Also, each weight vector has to sum up to one, Z;V:1 wij =1
for all i = 1,...,N. All these weights need to be pre-specified, for example based
on inverse geographical distances, and are collected as rows in the weighting matrix
W ¢ RVXN,

Note that for the objective function (2.3) a global minimum H* = (H;);—1, . n exists
since its domain consists of a finite number of subset combinations. For this global
minimum, the estimated covariance matrix for each neighborhood a; is

N
Sssai =1 - NE;(H)+X Y wiK;(HY), (2.4)
J=1j#

and the location estimate figsar,; is the sample mean of the selected observations
X . We call these estimators the spatially smoothed MRCD (ssMRCD) location and
covariance estimators.

Although the neighborhood structure and the value of A will often depend on the data
at hand, there are some sensible and natural choices for W. If we have a neighborhood
structure that has no further meaning and might just be used to divide the spatial
space into subsets, an inverse-distance based weight matrix, also used in Sections 2.4
and 2.5, might be a good choice. Other possibilities include binary matrices with ones
if neighborhoods share a border and zero otherwise, with rows scaled appropriately.
Moreover, the regularity parameters can be set by default. For a neighborhood a; we
suggest to set the regularization parameter p; as the data driven value that is proposed
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2 Spatially Smoothed Robust Covariance Estimation for Local Outlier Detection

by the MRCD algorithm in Boudt et al. (2020), when interpreting the neighborhood
as its own data set.

2.2.2 Theoretical Properties

In the following we will show that the spatially smoothed MRCD estimators proposed
here are — in contrast to the original MRCD estimator — affine equivariant, and we
derive its breakdown point. For a data set X € R™ P a location and covariance
estimator are called affine equivariant for all neighborhoods if for any non-singular
matrix A € RP*P_any vector b € R, and all i = 1,2,..., N, it holds that

ﬂ55M7i(XA/ + 1nb/) = [TLSSMJ'(X)A/ —+ b/, (2.5)
Dosni( XA +1,b") = ASgguri(X)A'.

Theorem 2.2.2.1 (Affine equivariance). Let T' be any robust, regular and affine
equivariant estimate of the covariance for the data set X, here denoted as T'(X). Then,
the spatially smoothed MRCD estimators of location and covariance with target matrix
T(X) are affine equivariant.

Proof. The proof is given in the appendix. O

The assumptions of Theorem 2.2.2.1 for T'(X) can be fulfilled by the MCD applied
to the full data set X for n > 2p. Nevertheless, any robust estimator satisfying the
assumptions can be used, e.g. S-estimators (Rousseeuw and Leroy, 1987). Note that
for local outlier detection tasks we typically have enough observations globally to get
regularity with standard robust estimators. As a remedy if regularity is not achievable,
the MRCD (or e.g. the OGK estimator of Maronna and Zamar (2002)) can be used.
Assuming that the target matrix can be estimated in a robust, regular and affine
equivariant way representing a covariance, the MRCD would also be affine equivariant.
However, this might question the usefulness of the MRCD since we already have a
robust, regular and affine equivariant covariance estimator available, namely T'(X).
Therefore, in typical application scenarios, the ssMRCD is affine equivariant whereas
the original MRCD is not. Anyhow, in the case of global high-dimensionality, i.e.
n < p+ 1, affine equivariance can only be achieved by the non-robust sample mean
and covariance (Tyler, 2010). Neither the MRCD nor the ssMRCD can then be affine
equivariant.

Another important property of robust estimators is the finite sample breakdown
point, which is defined as the minimal fraction of points that need to be exchanged
in order to make the estimators useless. Before considering the spatially smoothed
MRCD we have to derive the breakdown point of the original MRCD without prior
scaling of the observations, from now on called raw MRCD. The breakdown point of a
location estimator fi, is formally defined as

X [ A~ 1 . ~ ~
€ (ftn; Xn) = n min{m : sup ||lfln(Xn,m) — [ (Xy)|| = oo},
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where X, ,, is the data matrix X, with m-many observations exchanged with arbitrary
values (Maronna et al., 2006).
For the covariance estimate X, the finite sample breakdown point is defined as

(B Xy) = %min{m : sup max| I\ (20 (Xnm))) — In(Nj(Zn(X0)))| = +00},

with A\;(X),...,A,(X) denoting the eigenvalues of a matrix ¥ in decreasing order.
Since the eigenvalues are sorted, we only have to consider the biggest eigenvalue
A1 (2, (X)) which might explode when exchanging observations with arbitrary
values (explosion breakdown point) and the smallest eigenvalue A (3, (X)) which
might become zero (implosion breakdown point) and thus implies singularity (Maronna

et al., 2006).

Theorem 2.2.2.2. Consider the raw MRCD estimator with fived p > 0, reqular and
fired T = QAQ' and the data matriz X,,. Then, the following statements hold:

a. The MRCD location estimator fi, has the finite sample breakdown point min(h, n—
h+1)/n.

b. The MRCD covariance estimator 3, has the finite sample explosion breakdown
point (n —h +1)/n.

¢. The MRCD covariance estimator £, has the finite sample implosion breakdown
point 1.

Proof. The proof is given in the appendix. O

Regarding the finite sample breakdown point of location and covariance estimators
with multiple estimators let us define the finite sample breakdown point €, as the
minimal fraction of points of the same arbitrary neighborhood that need to be exchanged
in order to make at least one of the estimators useless. For the location estimators
fssmnis @ =1,..., N, the formal definition is

. . 1 . . ; .
en((fssani)iy s Xn) = min - min{m : sup || 55110, ( X, m) = Bssarni(Xa)l| = +oo},

i=1,..., i

where Xf%m is the matrix X,, with m-many observations of neighborhood a; exchanged
with arbitrary values.

For the breakdown points of the ssMRCD estimator, we restrict the values of the
parameters W and A to exclude the following special case. In general it is possible that
all entries of one column of the weight matrix are zero for (at least) one neighborhood
a; (wij =0 forall j =1,...,N) meaning that neighborhood a; does not contribute to
spatial smoothing for any other neighborhood. If additionally A = 1, the observations
and the MRCD-based covariance matrix of neighborhood a; (see Equation (2.2)) do also
not contribute to the estimation of the ssMRCD-covariance estimate of neighborhood
a; itself. Thus, the values of the observations in neighborhood a; do not affect the
estimation in any way implying that it is not sensible to include this neighborhood in
the calculation of the breakdown point. Therefore, in the following theorems of this
section we assume that there is at least one non-zero entry per column of W if A = 1.
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Theorem 2.2.2.3. The location estimators (/:’/SSM,n,i)i\;l of the spatially smoothed
MRCD have the finite sample breakdown point

e ((ssani) Y, Xp) = Z:I}HHN min(n; — h; + 1, h;)/n;.

Proof. The proof is given in the appendix. O

For the covariance estimates ﬁ)gs Mn,i, ¢ = 1,..., N, the finite sample breakdown
point is defined accordingly,

e N
€n <<ESSM,n,i) i Xn) =

A S . : .
oin e mingm : sup max [ (A (Zssarni(Xn,m))) — (A (Zssani(Xn)))| = +oo}.

Again, we can differentiate between explosion and implosion breakdown point.

Theorem 2.2.2.4. Given a fized and reqular target matriz T, the finite sample

mmplosion breakdown point of the spatially smoothed MRCD covariance estimators
N

(255M,n7i> . is equal to

=
e N
Gn(<ESSM,n,i> . ; Xn) =1

1=
The finite sample explosion breakdown point is

N

&n(Bssatni) _ 1Xa) = min (n;—hi+1)/n,.

Proof. The proof is given in the appendix. O

Note that for all the breakdown properties of the original and the spatially smoothed
MRCD, the target matrix T is assumed to be regular and fixed. In applications the
target matrix would be some covariance estimator T'(X) with its own breakdown point.
Then, the explosion breakdown point of the ssMRCD with estimated target matrix is
the minimum of the two breakdown points, and the implosion breakdown point is 1
(see online appendix, after proof of Theorem 2.2.2.4).

2.2.3 Local Outlier Detection

The final step for detecting outliers is to decide how the spatially smoothed covariances
available for neighborhoods a;, i =1, ..., N, will be linked to the pairwise MD.

The method is based on Ernst and Haesbroeck (2016). In order to compare each
observation @ with its local neighbors we need a second neighborhood structure that
provides spatially close neighbors in contrast to the structural neighborhoods a; that
are used for the smoothed covariance estimation. Thus, we select some k € N and
calculate the spatial k nearest neighbors, by(x), see also Definition (2.1), where a
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typical value might be £ = 10. However, when applying the method, the spatial
structure of the data set should also be considered.
For each observation x € a;, the next distance is defined as

Y

. INv—1 1/2
d(z) = MMy ey (a) [(fﬂ ) ESSM,i(x - y)]

which is the minimum of all pairwise MDs based on the covariance matrix 2551\“
with all observations in the spatial & nearest neighborhood by (x). The neighborhood
b (x) is not necessarily a subset of a;. However, due to the spatial smoothing of the
covariance matrices and the spatial correlation of regular observations, an observation
y spatially close to & should be similar enough to not be classified as outlier even if the
covariance matrix of another but close neighborhood a; is used. In the case of a strong
difference between  and y, the observation y would still be classified as outlying.

The next distance d(x) is used as a measure of outlyingness. If the next distance is
high, none of the observations in the spatial k£ nearest neighborhood is similar to the
observation @, which means that & would be flagged as a local outlier. As a notion what
values for the next distance are considered as high, a non-parametric cut-off value can
be used based on the upper fence of the adjusted boxplot (Hubert and Vandervieren,
2008) using all next distances from all neighborhoods a;, i = 1,..., N. Observations
above the cut-off value are considered to be local outliers.

Possible further extensions like the restriction to homogeneous neighborhoods as
suggested in Ernst and Haesbroeck (2016) are not included but are interest of future
research.

2.3 Algorithm and C-Step

For computing the spatially smoothed MRCD location and covariance estimators we
need to minimize the objective function (2.3). However, since the number of possible
combinations of subsets is comparable with the MCD or the MRCD, it is in general not
feasible to just calculate the value of the objective function for all these combinations
and select the best one. Instead, the strategy of C-steps (concentration steps) introduced
for the MCD estimator by Rousseeuw and Driessen (1999) will be adapted to this
problem setting. Given an index set Hj corresponding to h observations of the data
matrix X, the C-step chooses the subsequent subset Hy where the h observations
with the smallest Mahalanobis distances, based on the arithmetic mean and sample
covariance matrix of the observations from Hi, are taken. Rousseeuw and Driessen
(1999) have shown that this procedure converges to a local minimum. The C-step idea
has also been extended for the MRCD (Boudt et al., 2020), and we will now adapt the
generalized C-step to our setting.

Theorem 2.3.0.1. For each j = 1,...,N, let p; € (0,1) and HJQ be any starting
subset of a; of respective size hy € (nj/2,n;). Let o be the corresponding fraction
of the observations used, aj = h;/nj. Let HY = (HY,..., HY) be the combination of
the subsets and A € [0,1) fized. The target matriz T(X) is assumed to be positive
definite, symmetric and fived, and K;(H°) is defined as in Equation (2.2) with T =
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T(X). Calculate the sample mean for each neighborhood a;,j =1,...,N, based on
the respective subset, mj(H") = 171] > ke HO Th-

Fiz neighborhood a;. For x € a;, let the MD-based measure with the subset given by
HO be defined as

-1

N
d(@; 1) = (x —my(H)) | (1= NE(H) + A Y wyK;(HO)|  (z— mi(HO)).
j=Lii

For a new subset H} of a; of size h; with

Z d(xp; 1Y) < Z d(zy; HY),

keH} keH?

denote H = (HY, ... H},...,HY) (note that K;(H) = K;j(H°) for j #i). Then,

N N
det ((1 ILANIEDSY winj(ﬁ)> < det ((1 SILAGAEPSY winj(H°)>
=1 =1,
i i
with equality if and only if Ki(H) = K;(H®) and m;(H) = m;(H°).

Proof. The proof is given in the appendix. O

The C-step theorem states that the objective function will decrease with every step
as long as the other covariance estimators stay fixed. In the implemented algorithm
described below, this will in general not be the case. However, the theorem and its
proof should be sufficient to motivate and provide a reason for the algorithm proposed
in the following.

The algorithm makes use of the C-step to solve the minimization problem based on
Boudt et al. (2020). Suppose that we can estimate the target matrix T'= T'(X) by
the affine equivariant MCD estimator, then we also obtain affine equivariance for the
spatially smoothed MRCD. Thus, we can ignore the scaling step in Boudt et al. (2020)
and reduce the number of parameter estimations. Using an eigen-decomposition of
T = QAQ’, with Q containing the eigenvectors as columns, and A being the diagonal
matrix of positive eigenvalues, we transform the observations,

zi=A?Q';, (2.6)

for i =1,...,n. Thus, in the next steps we can use Z = (21, ..., 2,)" as data matrix
and T = I, as target matrix, which numerically simplifies the data-driven selection
procedure for p; .

In order to start the iteration process by making use of the C-steps, we need starting
values, which should be robust and regular covariance estimates for each neighborhood.
As proposed for the original MRCD estimator, we will also use the deterministic MCD
algorithm of Hubert et al. (2012) for each neighborhood separately. This approach
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2.3 Algorithm and C-Step

results in six estimates for location and scatter for each neighborhood, which show
especially good convergence properties. Furthermore, for each neighborhood a;, the
value of p; is calculated using the data-driven selection procedure based on a maximal
condition number according to steps 3.2 to 3.4 from Boudt et al. (2020). The set of
six deterministic starting values for each neighborhood is restricted to those with a
sufficiently small condition number (for more details see step 3.5. in Boudt et al.,
2020).

One new issue that arises is the number of possible combinations of initial subsets:
for N neighborhoods we end up with up to 6/ subset combinations as possible starting
values. Since a high number of starting values might not be essential for a good
approximation, we will consider an upper limit of 6N starting values in the following,
and they will be selected at random out of the possible combinations that are left after
the p-selection step. While accuracy can be increased with additional starting values,
the restriction to 6N leads to computational feasibility for the algorithm and still
provides reliable estimates as can be seen in the performance of local outlier detection
in Section 2.4.

Suppose now that we start the procedure with an initial subset H° = (HY, ..., HY),
then we apply the C-step for each neighborhood a; and obtain a new subset H?. The
combination of these subsets H! = (H{,..., Hy) is used as starting point for the next
iteration step, etc. After there is no change in the subsets, the iteration process stops
(see also Figure A.8 in the online supplements). After applying the C-step iterations
for all starting values, we choose the subset combination with the smallest objective
function value as the final subset combination H* = (HY,..., HY).

Although Theorem 2.3.0.1 is not proving that the objective function decreases with
every step due to the additional covariance matrices being adapted separately for each
neighborhood after each iteration step, simulation results show that the algorithm
provides stable results and good monotonic behavior in most cases (see Section 2.4).

After receiving the final combination of subsets H* for each neighborhood, the
matrices KZZ are back-transformed to

K; = QA [KZ (1) AV?Q. (2.7)

The covariance estimate for neighborhood a; is then

N
Sssai=(1-NK;+X Y w;K;, (2.8)
J=Lj#i

and the location estimate is the arithmetic mean of the optimal subset X4:. The
detailed numerical procedure is summarized as pseudo-code in Algorithm 1.

Regarding the tuning parameter A there is no standard procedure to get a good
value that is similarly automated like the calculation procedure for the regularization
parameters p;. However, there are multiple possibilities demonstrated in Section 2.5
that can be used to choose X in applications.

29



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

2 Spatially Smoothed Robust Covariance Estimation for Local Outlier Detection

Algorithm 1 Algorithm for the spatially smoothed MRCD estimator.

1: Step 1.1: Calculation of target matrix T using the MCD estimator on X
2: Step 1.2: Eigen-decomposition of T'= QAQ' and transform observations accord-
ing to Equation (2.6)
3: Step 2: Initialization step according to steps 3.1 to 3.5 (without C-step) from
Boudt et al. (2020) for each neighborhood
4: fori=1,...,N do
5: Fix neighborhood a;
6: Get 6 initial deterministic sets of h; observations from a; according to Hubert
et al. (2012)
Calculate 6 initial covariance matrices and mean estimates
Select neighborhood-specific p; via data-driven approach
9: Filter subset of initial starting estimates according to condition number (step
3.5 from Boudt et al., 2020)
10: end for
11: Select set of initial h-set combinations as starting values at random
12: Step 3.1: C-step: For each initial combination of subsets, iterate until convergence
13: Step 3.2: Select best combination of subset based on objective function value
14: Step 4: Calculate K;(H*) Vi and use Equations (2.7) and (2.8) to get final
estimates

2.4 Numerical Simulations

In order to test the new method, two simulation setups are constructed which also
incorporate the neighborhood structures necessary for the covariance estimation and
outlier detection. For both setups we simulate covariance matrices which depend on a
parameter d, denoted by X (5), where the entries are defined as (X (5));, = 6U=F) for
j, k€ {1,...,p}, leading to positive definiteness and symmetry.

Setup 1: The first setup is inspired by the original idea of covariance matrices
smoothly transforming over space. We start by setting up the (two-dimensional)

1 .2

coordinates (s;,s;) of the observations x; with ng, = 41 observations per coordinate

axis, evenly spread between 0 and 20, resulting in n = nglm = 1681 data points in
total.
For Ny, many areas a,, [,m € {1,...,1/Ngm}, of similar observations we construct

a second spatial grid with each cell consisting of 14 /Ngim observations on average.
The borders of the areas for the first coordinate are defined as b} = [ \/% for

1=0,...,v/Nsim. Analogously, the borders for the second coordinate are defined as
b = m\/% for m = 0,...,vNgim, leading the an evenly spaced grid. Thus, the
area aj, consists of observations {; : s} € (b} _;,b/] N s? € (b,_,,b2]} for I,m # 0.
For either [ or m equal to 1, the left edge of the interval (which would be zero) is
. . bl bl
included. The coordinate centers of the area a;, are defined as cllm = 1*1; L and
2 b3n—1+bgn
Clm = 2 ’

The observed values of observations in area aj,, are then randomly drawn from a p-
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2.4 Numerical Simulations

Setup 1: Moving Covariance Setup 2: Random Fields
Variable 1 l Variable 2 Variable 1 Variable 2
20' r "T- LRI
0.45'0.63 '_0.8_1_'

Figure 2.1: Simulation scenarios with p = 2 and a 5% contamination rate. On the left
hand side the simulation setup 1 is presented with contamination achieved
through the swapping process described in Ernst and Haesbroeck (2016),
Ngim = 25 and ng,, = 41. The values printed on the left-most panel are
corresponding to the parameter d;,,. On the right hand side, setup 2 with
v = 3 is shown with completely random swapping.

dimensional normal distribution N (g, = (6)), where pym, == ((c},,+¢2,) /2, ..., (¢}, +
2 )/2) € RP*L| thus having entry values between 0 and 20. For the covariance matrix
3 (Oym) for areas aj,;, we use the structure described above with parameter d;,, defined

as
0.9-0.1 0.9-0.1
Stom = (0.1 +l—) (0.1+m—) € 0.01,0.81],
" VNsim \/Nsim [ ]

increasing smoothly from the left bottom to the right upper corner. A simulated data
set with p = 2 is presented in Figure 2.1 (left) where the grid structure and the change
of the mean are clearly visible. The resulting d;,,, for each area is shown as well.

Setup 2: To get a more flexible simulation setup, a random field, specifically
the parsimonious multivariate Matérn model (see Gneiting et al., 2010; Ernst and
Haesbroeck, 2016), is used as suggested in Ernst and Haesbroeck (2016) and Harris
et al. (2013). Instead of the constructed matrices used in Ernst and Haesbroeck (2016)
and Harris et al. (2013) we again choose a matrix structure X (§) as described above
with § = 0.7, since it can be extended for higher dimensions. For ¢ being set to 0.7
we get a range of high to low correlations reflecting different relationships between
variables. The spatial smoothness is assumed to be the same for all variables, and it is
regulated by one smoothness parameter v, which is taking values in {0.5,1.5,3}. A
higher v leads to more spatial smoothness and in general more distinct outliers after
contamination. The spatial scale parameter a of the Matérn model is set to one. A
grid structure for the coordinates of the observations with values ranging from 0 to 20
with grid size 0.5 is imposed, leading to 41% = 1681 observations overall, similar to the
standard setting in setup 1.

Lastly, contamination with outliers is achieved by swapping coordinates of observa-
tions with each other. Filzmoser et al. (2013) exchange observations that are completely
randomly chosen, whereas Ernst and Haesbroeck (2016) propose to swap the most

31



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

2 Spatially Smoothed Robust Covariance Estimation for Local Outlier Detection

extreme observations regarding the first score of the global robust principal components.
In order to avoid the problem of exchanging whole areas of observations with each
other due to high spatial correlation, once observations are swapped, their 15 closest
neighbors are removed from the swapping process. This leads to a clear distinction
of outlying observations without the possibility of other outliers being close (see also
Figure 2.1). Thus, swapping according to Ernst and Haesbroeck (2016) should in
general result in a better performance for all considered methods. Both swapping
approaches in both setups will be analyzed with a varying contamination level
between 1% and 15%.

For the ssMRCD covariance estimation we impose a grid based neighborhood struc-
ture. Similar to the description of setup 1 we use evenly spaced borders and assign the
observations to neighborhoods n;, for ¢ = 1,..., N. Thus, the case N = N, in setup
1 depicts a perfect match of the neighborhoods selected for the ssMRCD and the real
underlying covariance structure. For Ng;, > N the ssMRCD uses less neighborhoods
leading to more smoothness of the covariance estimation. The weighting matrix W is
based on the inverse (Euclidean) distance of the centers, that are defined equivalently
to setup 1.

We will focus on the suitability of the ssMRCD covariances for local outlier detection
and refer to the online supplement for additional analysis regarding computational
efficiency and convergence behavior of the algorithm described in Section 2.3. We
compare its performance to the local outlier detection methods of Filzmoser et al.
(2013) (F), Ernst and Haesbroeck (2016)(EH) and the local outlier factor methodology
of Breunig et al. (2000), canonically adapted to spatial neighborhoods as described
in Schubert et al. (2012) (LOF). Both simulation setups vary in the parameters p, v
and N, respectively, and both swapping processes are used, each combination is
simulated 100 times. All methods considered compare each observation to k many of
its neighboring observations which we will assume to be equal to 10 for all methods.
For the ssMRCD we will assume the default values (A = 0.5, N = 25, and W based
on inverse-distances) arrived from the parameter sensitivity analysis included in the
online supplement.

The outlier classification method of Filzmoser et al. (2013) has a parameter Sp
which is the percentage of neighboring observations that a local outlier is allowed to
be similar to. Here we use the value Sp = 0.1, as proposed in Ernst and Haesbroeck
(2016), meaning that 0.1k = 1 observation is allowed to be similar within the 10 nearest
neighbors. For inliers the expected value of the isolation degree is Sp. If the actual
degree of isolation is higher than the expected value, this signals local outlyingness.
As cutoff for classifying an observation as local outlier we use twice the value of g, so
20%. This cutoff is less strict than in the simulation setup from Ernst and Haesbroeck
(2016) who take a cutoff of three times the expected value, i.e. 30%. Note that the
methodology of Filzmoser et al. (2013) mostly focuses on visual outlier detection tools,
so the cutoff value chosen here might not be optimal.

For the regularized spatial detection technique by Ernst and Haesbroeck (2016),
the parameter Sgp, which gives the fraction of the most homogeneous neighborhoods
included in the outlier detection procedure, is set to one. In the simulations we
are interested in all outliers, and the heterogeneity in the simulated data should be
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comparable for all of the observations. Thus, only considering a fraction leads to non
comparable results. Moreover, the simulation results of Ernst and Haesbroeck (2016)
show that over all considered setups, Spg = 1 is also optimal. As regular covariance
matrix estimator we use the MRCD with the default target matrix (equi-correlated
target matrix) and a = 75%.

Last but not least, the non-parametric LOF, which calculates a local outlier factor
for each observation based on a comparison of the so-called "local reachability density"
with its k-nearest neighbors, needs a cutoff value. Since there is no fixed rule on how
to choose a cutoff value, a local outlier factor above 1.5 determines an outlier. This
value is also used in the original paper of Breunig et al. (2000).

The results for both simulation setups and the completely random switching are
shown in Figures 2.2 and 2.3. For the results regarding the swapping method of Ernst
and Haesbroeck (2016) shown in Figures A.13 and A.14 as well as a comparison of the
four methods in terms of computational efficiency we refer to the online supplement.

Starting with the false positive rate (FPR), we see that the method of Ernst and
Haesbroeck (2016) has some issues with classifying too many normal observations as
outliers in nearly all settings. This is likely due to the very local covariance estimation
which might be too strict in general leading to a strong swamping effect, especially in
settings where there is no strong spatial correlation of the observed values. Interestingly,
the behavior of the FPR for the method of Filzmoser et al. (2013) depends on the data
simulation setup. For the moving matrix scenarios, the FPR is rather high, for random
fields it is very low. The LOF and the ssMRCD-based outlier detection method have
reliable low FPR for all scenarios.

The outcome for the false negative rate (FNR) is quite different. While for Ernst
and Haesbroeck (2016) the FNR is in many settings below all other methods, this
might just be due to the high FPR. The method of Filzmoser et al. (2013) has a very
high FNR in most scenarios even in those with a high FPR. Regarding LOF, the
simulation scenario has a strong effect on its performance. For the moving matrix setup
we see a rather good performance compared to the other methods, while for random
fields the FNR can hardly keep up with the other methods except the method of
Filzmoser et al. (2013). The ssMRCD method is somewhere in between. Although the
corresponding FNRs for the moving matrix setup with completely random swapping
are not overwhelming, they are still in a reasonable range for the switching method of
Ernst and Haesbroeck (2016). Moreover, the FNRs for the ssMRCD outlier detection
technique in the other scenarios are compellingly low.

Comparing the Fl-scores of the different methods, the best method to use in general
depends on the scenario. While the three selected methods seem to have pitfalls in
at least one simulation scenario, the ssMRCD-based method is consistently showing
reliable results and is mostly among the two best methods. Moreover, less extreme
behavior occurs when it comes to the FNR and the FPR. Thus, the ssMRCD-based
local outlier detection method could be the method of choice for standard outlier
detection tasks. However, note that with increasing contamination it might become
more beneficial to use a method that is generally more prone to flag observations as
outliers, e.g. the technique of Ernst and Haesbroeck (2016), or to adapt the parameters
of the ssMRCD to allow for more locality.
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2 Spatially Smoothed Robust Covariance Estimation for Local Outlier Detection

Figure 2.2: False positive and false negative rate for all four outlier detection methods
with varying contamination levels achieved through completely random
switching for different scenarios. Each point represents the mean of 100
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Figure 2.3: F1-Score for all four outlier detection methods with varying contamination
levels achieved through completely random switching for different scenarios.

Each point represents the mean of 100 repetitions.
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Figure 2.4: On the left hand side, the contours of Austria and its districts are shown
together with the imposed grid structure for the ssMRCD neighborhoods.
Here, singular points are assigned to a neighboring neighborhood. For each
neighborhood a; the index 7 is placed at the center, and the tolerance ellipses
of corresponding correlation matrices based on the ssMRCD estimator are
plotted along the first and second eigenvector coordinate of T', which can
be seen in the upper left corner as reference. The biplot of T is shown on
the right hand side.

2.5 Example

In this section we consider a data set provided by GeoSphere Austria (2024). It consists
of monthly weather data for Austrian weather stations and is used to test and compare
the different methods. The data set contains measurements of air pressure [hPa| (p),
relative air humidity [%]| (rel), the monthly sum of sunshine duration |h] (s), wind
velocity [m/s| (vv), air temperature in 2 meters above the ground [°C] (t), and the
average daily sum of precipitation [mm]| (rsum), averaged over all months in 2021, for
n = 183 weather stations distributed all over Austria (see also Figure 2.4 or 2.7). The
coordinates used for all methods are given in latitude and longitude.

We set & = 10 for all methods, i.e. we want to compare one observation with its ten
closest neighbors, independent of the methodology used. Although for the method of
Ernst and Haesbroeck (2016) it is possible to remove observations with comparably
high levels of heterogeneity among the neighbors, we want to include all observations,
thus setting 8 = 1. Even if there is increased heterogeneity among the neighbors,
an observation might still be an interesting outlier clearly visible with the naked
eye. Moreover, as mentioned in the prior section, the simulation results in Ernst and
Haesbroeck (2016) show the best performance for high §. For the methodology of
Filzmoser et al. (2013) in accordance with the simulation setup we allow for one of the
ten neighbors to be similar to the local outlier. The cutoff value is again set to 0.2.
We use the same cutoff value of 1.5 for the LOF as in the simulations.

For the ssMRCD local outlier detection method we use a grid based neighborhood
structure for the covariance estimation. Due to the Alpine landscape especially in
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the Western parts of Austria we aim at a rather local covariance structure, thus
choosing a rather fine grid with N = 21 neighborhoods and n; ~ 8.7 observations
per neighborhood on average. Other possible options could be based on underlying
structures, e.g. due to historical or political reasons, or on other classifying methods
like clustering of the spatial coordinates. Furthermore, we use inverse-distance weights
for the weighting matrix W between neighborhoods based on their center and select
the default smoothing degree of A = 0.5 to gain enough smoothing but still keep the
locality of the fine grid structure.

As an alternative to using the default value of A = 0.5 we can set up a simulation
procedure. Assuming that the real data is uncontaminated, we can swap observations
similar to the simulation studies in Section 2.4 and define them as local outliers. We
can apply the outlier detection technique with the ssMRCD and different choices of A
(this can also be applied to other parameter settings of the ssMRCD), and then analyze
the fraction of found outliers and the total number of outliers. Since only focusing on
the known FNR for the found outliers leads to an increased false positive rate, it is
sensible to also take the total number of found outliers into account. A good value of
A is a trade-off between a low FNR and a comparatively low number of found outliers
overall. Interestingly, this procedure endorses the choice of A = 0.5 in this data set.

The resulting ssMRCD correlation matrices for each neighborhood can be seen in
Figure 2.4. The observations and the tolerance ellipses of the ssMRCD correlation
matrices are colorized according to their neighborhoods. Since we have dimension
p = 6, we reduce the dimensionality to the first two eigenvectors v; and vy of the
global MCD correlation matrix T, which is displayed at the upper left corner, hoping
to depict most of the relevant variance. Moreover, a biplot of T is added at the right
hand side to link the correlation matrices to our weather data.

Applying all four outlier detection methods leads to 24 observations in total classified
as outliers. The most outliers (21) are classified by the method of Ernst and Haesbroeck
(2016), the least (3) by Filzmoser et al. (2013), which is consistent with the simulation
results regarding FPR and FNR, especially for the random fields setup. The distances
which are used for outlier detection for each method and observation are shown in
Figure 2.5. For further comparison of the results, the upper part of Figure 2.6 shows
all 24 classified outliers with the corresponding ratio of distance value to cut-off value.
Ratios above one are outliers. We can see that there are multiple weather stations that
are classified as outliers only by the method of Ernst and Haesbroeck (2016) which
lends itself to a notion consistent with the simulation results that there are some false
positives among these weather stations. One example for a false positive could be panel
b) in in the lower part of Figure 2.6. The station Feuerkogel (panel a)) was not detected
by the method of Filzmoser et al. (2013), also consistent to the simulation results for
the random fields setup and the generally high FNR. Interestingly, also LOF seems to
have drawbacks and fails for example for the weather station Patscherkofel (panel c)),
which was not detected as outlier. Nevertheless, the weather station Schoeckl (panel
d)) was detected by all of them.

When looking at Figure 2.7 we can find some explanation for the local outlyingness
for two of the three local outlier stations and why panel b) might not be outlying.
While the stations Schoeckl and Feuerkogel are rather exposed on higher altitudes than

37



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

M 3ibliothek,
Your knowledge hub

2 Spatially Smoothed Robust Covariance Estimation for Local Outlier Detection

Distance: ssMRCD

100

10 A

I

1

i * no global outlier
* global outlier

4

o0 .0' "

SHIIT

°
(]

il e et
°

1

10 100 1 2 3 1e-14 1608 16-02
Distance: EH Distance: LOF Distance: F

Figure 2.5: Distance-distance plots with the outlyingness scores of EH (next distance),
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of LOF (local outlier factor) and of F (isolation degree) against the next
distance of the ssMRCD-based method. Observations are separated into
global outliers based on the robust MD with the MCD as covariance
estimator. At the margins the distribution of the different outlyingness
scores are depicted by histograms.
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Figure 2.6: Upper part: Weather stations classified as outliers colorized according

to their outlyingness score in relation to the cut-off value (OC) for all
four methods and their global outlyingness. Lower part: in panels a)-
d) four exemplary weather stations are selected to show differences on
methodologies. Each variable is scaled to range [0,1]. The values of
the selected outliers are emphasized against the corresponding 10 nearest
weather stations.
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2 Spatially Smoothed Robust Covariance Estimation for Local Outlier Detection
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Figure 2.7: Altitude map of Austria with all weather stations and four selected outliers.
Each dashed ellipse indicates the k nearest neighbors with whom the
corresponding outlier is compared.

most of the surrounding k-nearest stations which can easily lead to different patterns
regarding weather, the station Linz-Stadt (panel b)) is in a rather flat area similar
to its neighbors. The station Patscherkofel is already deep in the Alpine area and is
surrounded by other stations in valleys but also on mountains. Although from panel c)
in Figure 2.6 it is evident that Patscherkofel differs significantly in wind velocity, it is
not clear why it differs so much also from stations with similar altitude and exposure.

2.6 Conclusions

In this paper we enhance the limited toolbox for multivariate local outlier detection
by extending the approaches of Filzmoser et al. (2013) and Ernst and Haesbroeck
(2016). The developed ssMRCD based on the MRCD (Boudt et al., 2020) bridges the
gap between fully local and fully global covariance matrices used in the pairwise MD
by exchanging the extremely local covariance matrices used in Ernst and Haesbroeck
(2016) with spatially smooth estimates.

We define the ssMRCD by means of a minimization problem and prove theoretical
properties of the estimator, such as equivariance and breakdown point. A heuristic
is provided for the stable convergence property of the proposed algorithm under
reasonable spatial changes in underlying covariance matrices. Moreover, the methods of
Filzmoser et al. (2013), Ernst and Haesbroeck (2016) and the ssMRCD outlier detection
method are compared with the local outlier factor adapted for local outliers (Schubert
et al., 2012) regarding outlier detection performance and computational efficiency for
simulated data and real world data from Austrian weather stations.

While we support the conclusion of Ernst and Haesbroeck (2016) that it is difficult
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2.6 Conclusions

to select the "best" method for outlier detection techniques, the ssMRCD-based
outlier detection technique seems to be the only method providing reliable (but still
improvable) results over all analyzed simulation scenarios. Note, that there might be
non-analyzed scenarios where the ssMRCD-based outlier detection technique is not
performing satisfactorily enough. Additionally, it is able to compete with the other
methods regarding runtime even though the computation is quite complex. However,
for a thorough real data analysis it is still preferable to use different outlier detection
methods and compare the results in order to exploit all possible advantages of the
available methods. Comparing results of multiple methodologies provides more insight
in the data and significant local outliers can be classified with more reliability overall.
The ssMRCD covariance structure can be exploited also beyond local outlier detection.
All covariance based methods that are sensible to adapt to spatial data can be extended
by using the ssMRCD instead, e.g. spatial principal component analysis. A special case
for the application of the ssMRCD might also be spatial data with structural breaks
that need to be considered in the analysis. Finally, the presented ideas could also be
transferred to a time series context, where the spatial dependency is replaced by the
temporal dependency of multivariate time series, and the dependence structure could
change over time. Such settings are usually quite challenging for outlier detection.

Software Availability

An implementation of the methodology and the Austrian weather data is available in
the R-package ssMRCD on CRAN.
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Appendix A

A.1 Proofs
Proofs of Section 2.2

Proof of Theorem 2.2.2.1. Let i be fixed, T'(X) be an estimator of covariance as
described above and Y := X A’ + 1,,b’ be the transformed data matrix. Then, for any
subset combination H and for all j = 1,..., N it holds that
KY (M) = pyT(Y) + (1 - p;)Cou(Yp,)

= pT( XA +1,b) + (1 — pj)Cov(Xp, A"+ 1,,b)

= p;AT(X)A' + (1 - pj)ACouv(Xp,) A’

= A[piT(X) + (1 - pj)Cov(Xm,)] A’

= AK (M)A’

It follows that

N
Q=-NK'H)+ X D w;K (H)] =

J=1j#1
N
= | 1-NAK H)A + X ) wiAKS(H)A
J=1j#1
N
=A|(1-NK M) +X1 > wyK{(H) | A (A.9)
Jj=1j#i

By using the multiplicative property of the determinant and det(A) # 0 we see that
A is only a constant in the minimization problem and is not affecting the choice of the
optimal combination of subsets,

N N
FH) =) det | (1= NEK} (H)+ X Y wiK) (H)
i=1 j=1,j#0

N N
=det(A)? Y det [ (1-NEF(H) +1 D wiK; (H)
i=1 J=1,j#i

Together with Equation (A.9), affine equivariance is proven for the covariance estimator.
Since the location estimator is defined as the arithmetic mean, which is affine equivariant,
the property stated in Equation (2.5) is also fulfilled. O
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Appendix A

Proof of Theorem 2.2.2.2. c. Regarding notation see also Boudt et al. (2020). The
eigenvalues for the transformed covariance matrix Kw = pI + (1 — p)caSw(H),
where Sw (H) is the covariance matrix of a subset H of X, are bounded below by
p > 0. Thus, )\Z(Kﬁ}) = XNi(Kw) ! <1/p and HK‘}}Hz < 1/p where ||.||, denotes the
spectral matrix norm. For covariance matrices the spectral norm is equal to its biggest
eigenvalue. It follows that

H (QA1/2KWA1/2Q’) -1 _ HQA_I/QK;‘}A_I/QQ/
9 2

2
< @a | s,

<c/p,

for ¢ > 0, since Q’A~'/2 is also regular and fixed. This implies that

—1
)\i (QA1/2KWA1/2Q/> — AZ ((QAl/QKWAl/QQ/)71> S C/p
foralli=1,...,p . It follows that
MN(QAYVPKwWAY?Q) > ple>0 Vi=1,...,p,

for all subsets H, specifically for the optimal subset H*. Thus, the eigenvalues of
3, = QA1/2K;‘,VA1/2Q’ are also bounded away from zero, and it follows that the
implosion breakdown point is 1.

b. It is clear that ¢ (3,; X,,) < (n — h+ 1)/n since in this case there would always
be at least one observation in the selected subset independent of its value spoiling the
estimation. We need to show that e*(3,; X,,) > (n — h)/n.

Suppose € (2,; X,) < (n — h)/n. We can change m < n — h observations arbi-
trarily and denote the resulting matrix as X, ,,, = (&7, ..., &}, Tmt1, ..., %,), where
x},...,x), are the exchanged observations (w.l.o.g. placed in the first m rows). The
supremum being infinite is equivalent to

VO >03X0m: [ In((Z0(Xnm))) — In(A (2 (X0)))] > C. (A.10)

Since In(A1 (3, (X)) is constant and In is monotonously increasing and unrestricted
we can w.l.o.g. assume that the value inside of the absolute value is non-negative. Addi-
tionally, moving the constant In(A1(X,(X,))) to the right hand side, Equation (A.10)

is equivalent to the unboundedness of the biggest eigenvalue A1 (3, (X, m)),
VO >03z},...,xh 0 M(Zn(Xnm) > C. (A.11)

Note that det(X) = [T¢_; Ai(X) for any p-dimensional matrix X and that 30 (Xpm) =
(1 = p)caCov(Xym;m=) + pT, where H* is the subset of observations of X, ,, that
minimize det((1 — p)caCov(Xy, ;i) + pT') over all subsets H. As shown above, the

eigenvalues of (1 — p)caCov(X) + pT are bounded away from zero for all X and p > 0,

Ai((1=p)caCov(X)+pT)>c>0, Vi=1,...,p.
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For the matrix X, .+, it follows that
p A
[[MEn(Xnm) =t > 0.
i=2
Let the constant C' be defined as

det((1 — p)caCov(X, . 7) + pT)
cp—1

C= :
where H =m +1,...,m + h denote h indices of fixed and unchanged observations of
X,m, which exist due to m < n — h. Then, due to condition (A.11) for C' there exists

xt, ... @k, such that A\ (2, (X)) > C which leads to
det((1 = p)eaCov(Xpmu+) + pT') > det((1 — p)caCov(X,, . 5) + pT).

This contradicts the minimization of the determinant property of the selected subset
H*. Thus, € (3,; X,,) > (n—h)/n.

a. Using the same argument as before, it is clear that €} (fi,; X,,) < (n—h+1)/n. Let
us show that € (fu,,; X,,) < h/n. Again we can argue that sup ||, (Xpn m) — fon(Xn)|| =
400 is equivalent to

VO >03xl, .. 2 || fn(Xnm)| > C. (A.12)

We have to find m = h many exchanged data points in a way that the norm of the
location estimator is unbounded but the determinant of the covariance matrix is still
minimal. For the fixed data set X,,, we obtain the optimal subset H* of observations
and add a fixed but arbitrarily large number L > 0 to the first coordinate of these
m = h observations,

ViEH*::?:ilzxil—i—Landi:ij:xij Vi=2,...,p.

Thus, the sample mean of the first coordinate of the selected subset X, ..+ is equal
to the original mean of the first coordinate of X,,.f;+ plus L. Similarly, the sample
covariance is the same as before given that we take the same subset H*, since it is
independent of constant shifts applied to all used observations. This implies that also
the regularized covariance and its determinant are the same which was minimal for
all other subsets of X,,. In order to show minimality of the subset H* for the new
data matrix X, ,, it follows that we only have to consider the subsets that have both
original and exchanged (arbitrarily large) observations.
Regarding the sample mean of the first coordinate of one of these subsets H, it is

) L[ h
MIZE inﬂ—i- Z Tijn

=1 =kt
W h
=7 domia+ > (wip+ L)
=1 j=kt1
1
— M+ L— %L,
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where M; is the (fixed) mean of the first coordinate of the subset X, 7 and both
sums are not empty. Regarding the variance of the first coordinate, Wthh is the first
diagonal entry of the sample covariance matrix, we see

k h
1 ) o
Cov(X,, g1 = " Z(-Tz’]-l — My)? + Z (Ti;1 — M;y)?
j=1 j=k+1
k
1 k+1
= — Z(xi-l_Ml L-f-iL)
h—1 <j1 J g h
o(12)
h k+1
+ Z ($ij1+L—M1—L+7h L) )
=kt -
O(L?)
= O(L?)

Thus, the Frobenius norm of Cov(X,, , ) and also its regularization are O(L?) and
it follows for some constant 8 > 0 that

O(L?) = H<1 = p)caCov(X,, o j7) + PT)HF

<pB H(l - P)CaCOU(Xn,m;ﬁ) T pT)H2

= BA((1 = p)eaCov(X, . 5) + pT)
det((1 = p)caCov(X, . 7)
<B - —
c

I

due to equivalence of matrix norms in finite dimensional space and ¢ being the constant
from above. Choosing L arbitrarily large, we see that the determinant corresponding
to a mixed subset is larger than the determinant of the optimal subset H* of only
exchanged observations.

Now suppose €} (ftn; Xp,) = m/n < min(h,n — h 4+ 1)/n and start from Equa-
tion (A.12),

VO >03x7,...,z, ¢ ||fn(Xnm)|| > C.

This implies that

k h
VC>OEI$’{,...,:E;L:ZH:E¢J.H+ Z Hm;‘] > Z;I;l]jL Z > C,
j=1

where i; € H*,j =1,...,h. Thus, for all C' > 0 there exists some :Bf[j whose norm is
bigger than C'. W.l.o.g. assume it is ] and that the first coordinate is responsible,

VC>03x] € H : |27;| > C.
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For m < h < n — h + 1 there would not be the possibility to only include exchanged
points in the subset and it would always be possible to have a subset of h many original
observations. This is also the case for m < n — h + 1 < h. Thus, there are at least
one exchanged point ] and one original point in H*. But with the same argument
as before, the determinant of the mixed subset of original points and arbitrarily large
points would eventually contradict optimality, because at one point the determinant
would be so large that there would be an h-sized subset of original observations available
to get a smaller determinant. O

Proof of Theorem 2.2.2.3. For ¢ = 1,..., N, the location estimate is the standard
sample mean of h; many observations from neighborhood a; selected in a way to
minimize the objective function (2.3). By exchanging observations in one neighborhood
a; with arbitrarily large values and keeping the other neighborhoods the same (keeping
the matrices K; bounded), we can apply the results of Theorem 2.2.2.2 for the
MRCD structured covariance matrix K;. The location breakdown point for K; is
min(n; — h; + 1, h;)/n;. Thus, in order to make at least one of the location estimators
useless we need to exchange a fraction min;—q min(n; —h;+1, h;)/n; of observations
of one neighborhood. O

Proof of Theorem 2.2.2.4. Since the spatially smoothed MRCD covariance estimators
K; are regularized on each neighborhood according to the MRCD approach, all
eigenvalues are positive and bounded away from zero as long as the target matrix T is
regular (see Theorem 2.2.2.2). Hence, none of the covariance estimators will ever be
singular and the implosion breakdown point is 1.

For the second part let us fix neighborhood a;. Note, that the covariance estimator
is defined as Bggarni = (1 — N K;(H*) + A Z;V:Lj# w;ij K (H*) for the optimal subset
H*. The matrix K; = K;(H*) is structured in an MRCD manner based on the sample
covariance matrix of the subset H; and the target matrix. Since we assume T to be
fixed, for K; we can get arbitrarily large eigenvalues only under the same circumstances
as for the MRCD (see Theorem 2.2.2.2). Thus, exchanging a fraction of (n; —h; +1)/n;
by arbitrary values can lead to arbitrarily large eigenvalues of K;. For the explosion
breakdown point for one neighborhood covariance estimator 255 M,n,i it is sufficient
that at least one K has reached its breakdown point (assuming a general setting for
W and A). It follows, that the finite sample explosion breakdown point of S Mon,i 1S

en(Xssmn,i; Xn) = ZAilrlnin {(ni —h; +1)/n;}. (A.13)
Since eZ(f]SSM’n,i; X,) is already independent of i, the overall explosion break-
down point for the spatially smoothed MRCD covariance estimators is equal to
E:L(ESSM,n,i;Xn)' ]

For all proofs the target matrix T is assumed to be fixed. In applications it is often
the case that T is actually an estimated covariance matrix T'(X) based on data X
and thus, the breakdown point needs the be reevaluated. First, the estimator T'(X)
has to be regular, otherwise the theoretical results are not applicable. Accordingly, the
implosion breakdown point of the ssMRCD estimator is still 1. Regarding the explosion
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breakdown point, the target matrix enters the estimation for the ssMRCD without any
changes. Due to the additive structure of the estimators and the inequalities for the
biggest eigenvalue of covariance matrices,

choosing a subset in a way that leads to an unboundedness of the biggest eigenvalue of
T(X) also leads to unboundedness of the final estimator and unboundedness of the
final estimator regarding the biggest eigenvalue implies unboundedness in one of the
estimators (T'(X) or the ssMRCD estimator with a target matrix assumed to be fixed).
Thus, the breakdown point of the ssMRCD with estimated target matrix 255 Moni 18
exactly the minimum of the two,

en(BEsarni: Xn) = min{e(Bssarni; Xn), €5 (Tn: Xn))}-

Proofs of Section 2.3

Proof of Theorem 2.3.0.1. This proof is very much along the lines of Boudt et al.
(2020). The neighborhood a; is fixed. Thus, the matrix which determinant should be

minimized regarding i is

N
Aq = (1 — )\)KZ(HO) + A Z winj(HO)

=LA
N
(1= NI = peaCon(X )+ pTI 44 3wy K (H0)
=LA
N
() p)ea, CoolX ) + (1= Vo 44 S i ()
~ Z J=1#i
=0

= ﬁ COU(XHQ) + Qa

N
Ayi= | QA= NK(H) + X D w;K;(H)
J=L1j#i
= ﬁ COU(XH.l) + Q:
where € is a fixed positive definite covariance matrix.
Since the original proof is not restricted to convex linear combinations, we can use

the same proof with the matrices A1, Ay and € in place of K7, K5 and A and adapted
factors

wj:\/kﬁ/hza ]Zlaah’l
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with k =h; +p+ 1.1 O

A.2 Algorithm

Iteration Steps

Starting values HY Vi=1,...,N given

Step 0 : HY HY e HR]
} v I
KY K3 K},
C-step
Step 1 : Hi Hl HY
\ \ I
K| K, Ky
C-step

Until convergence : H" = Him_1 Vi=1,...,N

Figure A.8: Illustration of matrices used in the C-step after each iteration step. H ZJ are
the selected subsets of neighborhood a; in step 7, and K ZJ the corresponding
regular covariance matrices.

Convergence

Here, we want to analyze the algorithm described and motivated in Section 2.3 in
more detail. Since Theorem 2.3.0.1 is only valid for one varying covariance matrix and
not for multiple varying ones, the convergence properties should be further examined.
Figure A.9 shows the objective function values along the iteration procedure for all
starting H-set combinations for different parameter settings for both simulation setups.
We choose p = 5 and a 5% contamination rate achieved by completely random swapping.
The weighting matrix is based on inverse distances as mentioned in Section 2.2. Each
panel reflects the convergence behavior of the objective function for one simulated data
set.

Although the behavior differs in general, it is evident that the algorithm has overall
very good convergence properties. A high percentage of monotonically decreasing

!Note that this proof can be generalized to any kind of linear combination with fixed matrices and a
sample covariance matrix of a subset.
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objective functions can often be achieved and the non-monotonically decreasing paths
increase only marginally. The reliability of the convergence results in the simulation
might possibly be due to the spatially correlated values which lead to rather small
changes in the covariance matrices during the algorithm. Thus, for our simulated data
sets, the assumption of fixed covariance matrices seems to be sufficiently met. Since in
reality local outlier detection mostly makes sense only for spatially correlated data,
the theoretical results from Theorem 2.3.0.1 proof to be even more valuable.

Moving Matrix (A = 0.5) Random Fields (v = 1.5, N = 25)
N =64 N=9 A=0.2 N A=0.9
o | o
N 3 g
N -
~ < <
N
,_Iz g i o 8 |
; 8- ° -
- = o o
< &7 3 21
4 ™~ @ |
- 9 -
&1 = S | :
4 8 12 4 8 12 4 8 12 4 8 12
i
monotonously decreasing f() m not monotonously decreasing f()

Figure A.9: Different convergence behaviors of the objective function. A p =5 dimen-
sional setting with 5% contamination achieved with completely random
swapping. Each line is the path of one initial set of H-sets along the C-step
iteration according to the algorithm described in Section 2.3.

Moreover, the convergence takes place fast which might be caused by the choice of
the good starting estimates of the detMCD algorithm (Hubert et al., 2012). Another
reason might be that the number of observations that can be used is restricted by the
neighborhood assignments to a smaller number than in a covariance estimation for
the full data set. Very promising is also the rapid improvement at the very beginning,
independent of the simulated data sets.

A.3 Analysis of Runtime
Estimation of ssMRCD Estimators

Here, we present some analysis of computational efficiency of the ssMRCD estimator
and the algorithm proposed.

The iteration process and the increasing number of starting values with increasing
N can have quite an impact on runtime. Nevertheless, as long as the number of
neighborhoods N is not too big, the outlier detection method based on the ssMRCD
is competitive with other local methods (Ernst and Haesbroeck, 2016), especially
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Runtime [s]
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Figure A.10: Analysis of runtime of the ssMRCD for setup 1 with 5% contamination

50

rate, Ngimm = 25 and varying parameter values with default values A = 0.5,
p =25, N =25 and n = 1681 if not varied. The solid line is representing
the mean of 100 repetitions, the edges of the band around the mean the
5% and 95% quantile.
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if p is large (see also Figure A.11. For simulation setup 1 with Ng;, = 25, a 5%
contamination rate through completely random switching and 100 repetitions are used
and the parameters p, A, N and n are each varied univariately. The default values for
parameters not being varied are p =5, A = 0.5, N = 25, and n = 1681.

As depicted in Figure A.10, the number of neighborhoods N and the number of
observations n have the most influence on runtime with more than a linear increase.
The nearly quadratic increase for N is partly due to the number of starting values
increasing linearly with N, which could also be reduced to enhance efficiency if necessary.
Interestingly, the dimension p has an approximately linear effect on runtime which
is overall moderate. The smoothing parameter A\ does not significantly change the
runtime.

Local Outlier Detection Methods

n =400 n=1681 n=23600

1000 -
®. 750 -
g - ssMRCD
= 500- = LOF
S . EH
T 250-

*—H—/\*—'—* M
0 - i ———— | | FE—a——a——f—— 88

0 10 20 30 40 500 10 20 30 40 500 10 20 30 40 50
Dimension p

Figure A.11: Comparison of average (mean) runtime for outlier detection algorithms
using simulation setup 1 with varying number of observations n and
dimension p. The parameter settings from the previous outlier detection
performance simulation study with 200 repetitions are used .

With many dimensions and observations efficiency in computing becomes important.
The results of a short simulation study regarding the runtime of the four outlier
detection techniques with parameter settings of the simulations underlying Figures 2.2
and 2.3 are shown in Figure A.11 for the moving matrix scenario with Ng;,,, = 100.
All methods need more computation time for increasing dimension p, especially the
methods based on covariance estimation and inversion (EH, ssMRCD, F). Also, the
number of observations seems to have a big effect on runtime, especially for the method
of Filzmoser et al. (2013), possibly due to an inefficient implementation of finding
the k-nearest neighbors. Although the local outlier factor (LOF) method is reliably
fast, the ssMRCD seems to be comparably efficient, even though it involves a complex
covariance estimation procedure.
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A.4 Parameter Sensitivity

Before comparing the performance in local outlier detection with other methods, the
parameter sensitivity of the ssMRCD is analyzed in more detail. This simulation study
should simplify the choices of A and IV in particular for real world data and focus on
possible issues connected to suboptimal parameter settings.

o 0.3+
';%,9 0.2-
§ : 0.1
£ Himnmnmsni aerrrr 14 1 SRR EE

i T LI
oo THUHHIAHAREE (EETTE 0 [ pppiifis

0.85
0.80

False positive
rate

F1-score

0 025 05 075 1 15 35 80 180 400 2 4 6 8 10
A ni p

Figure A.12: Outlier detection performance based on the false negative, false positive
rate and the F1-score of the ssMRCD outlier detection method for different
parameter settings. Each point represents the arithmetic mean and the
corresponding bars the 5th and 95th quantile of 100 simulations. For non-
varying parameters the default settings are p = 5, N = 25 (comparable
to n; ~ 67) and X\ = 0.5.

For this purpose, setup 2 (random fields) is considered as simulation setting, with
parameter v = 3, and 8 = 5% completely randomly swapped observations. Special
focus is put on the choice of A and N, but also the effect of dimension p is analyzed. The
other parameters are chosen in accordance to possible default settings. The weighting
matrix is based on the inverse Euclidean distances of the centers of the neighborhoods
a;. Since all considered methods propose £ = 10 as a default value, we adhere to
this setting for now. Each parameter combination was simulated for 100 different
realizations. While Ernst and Haesbroeck (2016) suggest to use Cohen’s Kappa as
summary statistic of the confusion matrix, we will use the Fl-score due to its good
interpretability and suitability also for imbalanced classification data.
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Figure A.12 shows the false negative rate, the false positive rate and the resulting
F1-score plotted against varying values of A\, N and p, with default values of p = 5,
N = 25 (implying n; ~ 67 on average) and A = 0.5. These values should reflect a
quite general and unspecific parameter setting. For illustration purposes it is more
informative to plot the average neighborhood size n; ~ 1681/N instead of the number
of neighborhoods.

The simulation results show that a higher A decreases the false positive rate, it has
marginal reduction effects on the false negative rate until too much smoothing masks
real outliers. The overall performance increases moderately in A, but for A higher than
0.5 the increase is marginal. Thus, we propose a default value of 0.5 for A to get the
advantage of the decrease in the false positive rate while avoiding the masking effect
for higher values. Compared to the influence of A, the effect of the dimension p is more
pronounced. Very small dimensions seem to cover outliers more effectively, probably
due to less available information. Interestingly, the size of the neighborhoods seems to
be relatively irrelevant, at least in this simulation setting. Only a small masking effect
occurs similar to the effects of A. Too big neighborhoods lead to too much smoothing.
Thus, this might imply to choose a strategy of medium sized neighborhoods to increase
efficiency in computation and reduce unnecessary regularization. This guidance for
the parameter choices might be biased towards this specific simulation setting and
not optimal in other settings, but fixing the parameters with at least a sensible value
simplifies the overall procedure.
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Appendix A

A.5 Local Outlier Detection Performance Analysis
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Figure A.13: F1-Score for all four outlier detection methods with varying contamination
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levels achieved through the switching method of Ernst and Haesbroeck
(2016) for different scenarios. Each point represents the mean of 100
repetitions.



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

Appendix A

ositive rate

o
[0

Fals

tive rate

(o]

False neg

p=5 p=10
P4
0.10- \\ £
OOS‘N L H——d——h————H———* 3|| §
0 e e * 3| s
0.00- *= — |3
5
0.10- \ £l
3 |9
O-OS'M: ke e e c'[\')n @
0.00- =—
0.101 ﬁ
4 M o
0.05 M )
0.00 - t—t——l—jff——i—— | | F———r——————— o
)
T o
0.10 ﬁ g
0.051 bl
Ooo_b}:—i——_{—L N N %
(2]
0.101 <
0.05- &
0.00 - S e——e—i——t— ; * . *
2.5% 5% 75% 10% 2.5% 5% 75%  10%
p=5 p=10
0.6 1 Z
02 A—/ / 3” §
0.2 / 2|2
O.O’Lw A_/:/._A — 8 (g
0.6 = §
. S |3
0.4 M | 8
0.2+ % N
0.0 Le—s ——= | 7
0.6 -
0.4+ Il
0.24 8
0.0 §
0.6 - é‘
0.4 E\ S
0.21 ﬁﬁ ﬁ E o |
[
0.0 g
0.6
0.4+ ﬁ
0.24 w
0.0

25% 5% 75% 10%  25% 5% 7.5% 10%
Contamination rate B

LR I

$ht

ssMRCD
LOF

ssMRCD
LOF

Figure A.14: False positive and false negative rate for all four outlier detection meth-
ods with varying contamination levels achieved through the switching
method of Ernst and Haesbroeck (2016) for different scenarios. Each

point represents the mean of 100 repetitions.

55



“ayloljqig usip\ ML Te wuld ul ajgejrene si sisay) 210190 Syl JO UoisiaA [eulblio panoidde ay 1 < any a8pajmoust InoA
“regBnjian Yayioljgig UsIpn NL Jap ue 1sI uoneuassiq Jasalp uoisiaAfeulblO aponipab ausiqoidde aiqg v_U:#O__ﬁ—_m



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

3 A Performance Study of Local Outlier
Detection Methods for Mineral
Exploration with Geochemical
Compositional Data

This chapter was published as Puchhammer, P., Kalubowila, C., Braus, L., Pospiech,
S., Sarala, P., and Filzmoser, P. (2024a). A performance study of local outlier detection
methods for mineral exploration with geochemical compositional data. Journal of
Geochemical Exploration, 258:107392. DOI: 10.1016/j.gexplo.2024.107392.

3.1 Introduction

Detecting multivariate outliers is one of the most important steps when analyzing
any kind of data. Such outliers could arise from gross errors during data recording,
they could be the result of inappropriate data preprocessing, or they could indicate
observations which are indeed very different from the rest and thus point at unusual
phenomena (Zimek and Filzmoser, 2018). The problem of outlier detection becomes
more difficult when analyzing data with additional attributes that need to be considered,
such as the locations of observations in a spatial data setting. Here, we are often not
interested in the outliers found with standard methods (so-called global outliers) but
we focus on observations that are anomalous with respect to their spatial surrounding.
These observations are called local outliers, and they could indicate interesting locations
to practitioners, e.g., unknown mineral deposits. On the other hand, methods which
use locality (for example geographically weighted methods (e.g. Brunsdon et al., 1998)
or geostatistical techniques (see e.g. Cressie, 2015) can also be heavily influenced by
local outliers.

While the literature for local outlier detection is not as broad as for global outlier
detection, there are still some (multivariate) methods available. We will focus on
three methods based on the pairwise Mahalanobis distance (see Filzmoser et al., 2013;
Puchhammer and Filzmoser, 2024) defined as

MD s(z,y) = [(x —9)'S Nz —y)]*  fory e A(x)

for two (multivariate) observations x,y with a robust covariance estimate ¥ which can
depend on the spatial attributes of x and y. The set-valued function A(x) returns
observations that are spatially close to an observation x. The three methods differ
in their covariance estimation, specifically in the degree of its locality. The fourth
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3 A Performance Study of Local Outlier Detection Methods for Mineral Exploration

method comes from the area of machine learning and is solely distance-based. All of
the four methods compare each observation with its k-nearest neighbors (A(z) returns
the k-nearest spatial neighbors) and calculate a degree of outlyingness that together
with a method-specific cutoff value flag observations as outliers.

The first method introduced by Filzmoser et al. (2013), in the following called
robust local outlier detection method (ROB), is available in the R-package mvoutlier
(Filzmoser and Gschwandtner, 2012) and uses the pairwise Mahalanobis distances
together with a global and robustly estimated covariance matrix, ignoring the spatial
context of the data. The measure of outlyingness for each observation is based on
theoretical properties connected to y2-quantiles. For more details we refer to the
respective paper by Filzmoser et al. (2013). In contrast, the method of Ernst and
Haesbroeck (2016), here called regularized spatial detection technique (REG), estimates
local covariance matrices based on the k-nearest spatial neighbors for each observation
separately. Thus, for a fixed observation x, the covariance estimation is only based
on observations in A(z). The measure of outlyingness (also called next-distance) is
just the minimum of all MD, minyc 4(,) MD (,y) of each observation x, and the final
cutoff value to determine outlyingness is the upper fence of an adjusted boxplot based
on all next-distances. Next-distances above the cutoff value indicate local outliers. As
a compromise between using only one covariance estimation and using a covariance
estimation for the local neighborhood of each observation individually, the third method
of Puchhammer and Filzmoser (2024) is bridging the gap by partitioning the space into
groups (e.g. by country boundaries for socioeconomic data, or via grids or clustering
for data without known clear grouping) and estimating a covariance matrix for each
group using the so-called ssMRCD estimator implemented in the R package ssMRCD
(Puchhammer and Filzmoser, 2023). The concept of next-distances from REG is also
applied here to identify outliers. Simulation studies in Puchhammer and Filzmoser
(2024) show that the method ROB tends to have an increased false negative rate since
the global covariance matrix seems to not being strict enough in its estimation of the
local covariance. The method REG leads to an increased false positive rate, because
using only the k-nearest neighbors for the covariance estimation seems to be too strict
by not putting the local estimation into the global perspective. Outlier detection based
on ssMRCD includes some spatial smoothing among spatially close groups, and thus
the broader structure is also taken into account which balances the false positive and
false negative rate.

The last considered method for local outlier detection is the local outlier factor
(LOF) introduced by Breunig et al. (2000) and adapted to the spatial setting according
to Schubert et al. (2012). Since the LOF is purely (Euclidean) distance-based and does
not use the pairwise Mahalanobis distance, there is no need to estimate a covariance
matrix. Instead, a local density based on the Euclidean distance in the feature space is
calculated for each observation and compared with the density of its k-nearest spatial
neighbors. Formally, the base of the LOF is the so-called reachability distance g
between two objects x and y which is defined by

gk (z,y) = max{di(z),d(z,y)}

where d is the Euclidean distance and dg(x) the (Euclidean) distance of x to its k-
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3.1 Introduction

nearest neighbor. The density used, also called the local reachability density, is defined

by
. ZyeAk(g;) 9z, y) o
Irdg(z) = ( Ar(@) )

with Ag(z) being the spatial k-nearest neighbors. If the density of an observation is
considerably lower than the density of its neighbors,measured by a local outlier factor

Ird
ZyGAk(x) lrd: Ez%

LOFy(z) = A0

bigger than 1, the observation is considered a local outlier. The original LOF method
of Breunig et al. (2000) is implemented in the R package DescTools (see Signorell et
mult. al., 2017).

Finding these local outliers is quite important for mineral exploration especially in the
context of geochemical data. Though there are a number of methods such as geological
mapping, geochemistry, geophysical surveys and remote sensed imagery that are used
in mineral exploration to find potential areas for mineral deposits (Marjoribanks, 2010),
in this paper, we are focusing on a geochemical approach in connection with local
outlier detection. In the areas having transported cover, such as glaciated terrains,
mineral deposits are typically found as sub-outcropping under till-cover. In addition,
many ore deposits locate buried under the bedrock surface or even hundreds of meters
depth in the bedrock without outcrop on the surface. That type of buried deposits are
challenging for the mineral exploration due to poor recognition with surface techniques.
However, geochemical data of till and bedrock may provide good targeting criteria for
identifying both sub-outcropping and buried mineral deposits. Local outliers reveal
anomalous data points which highly deviate from the surrounding data variability
in geochemical data sets and may be indicators for mineral deposits in geochemical
explorations (Filzmoser, 2004). Thus, geochemical anomaly detection in general is
crucial for exploring unknown mineral deposits, and applying local outlier detection
techniques in particular can be beneficial in achieving this goal. The type of geochemical
data (i.e. elements) that should be used to identify outliers and then predict possible
deposits may depend on the type of targeted mineral deposit. When detecting Ni - Cu
deposits, as an example, outliers can be associate with high Ni, Cu, PGE, Ti, V, S, Cr
and Co (Maier, 2015).

In this context, also certain relations of element concentrations are often very
insightful. This is connected to the compositional nature of element concentrations
which is an essential aspect and needs to be addressed by any method when applied to
geochemical data. While the assumption of a normal distribution seems valid for many
measurements, the underlying distribution of geochemical data has an inert structure
that must not be ignored. Since geochemical measurements (also called analytical
results) constitute a composition of elements, the sum of the concentrations or parts of
each sample is fixed to the same number. Thus, the underlying geometry of the data
is not the Euclidean but the Aitchison geometry (Pawlowsky-Glahn et al., 2015) and
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3 A Performance Study of Local Outlier Detection Methods for Mineral Exploration

the relevant information is not in the absolute values but in the pairwise (logarithmic)
ratios of the parts. Although this geometry seems complicated, many methods can
be applied after appropriately transforming the compositional data to the Fuclidean
geometry while additionally taking the original structure (i.e. the simplex) or the
pairwise (logarithmic) ratios of the parts into account for interpretation.

There are various transformations suited for this task (see, e.g., Filzmoser et al., 2018).
We will focus on two of them that are easy to apply and have good theoretical properties.
The first transformation leads to the so-called centered-logratio (clr) coefficients. For a
composition = (z1,...,zp), the clr transformation is defined as

clr(x) (3.1.1)

X1 D
= |ln—\... In—rF— |,
D D D D
V | \V |

which is essentially the logarithm (per variable) of the observed composition stan-
dardized by its geometric mean. The clr-transformation is isometric, meaning that it
preserves the distance of the Aitchison geometry when using the Euclidean distance in
the transformed space. Also, the interpretation is desirably straightforward and based
on relative information with respect to the (geometric) mean. However, a drawback
present in many applications is that the transformed data matrix does not have full
rank since clr coefficients are based on a generating system and not on a basis of the
Aitchison geometry. This can be overcome by using one of infinitely many orthonormal
coordinates. The transformation of choice in this paper is based on isometric logratio
(ilr) coordinates and known under the name pivot coordinates (e.g. Filzmoser et al.,
2018). The j-th entry of the pivot coordinates of @ is defined as

D—j ;
ilr(x); = D '—ji-l In : :U; (3.1.2)
J D_ﬁ/ Hk:j+1 Tk
for j=1,...,D — 1. Since an orthonormal basis is used, we reduce the dimension of

the transformed composition by one and resolve the problem of singularity in general
present for the clr-transformation. Up to a constant we have equality in the first
entry of the ilr and clr transformation, ilr(x); o clr(x);, and thus, the first entry of
ilr coordinates can be interpreted just as easily as the clr-transformation. Note that
although there is a close connection between the first coordinates, it should be kept
in mind that ilr coordinates represent dominance while clr indicates the average of a
composition. However, this close relationship does not apply to the other coordinates
of the ilr-transformed composition which is essentially the one major disadvantage of
the orthonormal basis. We will use both transformations according to their properties,
and choose the transformation based on the questions and requirements arising in our
data analysis.

In this paper we analyze geochemical data by applying local outlier detection
techniques to three data sets differing in scale and data quality. We show the importance
of data preprocessing steps and the usage of compositional data analysis methods,
describe the problems encountered with data having insufficient quality and debate
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3.2 Data Description and Preprocessing

possible solutions that adequately account for the compositional nature. Moreover,
we show how different local outlier detection techniques perform on different scales
and analyze in which cases some methods might be less appropriate to find mineral
deposits. Some ideas on outlier diagnostics, method evaluation, and filtering of outliers
based on common compositional data transformations are also discussed to complete a
thorough local outlier analysis in the compositional data setting.

The paper is organized as follows. In Section 3.2 we describe the three data sets
and corresponding preprocessing steps before applying the four local outlier detection
methods in Section 3.3. The final two sections summarize and discuss the findings and
provide overall conclusions.

3.2 Data Description and Preprocessing

For illustration purposes we choose three data sets differing in spatial scale, sampling
scale and data quality to showcase the differences and specifics of the four selected
outlier detection methods. The locations of the samples of the different data sets are
depicted in Figure 3.2.1.

The first data set is the so-called GEMAS data set described in Reimann et al.
(2014a.b). The data consists of agricultural soil samples that cover most of Europe
in a density of 1 sample per 2500 km?, see Figure 3.2.1 left. The 2108 samples were
analyzed by X-ray fluorescence, following tight quality control procedures, resulting in
concentration values for 41 chemical elements. Here we use the data set published in
the R-package robCompositions (see Templ et al., 2011), named as data set gemas. It
contains only elements with less than 3% of the analytical results below the detection
limit, resulting in 18 main elements with good data quality.

The other two data sets are used for till geochemical analysis (regional till geochem-
istry, targeting till geochemistry and mineral deposits) in Finland. They are provided by
the Geological Survey of Finland (1995, 2013, 2016) (GTK) and modified as described
below. The regional till data set covers whole Finland and it has been collected during
the period of 1983 to 1991. This data set contains the concentrations of 22 - 26 elements
(depending on the map sheet — in the selected area we have 22 elements available),
see Table 3.2.1. The samples have been collected from the C horizon, which contains
unaltered till. The sampling depth is approximately 1.5 - 2 m. The sampling density
is 1 sample per 4 km? and the full data set comprises of 82 062 samples. Furthermore,
concentrations of 22 - 26 elements that can be extracted by aqua regia have been
analyzed for fine fraction of the till material less than 0.06 mm and the data has been
published by 1:400 000 map sheets (Salminen and Tarvainen, 1995).

The final data set, the targeting till geochemical data set, contains around 385 000
soil samples collected by GTK along sample lines in certain areas between the years
from 1971 to 1983. Most of them are till samples, however samples from sorted mineral
soils, weathered bedrock and mixed intermediate forms also exist in the data set. In
this paper, only till samples collected using percussion drilling and test pitting methods
from the C horizon which contain fine (less than 0.06 mm) fractions are considered.
The samples have been collected by 1:100 000 map sheets. The point density of the
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3 A Performance Study of Local Outlier Detection Methods for Mineral Exploration

samples lies between 6 - 12 samples per 1 km? where the line interval is 500 — 2000 m
and the distance between two points is 100 - 400 m. The average depth of the samples is
2 m, and an emission quantometer method has been used to measure the concentration
of 17 elements listed in Table 3.2.1 (Gustavsson et al., 1979).

For the data analysis in Section 3.3 we do not use the complete regional and targeting
till data sets, but choose data subsets covering only the area from Central Lapland
depicted in Figure 3.2.1 (right), which is partitioned into four smaller areas or map
sheets by GTK. This area contains many known mineral deposits and provides sufficient
data quality in terms of enough reliable measurements, which is not provided in all
areas for the targeting till data set. By taking the same sampling area for these two
data sets, we are also able to compare their usefulness for mineral exploration with
local outlier detection methods.
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Figure 3.2.1: Map of research areas. Left: Grey crosses indicate sample loca-
tions of the GEMAS project while the black dots represent the
reference sites of the SEMACRET Project (2023). The rectangle
in the Northern part of Finland represents the four selected map
sheets of the regional and targeting till data set shown on the right.
Right: Sample locations of regional till (black crosses) and targeting till
(gray dots) data, partitioned into four map sheets. Each triangle indicates
a known mineral deposits.

3.2.1 Data Preprocessing

The element selection based on the detection limit threshold of 3% for the GEMAS
data set constitutes a compromise between rejecting too many elements, and keeping
too many elements with low data quality. Removing said elements ensures that most
of the reliable information of this data set is extracted. Due to the high data quality
in general, no further preprocessing is necessary.
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3.2 Data Description and Preprocessing

The selected subset of the regional till data set generally has good data quality.
However, for some elements it contains values below the lower detection limit, and
other data quality issues. Therefore, additional data cleaning is required. The right
part of Table 3.2.1 shows the percentages of values with the data problems mentioned
before for the selected 4 map sheets. We decided to exclude Zr and Th for all further
analyses. The remaining data quality issues are not connected to detection limit
problems, since only Zr and Th where erroneous in this way. A small amount of
analytical results have additional markers in the data with unclear encoding. The
benefit of the additional information saved trough this procedure outweigh possible
negative effects on data analysis and the differently marked analytical results are
kept in the data. We refer to Mert et al. (2016) for an analysis of contamination on
compositional data transformations. The resulting regional till data set has thus 870
samples and 20 variables.

Compared to the previous data sets, the targeting till geochemical data set has serious
data quality issues, typically connected to values related to detection limits, zero and
even negative analytical results, and values marked with special symbols. Therefore,
extensive data cleaning is required in order to perform further statistical analyses and
modeling procedures. The percentages of insufficient quality of samples per element
and map sheet areas are calculated and shown in Table 3.2.1 left. Eventually, elements
which contain more than 30 percent of problematic samples over all map sheets (e.g.,
Ag, Pb and Zn) are removed from all further analyses.

Furthermore, the geochemical analysis of the targeting till data set has been carried
out at different times and map sheets. Therefore, it is necessary to analyze a possible
mismatch and if the measurements are comparable. Figure 3.2.2 illustrates the spatial
concentration of Fe in both till data sets separately. It is evident that there are
discontinuities at the map sheet boundaries in the targeting till data set due to
inconsistencies during the geochemical analysis done by quantometer method. These
discontinuities are not present in the regional till data, where there is a change of
geological units from Archean and Proterozoic to only Proterozoic origin visible. Thus,
after displaying clearly visible map sheet boundaries and discrepancies between map
sheets at least for Fe that are not due to the underlying geology it was decided to
analyze the map sheets (1:100 000 scale) separately for the targeting till data set, as
the smaller areas also contain enough sample points to carry out the analysis.

To improve data cleaning further, also Q-Q plots are used to examine the distribution
of concentrations between different map sheets in the regional as well as in the targeting
till data set where only elements with less than 30% of quality issues are included.
For the Q-Q plots, we focus on the elements Co, Cr, Cu, Fe, Ni, V, and Ti, which
are important ore metals in ultramafic rocks, and thus of special interest for mineral
exploration. As example, the concentration values of Fe for all four map sheets
separately are shown by Q-Q plots for the targeting till data set in Figure 3.2.3(a)
and for the regional till data set in Figure 3.2.3(c) as well as the corresponding clr
transformed values in Figure 3.2.3(b) and in Figure 3.2.3(d), respectively. The Q-Q
plots for Fe vary between map sheets (M4, M5, M11, M12) but especially between
the two data sets. With respect to the average concentration level per map sheet we
even see adverse ordering in original as well as clr transformed values for regional
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Targeting till (%) Regional till (%)
Element M4 M5 M1l Mi12 M4 M5 M1l Mi12
Ag 100 100 100 100 - - - -
Al 91.17 93.84 4.64 16.63 0 0 0 0
Ba - - - - 0 0 0 0
Ca 1.13  2.02 27.09 53.87 0 0 0 0
Co 16.27 18.52 3.04 &8.24 0 0 0 0
Cr 86.65 6.82 6.33  4.16 0 0 0 0
Cu 1.27  4.39 0.96 1.93 0 0.36 0 0
Fe 0.03 0.87 0.73 1.80 0 0 0 0
K 1.96 3.44 35.66 9.60 0 8.02 0 0
La - - - - 0 0 0 0
Li - - - - 0 0 0 0
Mg 0.03 0.06 0.01 0.03 0 0 0 0
Mn 2.17 1.14 2.71 2.74 0 0 0 0
Na 0.37 0.40 1590 4.38 - - - -
Ni 0.24 0.33 0.18 0.46 0 1.45 0 0
P - - - - 0 0 0 0
Pb 99.58 9195 97.35 97.71 - - - -
Sc - - - - 0 0 0 0
Si 0 047 0.01 0.07 - - - -
Sr - - - - 0 0 0 0
Th - - - - 5.88 15.32 9.52 1.92
Ti 0 027 0.01 0.01 0 0 0 0
A\ 0.27 0.94 1.03 3.72 0 0 0 0
Y - - - - 0 0 0 0
Zn 98 22.04 91.48 60.58 0 0 0 0
Zr - - - -1 11.02 7.66 36.90 44.87

Table 3.2.1: Percentages of problematic data quality of the targeting till and regional
till data set for different elements with respect to corresponding map
sheets. The values of the elements per map sheet used after the final data
cleaning are underlined.
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Figure 3.2.2: Illustration of discontinuities of Fe (%) between map sheets in the targeting
till (right) compared to regional till data set (left). Clear boundaries are
visible between the map sheets in the targeting till data set.

and targeting till, which is congruent with Figure 3.2.2. Note that Q-Q plots alone
are not sufficient to diagnose map sheet leveling problems but the adverse ordering
could still be a strong indicator of them. However, other quantitative differences
between the two data sets might be mainly due to different analytical techniques.
Interestingly, the clr transformation based in the regional till data set reorders the
average relative level of Fe between map sheet M4 and M12 indicating that using the
appropriate compositional data structure adds important information which would
be ignored otherwise. Regarding differences between the map sheets per data set for
other elements (Co, Cr, Cu, Ni, V, and Ti) shown in B.1 it is less clear whether they
originate from map sheet problems or from spatially changing lithology. Finally, the
distributions of elements for all map sheets, elements and data sets seem to be plausible.
Apart from some lower detection limit problems in the targeting till data set, which
will be taken care of in the next step, we do not need to account for any extensive
rounding, grouping or other distributional issues that might occur.

After the extensive map sheet analysis of the targeting till, the final data cleaning is
necessarily done per map sheet. In order to use as many elements as possible, we start
by removing samples that have at least one zero value of element concentration. Also
observations with more than 30% of problematic values over all elements provide a
restricted amount of reliable information and are removed. Due to the high sample
density, we still keep enough observations to make sensible analysis when applying the
rather strict row cleaning (M4: 2417 samples, M5: 1399 samples, M11: 5821 samples,
M12: 4557 samples). Note, that for data sets of lower sample density, the decision
between having less samples or less elements available after data cleaning is less clear
than in this case. Finally, only the elements that have less than 5% problematic values
per map sheet are used, which are underlined in Table 3.2.1. This is again rather strict,
but we hope to reduce the number of local outliers connected to poor data quality
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Figure 3.2.3: Q-Q plots of Fe: (a) original concentration in targeting till, (b) clr
transformed concentration in targeting till, (c) original concentration in
regional till, (d) clr transformed concentration in regional till, n (targeting
till) = 16460, n (regional till) = 870.
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3.3 Data Analysis

or detection limit problems. Imposing the even stricter limit of 3% similar to the
GEMAS data set is not applicable for this data set, since many more elements would
be lost for the analysis. However, note that the effects of some data quality issues on
compositional transformations will be present but limited (Mert et al., 2016).

After the final data cleaning of both data sets, targeting and regional till, the
last preprocessing step is to address the compositional nature of the geochemical
data (for targeting till again per map sheet). Although the clr-transformation is
isometric regarding the Aitchison geometry and easy to interpret, the linear dependency
introduced is problematic. In the case of covariance estimation we would get a singular
matrix which is not invertible. However, this is a necessity for the pairwise Mahalanobis
distance and the three methods based on it. Thus, it is sensible to choose ilr coordinates
for the regularized spatial outlier detection technique, the robust local outlier detection
method and the ssMRCD-based outlier detection technique to avoid this problem. Since
LOF does not need a covariance estimation and is strictly (Euclidean) distance-based,
any transformation for compositional data which is isometric can be applied. Thus,
both ilr and clr can be used, and due to isometry both lead to the same local outlier
factor and thus, to the same local outliers.

3.3 Data Analysis

After finishing the preprocessing and data cleaning steps and the compositional data
transformations, the four outlier detection methods can be applied to the transformed
data. Regarding the parameters, we generally adhere to default settings wherever
sensible. For all four methods we compare each observation with the same amount of
k nearest neighbors. Setting k£ influences the locality of the local outlier detection in
all methods since we are looking for an anomaly compared to samples from a larger
area. For a more detailed analysis of the effects of different k values we refer to Braus
(2023). Since the considered data sets differ in sample size and density, k is adjusted
to the data sets. The parameters for the ssMRCD-based method are a smoothing
parameter A = 0.5, representing a compromise between local and global covariance
estimation. Neighborhoods are defined data specific and the weighting matrix for
smoothing between neighborhoods is defined as the pairwise inverse distance of the
neighborhood spatial centers, which is the most natural choice for data without inherent
spatial structural breaks. For LOF a value above 1.5 is flagged as outlying, and for the
regularized spatial detection technique we want to include all observations (Srrc = 1)
independent of local heterogeneity. As regularized covariance estimator, the Minimum
Regularized Covariance Determinant estimator (Boudt et al., 2020) with a trimming
percentage o = 75% is chosen, meaning that 75% of the k-nearest neighbors are used
for the local covariance estimation. Regarding ROB, all other parameters including
the amount of neighbors allowed to be similar as well as the cutoff value are adjusted
to the spatial scale of the data.
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3 A Performance Study of Local Outlier Detection Methods for Mineral Exploration

3.3.1 GEMAS Data

For the GEMAS data set we use the following parameter setting for the different
local outlier detection methods: We choose £ = 10 for all methods, a standard
settings, and N = 50 neighborhoods for the ssMRCD estimation which reflects an
appropriate level of locality given the sample density and ensures sufficient observations
per neighborhood. The neighborhoods are selected by k-means clustering based only
on the spatial attributes of the data and checked for reasonably sized spatial clusters.
For the robust local outlier detection method (ROB) we allow 10% of the neighbors to
be similar (Srop = 0.1) due to the large area covered and the sparse sampling of the
GEMAS data set, and choose an isolation degree bigger than 0.2 as cutoff value. These
parameter choices are also supported by the work of Braus (2023). As some indicator
for performance we also include the reference sites of the SEMACRET Project (2023)
in Figure 3.2.1 (left). Finding these reference sites can be interpreted as analysis goals.
However, on the one hand this approach is unbalanced since a high number of found
outliers already leads to an improved performance, and on the other hand unknown
mineral deposits are not taken into account. Nevertheless, we get more insight into
possible drawbacks of different methods.

The flagged outliers per method are shown in Figure 3.3.1. Starting with the most
global method, the robust local outlier detection method (ROB), problems connected
to the global covariance estimation are evident. For the robust covariance estimation,
the MCD estimator (Rousseeuw, 1985) is used which selects a subsample of the data
with the lowest determinant of the sample covariance based on this subsample. On the
GEMAS data set, the subsample contains mainly observations from Middle to Northern
European countries, thus leading to a covariance not representing Southern Europe
and to an unbalanced and somewhat biased spatial distribution of the outliers. For the
regularized local outlier detection technique (REG), the outliers are more or less evenly
distributed. However, the problem of a high number (almost 15% of the observations)
of outliers arises which is likely connected to an increased false positive rate. The high
amount of outliers makes it difficult to get more valuable insight into the data rendering
the method essentially useless without further processing. Both, the ssMRCD-based
and the LOF-based outlier detection method seem promising, however it seems that
the ssMRCD finds most reference sites, including a strong signal very close to the
ultra-mafic intrusion body in Beja (see Figure 3.3.2b). Note that the mineral deposit
in Suwalki in North Poland is assumed to be multiple hundreds of meters deep under
the surface, so it is unlikely that it affects the soil sufficiently. Moreover, LOF does not
flag the soil sample from the Canary Islands as outlying which would be sensible given
that the ten nearest neighbors are located far away somewhere in South Spain.

Although the element selection in the GEMAS data set might not be oriented towards
mineral exploration, the data quality is very good and it is well suited to discuss further
processing steps. After applying the four methods we end up with many potential
locations for mineralisation or other anomalous observations. Thus, a closer look at
the identified outliers is quite important since finding mineralised areas can be very
expensive, and additional analysis can improve the identification of important locations.
We are interested in utilizing potential mineralisations by mining, hence high values of
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Figure 3.3.1: Spatial locations of flagged outliers (marked as cross) by each method

separately on the GEMAS data set. The black dots represent areas of
interest in the SEMACRET Project (2023) where mineral deposits are
anticipated.
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Figure 3.3.2: Outlier diagnostics for (a) observation 530 which is closest to the Akan-

vaara area, and for (b) observation 189, closest to the ultra-mafic intrusion
body in Beja, each colored in red. The two parallel coordinate plots
show the multivariate structure of the observations and corresponding
10 nearest neighbors in gray, once in percent (upper part) and once in
clr-transformed values (lower part).
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3 A Performance Study of Local Outlier Detection Methods for Mineral Exploration

elements in clr coordinates (meaning high concentrations relative to other elements)
but also in total concentrations are desirable. Thus, we employ a filtering procedure
on all flagged outliers keeping only those observations which have clr and measured
concentration levels simultaneously above the global 95% quantile for at least one
element. In Table 3.3.1 the total numbers of outliers, filtered and unfiltered, are shown
for all three data sets. Depending on geological knowledge and the type of mineral
deposits that should be found, the selection of elements for the filtering procedure can
be further specified in concrete applications. For finding potential Ni-Cu mineralisation,
the elements in the filtering procedure can be tailored specifically to high Ni and Cu
and other connected elements (see also subsection 3.3.3).

The number of outliers is reduced by the filtering procedure, but for single observa-
tions we can still improve on the analysis to increase the chance of finding valuable
mineral deposits. A possible diagnostic tool is based on parallel coordinate plots which
can give insight into the multivariate structure. Each observation is represented by a
line, and the values of each variable on the horizontal axis are connected. We focus on
the comparison with the k-nearest neighbors. Together with insight into the underlying
bedrock, the corresponding observation can be interpreted as interesting new target
for further exploration or discarded as uninteresting anomaly. In Figures 3.3.2a and
3.3.2b, two of the flagged outliers which are closest to the Akanvaara area and Beja
are analyzed in comparison to their 10 nearest neighbors (colored in gray) using the
parallel coordinate plot.

Regarding the outlier next to Beja in Portugal, which was flagged only by the
ssMRCD-based method, we see high values in Ca and Mg and particularly low values
in K. This fits well to the known geology in this region. While the neighbors are
mostly located on sand (3 samples) and on the South-Portuguese Flysch zones (4-5
samples) which are composed of higher Al, Si, Fe, K as well as hardly any Ca and
Mg (Jorge et al., 2013), respectively, the flagged outlier lies on the layered Gabbroic
Sequence at Beja which is consistent with the elemental composition of the outlier as
it contains olivine bearing gabbroic rocks which are bordered by heterogeneous diorites
(Jesus et al., 2014). Gabbro usually contains minerals which associate with Ca and
Mg such as pyroxene, plagioclase, and olivine of which weathering release Ca and Mg.
The depicted high values in Ca and Mg are thus indicators for the Caliche type of
weathering, which is typical in that type of climate for (ultra-)mafic lithologies. Also,
low Si and slightly higher Cr with respect to neighbors indicate weathering of gabbroic
rocks.

For the outlier indicated by the methods LOF, REG and ssMRCD near the Akanvaara
deposit and the so-called Koitelainen deposit north-western of Akanvaara, higher values
can be observed for Fe and Mn with respect to the nearest neighbors (Figure 3.3.2a).
The Akanvaara deposit is located in Northern Finland (eastern part of the Central
Lapland greenstone belt) and it is considered as a layered mafic intrusion which hosts
vanadium mineralisation in layers of magnetite gabbro and also in chromitite layers
within gabbro. These two layers have been mineralised by massive, semi-massive and
disseminated magnetite, pyrite, chalcopyrite and chromite (Lutynski, 2019). Koitelainen
also an ultramafic deposit which is enriched by commodities such as CrsO3, V, Fe
and PGE. The flagged outlier is closer to the Koitelainen deposit than the Akanvaara

70



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

3.3 Data Analysis

deposit where the distances from the outlier to the deposits are approximately 17 km
and 72 km respectively. Thus, when considering the flagged outlier for these deposits,
elevated amounts of elements such as Cr, V, Cu are also expected other than Fe in order
to identify it as an indicator for Akanvaara and Koitelainen. However, the GEMAS
data are for grassland areas and Akanvaara locates inside largely forested area without
close vicinity to grasslands. Furthermore, since this flagged outlier associates with only
high Fe and Mn, it cannot be 100 percent certain that it indicates the Akanvaara or
Koitelainen deposits, but it is certain that it indicates a mafic environment where there
is a possibility for a mineral deposit.

3.3.2 Regional Till Data

For the regional till data set some parameter settings are adjusted. We again compare
single observations with their £ = 10 nearest neighbors. For the ssMRCD-based
method, each of the 4 map sheets is chosen as an own neighborhood. This choice is
due to the very dense sampling grid, but simulations in Puchhammer and Filzmoser
(2024) also suggest that the method is rather insensitive to the number of neighbors, as
long as some smoothing by the parameter A is performed. For the robust local outlier
detection method (ROB), we increase the percentage of neighbors allowed to be similar
to 30% (Brop = 0.3) due to the smaller scale of the sampling area and choose an
appropriate cutoff value for the isolation degree of 0.4. We refer to Braus (2023) for
sensitivity analyses with respect to the choice of these parameters.

Interestingly, due to the smaller scale of the data we have the advantage of known
mineral deposits (Geological Survey of Finland, 2016). There are 48 known mineral
deposits of various types in the research area depicted as red rectangles in the right
part of Figure 3.2.1. Ideally, our methods find these locations. However, since generally
there are no samples directly on the deposits, we define a deposit to be found if an
outlier is located 4 km or closer to the deposit. This might seem like quite far, but
for an average density of one sample per 4 km? and historical glacial movement this
distance is quite reasonable. Note, that this is not a guarantee that the outlying sample
detecting the deposit has a typical element composition connected to the specific
deposit type. Hence, it might be possible, that the sample is outlying due to other
processes. Moreover, it would be preferable if the methods find the deposits as the
most extreme outliers. Thus, we rank the outliers according to their outlyingness value,
and analyze how many deposits are found until which outlier rank.

The left part of Figure 3.3.3 shows how many deposits are found by outliers up
to the rank depicted on the horizontal axis for the regional till data set, with and
without the filtering procedure described in the prior subsection. We see that filtering
outliers reduces the number of outliers overall. However, for the regularized spatial
outlier detection technique, the ssMRCD-based method and also the LOF there is
an improvement in accuracy, meaning more deposits are found earlier. The degree of
the improvement differs among methods, from strong for REG to negligible for LOF.
Nevertheless, the filtering tool proves to be valuable if a subselection of outliers is
necessary.
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Figure 3.3.3: Performance of local outlier detection methods on regional (left) and
targeting (right) till data for filtered and unfiltered flagged outliers. The
dashed line represents the number of known mineral deposits. The
methods applied to the regional till data set have better performance
than for targeting till, as can be seen for the first 30 outliers (dotted line).

3.3.3 Targeting Till Data

Finally, the targeting till data set is used for the analysis. As discussed in Section 3.2
it is most sensible to analyze the four map sheets separately. The data also provides
a structure of smaller sub-mapsheets, 12 for M4 and M5 and 6 for M11 and M12,
respectively, that are used as neighborhood structure for the ssMRCD-based method.
The only other parameter setting that is changed compared to the regional till data
analysis is k£, the number of neighbors to be compared with each observation. Due
to the high sampling density, we increase k to 30 to find appropriate local outliers.
Since we have 16 times more observations than in the regional till data set for the same
area, the necessary distance to a known mineral deposit for it to be defined as found is
reduced to 1 km in order to compare the performance of the data sets fairly.

Due to the separation of the map sheets in the analysis and the fact that we have a
different set of elements per map sheet, we cannot compare the degree of outlyingness
without adjustments. Thus, for each map sheet the outlyingness is standardized with
its cutoff value to reduce the effects of separate analysis, and then the observations is
ranked jointly by the standardized outlyingness.

The results can be seen in the right panel of Figure 3.3.3, again with unfiltered
and filtered outliers. The methods flag many samples as outlying and for ROB and
REG filtering significantly reduces the number of outliers while increasing accuracy.
Ideally, the curves would jump at the very beginning up towards the number of known
deposits. We can see that the ssMRCD-based method is closest to the ideal, both with
and without filtering of outliers.
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Figure 3.3.4: Outlier diagnostics for an outlier (red cross) close to the Saattopora-
Cu deposit (right triangle). The two parallel coordinate plots show the
multivariate structure of the observations and its corresponding 30 nearest
neighbors in gray, once in percent (upper part) and once in clr-transformed
values (lower part).

As mentioned before it is also possible to use a specific set of elements for filtering
that match a deposit type of interest. As illustration we now try to find a (known)
Ni-Cu deposit by filtering according to Ni, Cu, Ti, V, Co and Cr (see section 3.1). Three
of the four methods (LOF, REG, ssMRCD) flag the sample analyzed in Figure 3.3.4
as outlier, which is less than 1 km away from the Saattopora-Cu deposit hosting Cu
together with Au, Ni, Co and Ag. High values in Ni, Ti and Co of the flagged sample
imply that the Ni-Cu deposit is connected to its outlyingness.

Comparing the results of the two data sets shown in Figure 3.3.3, we can clearly see
that significantly more mineral deposits are potentially found by less flagged outliers
using the regional till data set. In the case of mineral exploration this is definitely
desirable since each outlier would need to be analyzed more closely. By providing
that valuable outliers have high ranks in outlyingness, the effort and time spent on
additional analysis is reduced. Note that outlier detection with the regional till data
set might be more accurate than with the targeting till data set just because of the
availability of more elements. This seems to be an important factor in finding certain
types of ore deposits compared to a higher sampling density.

Another interesting approach is to analyze if the (potentially) found mineral deposits
are the same or if the data sets lead to different results. In Figure 3.3.5 the outlier rank
of the found deposits for both data sets are shown, for filtered and unfiltered outliers,
and summarized in Table 3.3.2. In most cases, the number of found deposits is hardly
affected by the filtering procedure. This indicates that the filtering process designed
for subselecting outliers really leads to more accuracy in finding mineral deposits.
Again, we can see that analyzing outliers from the regional till data set is effectively
detecting ore deposits since many of them are found with a much lower outlier rank.
Interestingly, the ore deposits found differ between the data sets used. This reflects
also the size and type of ore deposits which would mean that with sparse sampling
grids bigger outcropping or sub-outcropping mineralisations are possibly found but
with increased sampling density the detection of smaller sub-outcropping and buried
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Figure 3.3.5: Found mineral deposits per outlier rank for unfiltered outliers (a) and
filtered outliers (b) in either the regional and/or the targeting till data
set. Jointly found deposits are marked by dots, deposits found only by
one method are marked as gray crosses.

deposits is improved.

Unfiltered Filtered
Method | GEMAS Regional Targeting | GEMAS Regional Targeting
LOF 36 17 420 24 15 359
REG 311 115 943 182 59 640
ROB 66 13 595 28 5 167
ssMRCD 64 26 431 48 21 379
’ # samples \ 2108 870 14194 - - -

Table 3.3.1: Number of flagged outliers for each method and data set, unfiltered and
filtered by high values in clr values and non-transformed measurements in
at least one element.

3.4 Summary and Discussion

In this paper we demonstrated the suitability of local outlier detection methods for
the purpose of mineral exploration in geochemistry. Generally, local outlier detection
incorporates the spatial neighborhood of the samples in order to identify local anomalies
in the multivariate element composition. The analyzed data sets are of different scale,
sample density and data quality, and they also vary in the number of available element
concentrations. However, the geochemical data sets have in common that they are
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3.4 Summary and Discussion

Unfiltered Filtered
Method | Regional Targeting Both | Regional Targeting Both
LOF 12 18 5 11 17 4
REG 39 27 24 31 22 15
ROB 2 18 1 1 9 1
ssMRCD 17 19 15 18

Table 3.3.2: Number of found deposits for each method and data set, unfiltered and
filtered by high values in clr values and non-transformed measurements in
at least one element. Maximum number of deposits possible to find is 48.

of compositional nature, which made it necessary to process them with tools from
compositional data analysis.

The different methods for multivariate local outlier detection mainly vary in the way
how they estimate the covariance matrix to compute pairwise Mahalanobis distances.
The simplest approach is to use a joint global covariance matrix. The other extreme is
to use separate covariance estimates for each local neighborhood. A third, recently
proposed methods tries to find a compromise between those two extremes, with the idea
that the robust covariance estimation should change smoothly across the neighborhoods.
These methods are compared to a procedure called LOF (Local Outlier Factor), which
incorporates Euclidean distances between the multivariate observations, and thus is
based on a very different concept.

While all methods find mineralisations, we have shown that they also have their
limitations, ranging from biased covariance estimation to an extensive flagging of
outliers and not finding reasonable spatial outliers. With known mineral deposits it
is possible to evaluate the methodologies on real data and analyze their performance
in more detail. However, the considered mineral deposits are of very different type,
and one might have to go into much more detail to see if the compositions of the
identified outliers really reflect the type of mineralisation, or if the elements used in
the analysis are even appropriate for this purpose. Moreover, it can also happen that
some of the identified outliers point at new yet unknown mineralisations, which makes
the evaluation used in this paper biased.

Thus, next to appropriate outlier detection methods, it is also important to use
diagnostic tools to verify if the indicated outliers indeed point at mineralisations. We
introduced exploratory procedures that combine relative and absolute information, as
outliers are supposed to be atypical in the multivariate compositional data space, but
at the same time they are supposed to have high concentration values for particular
elements.

Next to a data subset from the GEMAS project we evaluated the procedures for
two data sets from the same area in Finland, measured in different years, with a
very different sampling density, and yielding different sets of elements with different
data quality. The main question was if higher sampling density would also lead to
higher accuracy for mineral identification. However, the crucial point for mineral
identification seems that not only the commodity elements need to be available, but
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3 A Performance Study of Local Outlier Detection Methods for Mineral Exploration

also complementing elements that allow to understand and characterize the geological
situation.

3.5 Conclusions

A general but possibly obvious conclusion is that also for local outlier detection,
data quality is more important than quantity. However, it is not just quality which
matters, it is also the set of elements which needs to be big enough in order to cover
the complexity of the geochemistry that experts would expect to find at mineralised
zones. Here, rare elements such as gold could be very valuable, provided that they are
measured with sufficient quality. Elements measured with low quality, as for example
with a high proportion of values below the detection limit, will negatively affect the
log-ratio transformations used in compositional data analysis. In more detail, an
observation where just one element has a value below the detection limit could end
up in a multivariate observation of the compositionally transformed data set with all
entries being distorted. This could lead to a very high proportion of outliers, where
local outlier detection methods could fail to work correctly.

For the tested local outlier detection methods it is known that some are very sensitive
and may lead to a too strict rule for indicating outliers. Also the way how the methods
work internally is very different, and therefore these methods are flagging different sets
of outliers. From a theoretical point of view, the ssMRCD method will be preferable
over the methods REG and ROB in case where the investigated area shows geochemical
differences, e.g. as a result of different underlying processes (pollution sources, soil
formation, environmental conditions, etc.). The LOF method tends to identify data
points that are isolated in the multivariate space. Thus, if the sampling is dense and
the observations continuously change towards the mineralisation, this method may fail
to see samples on top of mineralised zones as outliers. Nevertheless, a strategy could
be to use multiple local outlier detection methods to balance their advantages and
limitations.

For sampling strategies it follows that a lower density with more analyzed elements is
desirable to high density sampling with low data quality. When interesting locations are
found with sparse data, the density can then still be increased in further studies adjusted
to the specific ore type and deposit size to also find smaller targets (for example, vein
type or small sub-outcropping deposits). Nevertheless, statistical analysis alone is
limited and always needs cooperation with experts providing interpretation of outliers
and classifying them as potential mineral deposits worth to be analyzed further.
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Appendix B
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Figure B.1: Q-Q plots of Co: (a) original concentration in targeting till, (b) clr trans-
formed concentration in targeting till, (c¢) original concentration in regional
till, (d) clr transformed concentration in regional till.
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Figure B.2: Q-Q plots of Cr: (a) original concentration in targeting till, (b) clr trans-
formed concentration in targeting till, (c) original concentration in regional

till, (d) clr transformed concentration in regional till.
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Figure B.3: Q-Q plots of Cu: (a) original concentration in targeting till, (b) clr trans-
formed concentration in targeting till, (c) original concentration in regional
till, (d) clr transformed concentration in regional till.
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Figure B.4: Q-Q plots of Ni: (a) original concentration in targeting till, (b) clr trans-
formed concentration in targeting till, (c¢) original concentration in regional
till, (d) clr transformed concentration in regional till.
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Figure B.5: Q-Q plots of Ti: (a) original concentration in targeting till, (b) clr trans-
formed concentration in targeting till, (c¢) original concentration in regional
till, (d) clr transformed concentration in regional till.
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Appendix B

Figure B.6: Q-Q plots of V: (a) original concentration in targeting till, b) clr trans-
formed concentration in targeting till, (c) original concentration in regional
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4 Sparse Outlier-Robust PCA for
Multi-Source Data

This chapter was published as Puchhammer, P., Wilms, I., and Filzmoser, P. (2024b).
Sparse outlier-robust PCA for multi-source data. arXiv preprint arXiv:2407.16299.

4.1 Introduction

Principal component analysis (PCA) is undoubtedly one of the most important unsu-
pervised statistical methods available. The basic idea is to project the observations
in a given data set onto a new vector space with orthonormal basis where each basis
vector is a linear combination of the original variables constructed to capture the
highest variability for the first basis vector, the second highest variability for the
second basis vector and so on. The new variables are called principal components
(PC), the coordinates of the PCs in the original variable space are called loadings and
the coordinates of the observations with respect to the PCs are called scores. Often,
only the first few PCs that catch a majority of the variance and thus of the available
information are analyzed. As such, PCA finds widespread application across numerous
areas, such as dimensionality reduction, visualization, clustering, feature engineering
and many more.

Standard PCA—PCA based on the sample covariance—has, however, three important
shortcomings when it comes to analyzing modern data sets. First, modern data sets
often consist of many variables. Then sensible, efficient and correct interpretation of
scores and loadings can get difficult since the loadings obtained via standard PCA are
often a combination of all variables involved. Moreover, by focusing the interpretation
on large absolute loading entries and ignoring small ones, whether intentionally or
not, misleading interpretation results can be produced as discussed in Cadima and
Jolliffe (1995). Therefore, inducing sparsity in the loading entries is necessary to ensure
correct interpretation of PCA results. Sparse PCA (see Section 4.1.1) has become
fundamentally important in a variety of applications.

Secondly, standard PCA is often applied to a single data set, yet many modern
applications entail multiple related data sets from different sources for which PCA
needs to be performed jointly. Classical examples of such multi-source data are time
series data that can be grouped based on time increments like months or years, spatial
data with groups based on spatial proximity or nationality, or more general subgroups
based on e.g., demographics, socioeconomic status or other external variables. Even
though PCA can still be applied globally on the whole data and structural changes
might still be identified in the scores, the question of which variables drive the variance
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4 Sparse Outlier-Robust PCA for Multi-Source Data

in different groups or data sets remains unanswered as such. On the other hand, fully
localizing PCA by applying it on each subgroup individually ignores the overall inert
link between the subgroups, rendering the individualistic approach inappropriate. Thus,
the local and global aspect of the data needs to be addressed simultaneously. Moreover,
in the multi-source PCA setting with IV sources, sparsity and especially structured
sparsity patterns are well suited. By analyzing multiple related data sets, we end up
with N-times more loading entries than for a global PCA approach. Thus, sparsity
in each entry is important. However, due to the interconnection of the data sets and,
thus of the loadings, structured sparsity, here meaning sparsity in entries of the same
variable for all sources simultaneously, can be present in the data sets as well. Including
a structured sparsity inducing combination of groupwise and elementwise penalties can
then increase accuracy in PCA or also regression results as demonstrated by Jenatton
et al. (2010) and Simon et al. (2013), respectively, for groupings of variables in a
global context. Although other disciplines have already explored multi-source data
successfully, multi-source PCA analysis remains under-explored (see Section 4.1.1).

Third, standard PCA is not robust to outliers (aka anomalies). Yet, variability
analysis in modern multi-source data sets also requires that outliers are taken care of
reliably. By definition, outliers do not behave like the majority of the data and lie
outside of the multivariate point cloud of regular observations. Thus, outliers inherently
increase variability measured by classical estimators and distort the direction of high
variability towards them. Since we are interested in the direction of variability of
the data majority, robustness in estimators for variability, i.e. covariance matrices,
must be used. Well-known robust covariance estimators are for example the minimum
covariance determinant estimator (MCD, Rousseeuw, 1985; Rousseeuw and Driessen,
1999) or its regularized variant, the minimum regularized covariance determinant
estimator (MRCD, Boudt et al., 2020) that can be used to robustify PCA by a so-called
plug-in approach (Croux and Haesbroeck, 2000) that we also adopt in this paper. see
Section 4.1.1 for other approaches.

In this paper, we offer the first multi-source PCA approach that delivers sparse
loadings and is robust to outliers. A key ingredient of our method is the spatially
smoothed MRCD (ssMRCD) estimator (Puchhammer and Filzmoser, 2024, 2023),
an outlier-robust covariance estimator that jointly estimates covariance matrices for
multiple, related data sets by inducing smoothing. We tailor the ssMRCD estimator
towards our multi-source PCA set-up and then adopt the popular plug-in approach in
robustness, using the tailored ssMRCD as plug-in, to perform sparse, outlier-robust
PCA for multiple, related data sets. We employ standard sparsity as well as structured
sparsity penalties to mirror the relations between the multiple sources (also called
neighborhoods in the ssMRCD context given the focus on spatial settings, yet the
ssMRCD estimator is generally suited for analyzing multi-source data). By jointly
analyzing the covariance matrices—via the ssMRCD—and sparsity in the loadings—via
the structured sparsity penalties—we can better differentiate between global structures
indicated by similarities between sources, and local structures indicated by differences
in our variability analysis. Apart from this main methodological contribution, we also
offer an important computational contribution by designing an alternating direction
method of multipliers algorithm and by carefully fine tuning it to solve the multi-source
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4.1 Introduction

PCA problem in a computationally efficient manner. We offer computing code in the
form of a publicly available R-package ssMRCD (Puchhammer and Filzmoser, 2023) to
facilitate adoptability and practical use.

4.1.1 Related Work

Many proposals in the literature exist that focus either on sparse PCA, multi-source
PCA or outlier-robust PCA; we review these strands below. Yet, few studies address
two out of these three aspects simultaneously, and no PCA method exists, to the best
of our knowledge, that delivers all three features jointly; a gap that this paper fills.

Sparse PCA

The literature on sparse PCA is rich. We provide a compact, yet incomplete, overview
here but refer the interested reader to Bertsimas et al. (2022) for a recent review on
the different literature strands. Starting with the work of Jolliffe et al. (2003), who
introduce the least absolute shrinkage and selection operator (LASSO) into PCA with
the algorithm known as SCoTLASS, Zou et al. (2006) include an elastic-net penalty to
PCA reformulated as regression problem. Further developments include the work of
Shen and Huang (2008) approaching the problem from a regularized singular value
decomposition, Ma (2013) focusing on a thresholding approach for high-dimensional
data, d’Aspremont et al. (2008) deriving a greedy algorithm based on a semi-definite
relaxation variation, and Journée et al. (2010) with a convex reformulation of sparse
PCA. Recently, Bertsimas and Kitane (2023) proposed GeoSPCA, a sparse PCA
approach that builds on a geometrical interpretation of the problem.

Multi-Source PCA

While the need for multi-source data analysis has already been addressed in a variety
of other disciplines (e.g., Price and Sherwood, 2018; Wang et al., 2013 for regression
settings, Puchhammer and Filzmoser, 2024 for covariance estimation, Danaher et al.,
2014; Price et al., 2021 for inverse covariance estimation, or Barbaglia et al., 2016;
Wilms et al., 2018 for time series data), multi-source PCA analysis is still under-
explored. A recent exception is Shi and Kontar (2024). They propose personalized PCA
(PerPCA), a systematic approach to analyze data collected from different sources with
heterogeneous trend thereby decoupling shared (global) and unique (local) features. A
similar but different approach to analyzing connected data sets is multi-block PCA,
where features are grouped together instead of observations. Recent advances of this
field is integrated principal components analysis (iPCA) by Tang and Allen (2021), who
propose a model-based framework of the classical PCA problem suited for analyzing
multiple data sources with features of different types that are measured on the same set
of samples, and offer sparse as well as non-sparse iPCA estimators. Other PCA-related
methods for multi-block data are joint and individual variance explained (JIVE; Lock
et al., 2013) and common and individual feature extraction (CIFE; Zhou et al., 2016),
both focusing on low-rank approximations.
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Outlier-Robust PCA

Early work by Croux and Haesbroeck (2000) considers robust PCA using robust
covariance estimators as plug-ins instead of the regular sample covariance matrix that
is non-robust. Leyder et al. (2024) recently proposed Generalized spherical PCA, a
robust PCA method based on the generalized spatial sign covariance matrix. Other
robust PCA approaches are based on projection pursuit (e.g., Li and Chen, 1985;
Hubert et al., 2002; Croux and Ruiz-Gazen, 2005) or a combination of both called
ROBPCA (Hubert et al., 2005). Hubert et al. (2016) further extend ROBPCA to
sparse PCA (ROSPCA) while Croux et al. (2013) develop a robust PCA method
with standard sparsity based on projection pursuit. A well-known PCA approach by
Candés et al. (2011) delivers robust PCA results under additional weak assumptions
and is of special interest among others in the fields of video processing and face
recognition. More recently, Yi et al. (2017) offer joint sparse principal component
analysis (JSPCA) that simultaneously selects useful features and provides protection
against outliers whereas Wang and Van Aelst (2020) develop a sparse PCA based on
least trimmed squares (LTS-SPCA) which is then also compared to ROBPCA and
ROSPCA in simulations. For robustness in the case where entries of data set columns
have been corrupted by permutations Yao et al. (2024) propose data analysis via
unlabeled principal component analysis (UPCA). Some robust PCA methods tailored
towards high-dimensional data include Schmitt and Vakili (2016), whose FastHCS
algorithm selects a subset of observations, as well as the work of Fayomi et al. (2024),
where PCA is based on a Cauchy likelihood reformulation.

4.1.2 Qutline

The remainder of the paper is structured as follows. In Section 4.2, we derive the
objective function to perform sparse, outlier-robust PCA for multiple related data sets.
In Section 4.3, we present and carefully discuss the computationally-efficient algorithm
to perform multi-source PCA based on the alternating direction method of multipliers
(ADMM). In Section 4.4 our proposal is tested on simulated data and compared to
state-of-the-art PCA alternatives. Two real data examples are analyzed in Section 4.5
and finally, conclusions are given in Section 4.6.

4.2 Multi-Source PCA Based on the ssMRCD

In Section 4.2.1 we introduce the optimization problem to perform sparse PCA for
multiple related data sets thereby focusing on the first PC. We then expand the
problem to multiple PCs in Section 4.2.2. Finally, in Section 4.2.3 we detail the
ssMRCD estimator, a key ingredient in our plug-in approach to achieve robustness on
multi-source data.

4.2.1 First Principal Component

Let X1, X2,..., X be data sets from N sources consisting of X; = (] ,..., @], )" €

»ing
R™*P observations per source ¢ = 1,..., N of the same p variables. For each source %,
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4.2 Multi-Source PCA Based on the ssMRCD

corresponding locally estimated covariance matrices are denoted by 3, € RP*P and
estimated means by fi; € RP.

When considering the PC loadings for multi-source data each loading can be written
as a matrix, where each column represents a source, and each row one variable. The
loadings matrix of the k-th principal component is denoted as

oy
/ /
vk = : : =k, ... o) = (vlf.,...,v;f.)'. (4.2.1)
oy

The loadings matrix of the first PC is obtained by solving the following optimization
problem

N p N P
Vi=  argmin =) o[Zwi )Y ol 40l = )VND w2,
i=1 =1

V ERPXN e
[[v.i]l2=1,i=1,....N N

=lvj.Il1

(4.2.2)

where 1 > 0 regularizes the overall degree of sparsity, and v € [0, 1] distributes the
sparsity between local (7 = 1) and global (7 = 0) sparsity patterns. The groupwise
penalty induces global sparsity structures—that is sparsity for all loadings of a given
variable across all sources—and is equivalent to the groupwise penalty used in Simon
et al. (2013). As in Simon et al. (2013), the term /N balances the size of the two
penalties since the minimal penalty for the Li-norm under the given constraints is N,
whereas the minimal groupwise penalty is v/N. Thus, we can compare the effect of
increasing n among different levels of v more easily.

4.2.2 Multiple Principal Components

The loadings for the k-th principal component V¥ are the solutions to the optimization
problem Equation (4.2.2) with an additional constraint to account for orthogonality
per source,

ol 1=1,. . k—1,i=1,...,N

The orthogonality constraints between the loadings per source constitute non-standard
optimization constraints, especially in the context of (sparse) PCA. Since the groupwise
sparsity induces a non-separable objective function and existing solutions rely on
standard orthogonality constraints, they cannot be applied, and new solutions are
needed.

To facilitate notation and optimization, we rewrite the problem into stacked-column
notation. The matrix V¥ can be stacked into one collective vector v* and the covariance
matrices into a block-diagonal (positive semi-definite) matrix,

’U.kl 21
of = : , X =
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4 Sparse Outlier-Robust PCA for Multi-Source Data

Then, the objective function for the loadings of the k-th set of PCs can be rewritten in
a form known from standard PCA with adapted penalty terms and linear and quadratic
equality and inequality constraints,

p

v = argmin - — v'Sv + ||| —|—77(1—'7)\/NZ v'Cjv
veRPN j=1
st. YBp=1 Vi=1,...,N (4.2.3)

Bw'=0 Vi=1,...,k—1,i=1,...,N.

The pN x pN matrices C; and Bj;, extract the j-th row (variable) and i-th column
(source) of V¥ from the stacked column vector v*, respectively, and are defined as

(C) o 1, le:k:pl—l—], Wherel:o"‘.’N_l’
J)ik = 0, otherwise.

(By) 5 = 1, ifj=k=p(i—1)+1, wherel =1,...,p,
Wik = 0, otherwise.

Thus, C; = C} = C;Cjand C1+...+Cp = Iy for j=1,...,pand B; = B] = BB,
and Bi+...+B,=I,yfori=1,...,N.

Once the loadings v', ..., v" are obtained from the data, the scores of each locally
centered observation x;, — fi; for « = 1,...,n; of source i are calculated by
b= (@i, — i) (vl 0h) (4.2.4)

i
and collected in T; = ( ;?1, . ) c Rixk,

7 7,

4.2.3 Qutlier-Robustness via ssMRCD Plug-In

Optimization of problem (4.2.3) for the loadings requires plug-in estimators for the
covariance matrix of each source, whereas computation of the scores in Equation (4.2.4)
additionally requires mean estimators. Standard choices to this end would be the
sample covariance matrices and sample means computed for each source separately.
Such estimators face, however, two problems. First, they are not robust to outliers. One
may resort to traditional robust estimators such as the MCD or median for each source
separately to circumvent this problem. Since only robustly estimated covariances and
means are used further, no additional robustification steps are necessary. Second, these
classical (non-robust or robust) estimators still treat each source in isolation thereby
ignoring potential connections and interactions between them. Therefore, it is crucial
to incorporate both local and global information to leverage available information
across multiple sources more extensively, enhancing the accuracy and reliability of the
resulting covariance and mean estimators.

An outlier-robust covariance and mean estimator tailored towards this global-local
scenario is the ssMRCD estimator (Puchhammer and Filzmoser, 2024) that is imple-
mented in the R-package ssMRCD (Puchhammer and Filzmoser, 2023). The ssMRCD
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4.3 Algorithm

estimator has originally been developed for local outlier detection in spatial data.
However, due to its general requirements, it can be extended to general data sets within
a multi-source setting, which we do in this paper. To make the paper self-contained,
we fully detail the ssMRCD estimator tailored towards the multi-source PCA problem
set-up, including the selection of its hyperparameters in Section (4.3.2).

Starting with a partition of the data into multiple sources, the ssMRCD estimator
selects a subset H; of size |H;| = h; consisting of an o € [0.5,1] percentage of
observations of X; by minimizing the objective function over all H-subset combinations
H = (Hi)i=1,..N

N N
H* =  argmin Z det | (1 =N K;(H)+ A Z wii Kj(H) |
H=(Hi)i=1,...N j—1 j=1,j#i

similar to the MCD (Rousseeuw, 1985; Rousseeuw and Driessen, 1999), or the MRCD
(Boudt et al., 2020) estimator, thus choosing subsets with least-outlying observations.
The weight matrix W, with entries w;;,¢,j = 1,..., N, provides a measure of similarity
between data sources which is used to leverage global information more targeted. For
example, for spatial or time series data, the weights could be based on inverse distances,
or for groupings based on known properties, the similarity between these properties’
levels might be an appropriate choice for W (see also Section 4.5). The matrices K;(H)
are constructed in an MRCD manner, regularizing the sample covariance matrix of the
H-subsets of source ¢ Cov(X ;) with a global target matrix R and a factor ¢;,

Kl(/H) = CiR"‘ (1 — Ci)CaCOV(XHi)a

making the estimator suitable also for high-dimensional data. The target matrix R
can be any robustly estimated regular covariance matrix, and (; is set to ensure a low
condition number for starting values (see Boudt et al., 2020). The factor ¢, is required
for consistency and described in more detail in Croux and Haesbroeck (1999). Finally,
the ssMRCD covariance estimators are defined as

N
(1 — )\)KZ(H*) + A Z win]’(H*),
J=1j#i

and the mean estimators fi; as the sample mean of the selected observations X Hr per
source. The most prominent parameter for the ssMRCD estimator is A € [0, 1] which
defines the amount of smoothing between the covariances of sources weighted with W.
The parameter A thus describes how much of the global data is exploited compared
to the local source-specific data; the closer its value to one, the more the local data
sources are exploited.

4.3 Algorithm

We propose a computationally efficient algorithm tailored towards solving optimization
problem (4.2.3). Since the optimization of (4.2.3) is difficult due to its non-differentiable
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4 Sparse Outlier-Robust PCA for Multi-Source Data

norm penalties and overall non-convexity, we develop an alternating direction method
of multipliers (ADMM) algorithm (Boyd et al., 2011) specifically fine-tuned to solving
it. The proposed ADMM algorithm is based on solving the following equivalent
representation of problem (4.2.3), namely

o R —v(yy Bv() + Lo{v(y) Bivg) = 1, v(;y B! =0 V1 <i <N, 1 <1<k}
V(3),Y(0) fl(v(l))
P
+mylfog | +n(1 = NVN Y [l Clug) (4.3.1)
——— = 3)
f2(v(2y)
f3(v(z))
st. vE) —v) = 0, :=1,2,3, (4.3.2)

where I{-} denotes the indicator function with an infinite amount of weight if the
condition inside the brackets is not fulfilled.The introduction in problem (4.3.1) of
the helper variables v(1),v(2) and v(3), coupled together to vy via the constraints
in Equation (4.3.2), allows us to efficiently decouple the optimization problem into
corresponding subproblems. The ADMM then solves these subproblems iteratively
until convergence; the updates for the m-th iteration step are

m+1 __ 3 . . —
Vi i)

1< 1
m+1 m+1 m
Y0 —3Z<’”<i> * p"<i>>7

i=1

Pyl m m
||;u(i) + o3 — V()13 (4.3.3)

m+1 _ . m m+1 m—+1
uft =+ o (o - o)

with penalty parameter p > 0 enforcing consensus between the helper variables. The
solutions of the three new optimization problems (4.3.3) are detailed in Appendix C.1.
In the following, we discuss convergence in Section 4.3.1, and provide guidance to select
the hyperparameters in Section 4.3.2.

4.3.1 Convergence

A globally optimal solution to problem (4.2.3) exists since we have a compact variable
space and a continuous objective function. Convergence of the iterative ADMM is
therefore based on monitoring the primal and dual residuals at each iteration m,

r™ = [vfl) — ”?8)”% +[lvz) — U?&)H% + [|v) — vf’&)”%

7 = 30l lofy — w1

The primal residual »™ measures the coherence between the optimizers of the three
subproblems in the sense of constraint (4.3.2), whereas the dual residual s™ gives
the overall change compared to the previous iteration. The tolerances for the two

88



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

4.3 Algorithm

convergence criteria are then

m

€prime = V ND €ADMM + €ADMM max{Hva)HQ, H’U@)H% Hv?éf)\b, HU?S)W} (4.3.4)
€dual = VNP €ADMM + €ADMM max{Huﬁ)Hz, IIU(’Q‘)II% HU?:},)W}»

for a given tolerance € 4paras, implying the same absolute and relative tolerance. The
algorithm stops when 7" < eg},ime and s™ < e .. We set to eapyy = 10~% in all
simulations and real data examples.

To avoid convergence problems due to the sign ambiguity of the PCA vectors (since
two vectors that are directly opposed to each other result in the same explained variance
and sparsity pattern), we impose an additional constraint to the optimality problem in
Equations (4.2.3). Taking a fixed vector z € RPY, we enforce the solution for the k-th

vectorized loadings matrix to have a non-negative scalar product with z for each source,
Z/Bv" >0, Vi=1,...,N, (4.3.5)

and add the term I{z'B;jv) > 0, ¥1 <i < N} to the objective function fi(v(1)).
Unless z is exactly orthogonal to the real solution in at least one source, we consistently
choose the solution for v(;) in the same direction. The best choice for z would be the
true solution. Since the true solution is, however, unknown, the next best possibility
is the well-chosen starting value that we derive in Section 4.3.1. Section 4.3.1 further
zooms into the choice of the penalty parameter p and Section 4.3.1 ends with further
algorithmic enhancements.

Starting Value

The starting value plays a crucial role in convergence, especially due to the non-convexity
of problem (4.2.3). Also, the projection approach with z being the chosen starting
value is more stable for a good choice of the starting value since the orthogonality
issues described just above are less likely to occur.

To find a good starting value, a compromise between the two extreme cases of
sparsity is needed. When considering problem (4.2.3) with 7 = 0 (no sparsity), it boils
down to N separate standard PCA problems, one for each covariance s, (i=1,...,N).

The solutions for the k-th PC are the k-th eigenvectors yi(X;) of the covariances
calculated per source 1,

yh = (ye(E1), ., u(EN))

The extreme solution for 7 — oo depends on v, as denoted by 4;°(7), and can be
calculated based on the results of Proposition 4.3.1.1.1 The proof of the proposition is
given in Appendix C.2.

Proposition 4.3.1.1. Using the notation of Equation (4.2.2), define

p N N p
Gi(0) =D > sl =D _lwalli,  Ga(w) =D [[vj ]2
i—1 =1

=1 i=1

!Note, that the indices in Proposition 4.3.1.1 are not necessarily unique, such as for correlation
matrices, which are addressed in Appendix C.2.
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4 Sparse Outlier-Robust PCA for Multi-Source Data

a. For each source i = 1,...,N and given the normality constraint ||v.|la = 1,
the minimal value of ||v.||1 is attained, if there exists a variable j'(i) such that
[vjiyil = 1 and vj; = 0 for all j # j'(i).

b. Given the normality constraints ||v.||le = 1,4 =1,..., N, the minimal value of
Go(v) is attained if there exists a variable j' for all sources i = 1,...,N such
that |vj;| =1 and vj; =0 for all j # j'.

c. The minimizers of G1(v) with the highest explained variance Zfil v, 3. have

corresponding indices for non-zero entries j'(i) € argmax;j—1,__p (Z,) ~ for each
Ji
source i. The minimizers of Go(v) with highest explained variance have non-zero

entries only for the variable indezed by j' € argmax;—1,__p Zf\il (f]l>
Ji

Proposition 4.3.1.1 forms the basis for constructing the extreme solution set. Starting
with the extreme solution of the first component, y{°(v), when v = 1, only G is
included in the penalty term, with penalty weight 7 increasing without bounds. Thus,
we focus solely on the minimizers of G; with the highest variance as an extreme solution.
For v # 1, we also need to minimize Go. However, since the minimizers of Gy are
also minimizers of GG, we ultimately seek minimizers of Gy that explain most of the
variance.

Secondly, the set of extreme solutions for a subsequent PC, y°(vy) for k > 1, is
constructed iteratively. For the k-th component the orthogonality constraints need to be
maintained. Under the assumption that the prior PCs are extreme solutions with non-
zero variables indexed by 71 (7), ..., jk—1(i), ¢ = 1,..., N, every minimizer of the penalty
terms with non-zero entries indexed by jr(i) ¢ {j1(é),...,5k-1(9)},2 = 1,..., N,
satisfies the orthogonality constraints.? Thus, we can focus on minimizers with the k-th
highest explained variance without further adjustments to the orthogonality constraints.

For a given 7 and ~, we then average the two extreme solutions, y,g and y°(7),
to obtain an appropriate starting value for the k-th component, implicitly assuming
some continuity of the solution in 7. Finally, we project the starting value onto the
feasible subspace defined by the optimization constraints using the projection defined
in Equation (4.3.6). Thus, the starting value for the k-th PC is

Y = P(,Ul:(kfl))l <;(y2 + y?(V))) .

The good performance of the starting value is investigated in an additional simulation
study in Appendix C.2.

Choice of Penalty Parameter p

An open question connected to convergence is how to select the value of the penalty
parameter p as it vastly influences convergence and also convergence speed. On the
one hand, small values for p keep the primal residuals larger, implying larger changes

2In the case of minimizers of G it holds that j,(i) = j/,i =1,...,N,l=1,...,k— 1.
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4.3 Algorithm

in updates and possibly fewer iterations, hence faster convergence. On the other hand,
large values of p improve the stability of solving the first minimization problem of the
ADMM stated in Equation (4.3.3) for i = 1. Hence, a good balance for p needs to be
found.

Regarding stability of the first subproblem in (4.3.3), note that it can be rephrased
to a root finding problem by applying the Karush-Kuhn-Tucker-Theorem (KKT) (see
Appendix C.1 for more details) where we use either the proposal from Section 4.3.1 as
starting value (for the first iteration; hence m = 1), or the outcome of the previous
ADMM iteration v(0) (for iterations m > 1). Choosing p on the larger side moves
the solution for 'vzrlH'l closer to the starting value v, for the root problem, thus the
iteration to a root that also fulfills the inequality condition in the KKT-Theorem
becomes more stable.

Finally, based on initial experiments, we found that using a principal component
specific penalty parameter, denoted by py for the k-th component, works well regarding
both convergence speed of the ADMM and the root finding problem. In particular, we

use

2N <
=1

1 P e .
PE =1+ == Z (22) =D WhYse

— Ji

7=1
and then increase pp sequentially by 1 if there is either no convergence in the residuals
or if the root found is not feasible. 3 This approach is supported by the findings of
Ghadimi et al. (2014) regarding the optimal p for quadratic problems, which depends
on 7 and the eigenvalues of the matrix in the quadratic term.

Algorithmic Enhancements

To further improve performance and enhance computational speed, we implement
several additional algorithmic enhancements.

First, since we are interested in sparse loadings that often cannot be exactly zero due
to the iterative nature of the algorithm, in our calculations we round loading entries
whose absolute values are below a tolerance of €4, = 5 - 1073, While a fixed tolerance
seems somewhat arbitrary, it enables fair comparisons between different parameter
settings and possibly differing algorithm accuracies. Due to rounding small values to
zero, the orthogonality constraints might be slightly violated.

Second, we apply inexact minimization / early termination for the subproblem
regarding the function f1(v(;)), meaning that iterations of the root finder are stopped
before full convergence during each step of the ADMM. Thus, fewer iterations per
ADMM iteration are needed, leading to speed gains without significant loss of accuracy
overall. The tolerance €,,, indicates an error for finding the root of the function f

3 Alternatively, one could resort to the often-used approach to dynamically adapt p based on the
size of the residuals (see Boyd et al., 2011). However, it does not perform well in our case. This
likely occurs because the penalty for violating the constraints is reduced too heavily in some steps,
leading to non-appropriate root finding starting values and consequently no convergence to a
feasible root.
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4 Sparse Outlier-Robust PCA for Multi-Source Data

Algorithm 2 ADMM (217 ey 2]\[7 79, Ul:(k_1)7 Yk, Mmazxys EADMM s €root s p)

new

1: Init-ialize V(1) V(2), V(3), U(1), W(2), U(3) < 0 € RN?, V(Y Yky T 1
2: while m < my,q4, do

3: E’lf — v
4: Solve subproblems: > See also Appendix C.1
5: v(1) = solution of Equation (4.3.3) for i = 1 with u(;) and v
6: V(g S(vgf)w - %u(g), %)
new — N
7 ) Sa(v (o) — Sug), 20-vH Z)f)
8: "e’“—gZ (v >+ 50)
9: ( ) <_P( L(k—l)) ( (0) )
10: Uy = U(y) + p('v(') - %e)w)
11: e S0 Il "esz (primal residual)
12: R 3p2\|U(T6€)w - 'u(ldHQ (dual residual)
13: Set €primes €dual according to Equation (4.3.4)
14: if 7 < eprime and s < €4yq then
15: break
16: end if

17: end while

18: ,U%e)w — P vl:(kfl))L(Uﬁf)w)

19: Set entries of vzloe)w with absolute value lower than €, = 0.005 to 0
20: Normalize ’U(O)w « P+ (U(Tbe)w)

. new
21: Return V(o)

of 107 eroot| f| + 107 €100 (see function multiroot in package rootSolve, Soectaert,
2009) and we allow an increased error of 10€,,4; in the constraints. In our calculations,
€root 18 set to 1072 or 10~! for increased speed.

Third, the algorithm is considerably faster if we project v(g) after each ADMM
iteration step onto the feasible subspace given by the optimization constraints in
Equation (4.2.3). Denote the matrix containing all calculated loadings of source i
as vl (k=1 _ (vl ... ,v_]z_l). Then, the function projecting a vector v = (v, ..., v'y)’
to the feasible space for the k-th PC is defined as

=30 (w0l )l

k—1
||7’-1721:1 <'U-177).l1>"’.l1‘|2

P(U1;(k—1))l('v) = : . (4.3.6)
YV.N— Zl 1< Ny vly
llo.n =300 (v ol ol 2
If £k = 1, we project onto to orthogonal space of the null vector 0, thus we are

normalizing only.

Finally, an overview of the ADMM algorithm for the k-th PC is summarized in
Algorithm 2. We achieve convergence in all simulations and real data examples using
the algorithmic fine tuning and choices described throughout Section 4.3.1.
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4.3 Algorithm

4.3.2 Hyperparameter Selection

In Section 4.3.2 we provide criteria to select the sparsity hyperparameters, in Sec-
tion 4.3.2 hyperparameter of the ssMRCD estimator are discussed and Section 4.3.2
provides guidance on how to determine the number of PCs.

Tuning Parameters for (Joint) Sparsity

The tuning parameters of the objective function (4.2.3), i.e. the parameter for the
overall amount of sparsity 1 and the parameter for the trade-off between global and
local sparsity ~, need to be selected.

To select v, we propose an optimality criterion for the first principal component
which balances explained variance and sparsity in the loadings; a balance that is
commonly desired for sparse PCA. In particular, we maximize the explained variance
V(v) = v'3v and the mean S(v) of the standardized entry- and groupwise sparsity

1 #{’Uji :O,i: 1,...,N,j: 1,...,p} i #{H'U]HQ :O,j: 1,...,])}
2 N(p—-1) p—1 '
Since V(v) and S(v) vary also over 7, the optimal v is then chosen to be the maximizer
of the area under the curve (AUC) of sparsity S(v) and the explained variance,
standardized to the two extreme solutions,

V(v) - V(yi°)

V(y?) = V(y5e)’
along the trajectory path for varying 7, stopping at full sparsity. For computational
efficiency, we keep the same selected « for the higher-order PCs.

To select 7, we propose a simple approach of optimizing the trade-off product (TPO)
of the standardized number of zero entries and the standardized explained variance

S(v) =

(4.3.7)

(4.3.7) for the first principal component,*

#{Uji :O,i = 1,...,N,j = 1,...,p}> (V(’U) —V(yf") >
N(p—1) V(YY) = V(y) )

For further PCs, the optimal n is adjusted according to the residual variance to
distribute sparsity more equally across the loadings. The degree of sparsity for the I-th
PC, given the optimally selected 7 of the first PC, is n; = g;n, I > 1. To calculate g,
we use the projected covariance matrix 3, of the orthogonal space of the corresponding
first [ — 1 PCs, per source. We propose to use the sum of the first eigenvalues, A1, of
the projected covariance matrices as scaling factor,

= ixl <<Ip B v}i;(z_n (v}i:(z_1)>/) s <Ip B 1].12':(1_1) (U}i:(z_1))/)> 7
i=1

with I, being the p-dimensional identity matrix. Finally, the standardized value g, =
g1/ 1 is used for scaling.

770~ (

4Alternatively, one can resort to BIC-based approaches as in Hubert et al. (2016) and Croux et al.
(2013). We prefer the approach based on the TPO instead since a BIC-based approach becomes
more complicated with multiple covariances and the additional groupwise sparsity penalty regarding
degrees of freedom.
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4 Sparse Outlier-Robust PCA for Multi-Source Data

Hyperparameters for the ssMRCD

The ssMRCD plug-in estimator requires additional hyperparameters that need to be
set (see Puchhammer and Filzmoser, 2024, 2023). Since the partition into multiple
sources and the weights W between them are data dependent, there is not a general
rule how to set them, except the notions that are elaborated on in Section 4.2.3.

For the smoothing parameter A, the selection criterion described in Puchhammer
and Filzmoser (2024) is not applicable in our case since it is based on local outlier
detection. We therefore derive a new approach to set A in a more general setting
based on the idea that data should be described as well as possible by the means and
covariances that are produced by the ssMRCD model. The model residuals per source
Ti,, t=1,...,n; are

o—1/2

Ti, = 21 (wi,b - ﬂz)a

and if we have a good estimation of the data, the mean of the smallest a-fraction of
residual norms over all sources

1 hi+...+hn
R=———"— e, 4.3.8
i S 129
where 7(1), ..., P(n,4..4hy) are the hy + ... + hy smallest residuals, should be small.

Hence, minimizing R will be the criterion for the optimal A. If the partition cannot be
derived from the data context, the same approach can be used to find a good grouping
or even good weights, although computationally very expensive.

Number of Principal Components

Finally, the number of principal components necessary to describe the data appropriately
needs to be selected. We propose to use the cumulative percent variation (CPV), as
suggested in Hubert et al. (2016). The number of components should at least cover a
certain threshold, for instance 80% of the overall (global) variation,

k IAYA PN
b))
M > 80%. (4.3.9)
trace()

Depending on the research question, other summary statistics connected to CPV on
a source level are applicable as well, e.g., the minimal CPV over all sources should
be at least 80%, or an adapted scree plot consisting of boxplots can be used (see also
Section 4.5).

4.4 Simulations

We introduce two simulation setups. In Section 4.4.1, we investigate the induced
sparsity patterns of the multi-source PCA method for varying degrees of global and
local sparsity. In Section 4.4.2 the performance of the method first in absence and
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4.4 Simulations

then in presence of outliers is investigated. Finally, note that in Appendix C.2, we
present results of additional simulation experiments on the suitability and efficiency of
the proposed starting values.

Across simulations, the different methods are compared using multiple evaluation
criteria that are averaged over repetitions and sources. First, we compute the angle
between the real subspace and the estimated subspace spanned by the first (for & = 1)
or first and second (for k = 2) real and estimated loading, respectively, according to
Hubert et al. (2016, 2005), standardized to [0, 1]. Second, we obtain the orthogonal
distance of a non-contaminated observation x; ,,

ODi,L = Hmi,b - ﬁ’z - <v~li7 oo 7”2) ti,LHQ') (441)

as measure for good data projection and reconstruction abilities of the components.
The OD means of clean observations over all sources per simulation scenario are linearly
scaled to [0, 1] for illustration purposes.

Next, concerning sparsity, we first present the level of sparsity selected by each
method as a reference

#{v;;=0,i=1,...,N,j=1,...,p}
N(p—1)

From a sparsity recognition point of view, we then analyze standard evaluation tech-
niques to check if methods correctly specify sparse and non-sparse variables. The true
negative rate (TNR) specifies the percentage of correctly identified non-zero entries of
the real loadings © and the true positive rate (TPR) the correctly found zero entries of

v,

#{j e p:vj; # 0,05 # 0}
=N Z #{361 A0

1 #{jEI,...,p:UjiZO,f)jiZO}
TPR = — - — .
N; #{jel,....p:0; =0}

We also include three evaluation measures to combine these two measures into one.
The well known F1-Score and the zero-measure (Z-measure) introduced in Hubert
et al. (2016), which calculates the percentage of overall correctly identified entries
without partitioning into groups first, are applicable in a balanced setting. However,
in an unbalanced setting with high sparsity, F1 and the Z-measure essentially lead to
ignorance of correctly identified non-sparse entries and the amount of correctly identified
sparse entries drives a “good" performance and gives incentives to overestimate the
sparsity pattern. In such settings, we prefer to use the geometric mean (G-Mean) of

TNR and TPR instead.

4.4.1 Detecting Sparsity Patterns

We start by investigating whether the proposed sparse multi-source PCA method
delivers entry- and groupwise sparse loadings as desired when no outliers are present.
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Figure 4.4.1: Heat map of the two covariance matrices used as basis for all simulation
settings with p = 10 variables. Each covariance entry is colored according
to its value.

To this end, we construct two covariance matrices for N = 2 groups using different
sparse loading matrices P} and P, similar to the simulation setting of Croux et al.
(2013),
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and a common eigenvalue diagonal matrix, D = Diag(2,1.5,1.25,1.125,1,...,1).
The covariance matrices are then constructed based on the eigen-decomposition for
each source as X; = P,DP/, for i = 1,2 and visualized in Figure 4.4.1. Random
noise € ~ N (0,0.1) is (symmetrically) added for each entry of the covariance matrices
for each simulation run individually to address possible uncertainty in the covariance
estimation of 31 and 3. While the first loadings are directionally similar, the second
loadings imply opposing directions of highest variance between different sources to cover
also the scenario of non-compliant dominating groups. We consider 100 simulation
repetitions for p = 10 variables, we set €.t = 0.1, and take different values of the
sparsity parameters n = 0,0.05,...,1.25,v = 0,0.5,1. Then, we apply our sparse
multi-source PCA procedure using the real covariance matrices 37 and X9 as plug-in
and obtain the first two principal components. For the first PC, variables 1,2 and
5 have non-zero loadings in group 1 (see non-zero entries in the first column of P;),
whereas only variables 1 and 2 have non-zero loadings in group 2 (see non-zero entries
of the first column in P»). For the second PC, similarly, variables 3, 4 and 6 have
non-zero loadings in the first group whereas only the former two have non-zero loadings
in the second group.
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Figure 4.4.2: The mean of loading entries of the first PC with a band for the standard
error. The seven solid gray lines depict the entries that are sparse by
construction, the dashed and dotted lines depict the variables that are
not sparse in at least one source loading. The horizontal lines indicate
the true value of the corresponding loading entries.

The resulting loading entries for varying parameters n and - are visualized in
Figure 4.4.2 for the first PC and in Figure 4.4.3 for the second PC. Colored and
non-solid lines indicate the variables whose loading entries are non-zero, and the
corresponding horizontal lines the respective values, according to the true loadings
P; and P,. The gray lines correspond to variables with zero loading entries, and the
shaded area around each loading entry indicates the standard error. We can clearly
see that the true structured sparsity patterns are recovered successfully, and the sparse
multi-source PCA method thus succeeds in separating the important variables with
non-zero loadings from the unimportant variables with zero loadings. The estimated
loadings for the first PC are very similar across different values of the hyperparameter ~y
(in the different panels of Figure 4.4.2). In contrast, for the second PC, we see large
differences in the variables 3 and 4, that have non-zero loading entries in both sources.
By increasing v they are kept at more accurately high levels for a larger range of n
until the rise of the gray solid lines around n > 0.8 indicates a trickling down of the
variability of the real first PC, that is not accounted for in the estimated fully sparse
first PC for high n.

Altogether, the proposed multi-source PCA method succeeds in recovering the
true sparsity patterns present in the PCA loadings in an idealized setting where the
covariance matrices are known upfront. In the next section, we evaluate the performance
of the method across different evaluation metrics; and this in the realistic scenario
where the covariance matrices of the N sources need to be estimated, not only in
case of clean data but we also discuss the impact of different outlier scenarios on its
performance.
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Figure 4.4.3: The mean of loading entries of the second PC with a band for the standard
error. The seven solid gray lines depict the entries that are sparse by
construction, the dashed and dotted lines the variables that are not sparse
in at least one source loading. The horizontal lines indicate the true value
of the corresponding loading entries.

4.4.2 Qutlier Robustness

We now evaluate the performance of the proposed sparse outlier-robust PCA method for
multi-source data in more detail, first when no outliers are present and we subsequently
discuss the impact on its performance in presence of outliers. We hereby estimate the
covariances matrices of the NV sources using the ssMRCD estimator.

We construct linearly shifting covariance matrices by using a convex combination
of the two covariance matrices 31 and 3, of the simulation setting described in
Section 4.4.1. With N > 2 being the number of sources, the covariance ili for source 17

fori=1,..., N is constructed according to
~ 1—1 1—1
i=1(1- by 3.
7 < N—1> 1+N_1 2

The corresponding real loadings are then just the eigenvectors of X;.

Similar to the simulation setting of Croux et al. (2013), clean data points for each
source i are drawn from a multivariate normal distribution A/ (0, 22) and a certain €,,;
fraction of shift outliers are drawn from N (pout, Ip) with

Hout = \/5(2,4, 2,4,0,-1,1,0,1,-1,...,0,1,—-1)

per source.

We compute several versions of the multi-source PCA method, to appropriately
evaluate the contributions of its three main features, namely in (1) delivering structured
sparse loadings, (2) exploiting the multi-source aspect and in (3) providing protection
against outliers. Our proposal that delivers all three aspects is labeled ssMRCD-PCA
in the remainder. It computes the ssMRCD estimates with o« = 0.5, a band matrix,
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4.4 Simulations
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Figure 4.4.4: Comparison of performance of the first two components for equally con-
taminated data sources (N = 10).

constructed with ones on the off-diagonals, zeros in the diagonal and appropriately
scaled, as weight matrix W, and the optimal smoothing criteria from Equation (4.3.8)
for the selection of A. Regarding the PCA sparsity parameters, they are optimized using
the optimization approaches described in Section 4.3.2 on a grid of v = 0,0.1,...,1
and n =0,0.1,...,5, or stopped prior if full sparsity is achieved. Next, ssMRCD-PCA
(non-robust) uses the ssMRCD estimator as described above but with o = 1, thereby
using all observations for its computation and, hence, providing no protection against
outliers. ssMRCD-PCA (non-multi) neglects the multi-source aspect in total and
computes PCA without exploiting neither the joint estimation across the multiple
sources of the ssMRCD estimator (A = 0) nor the shared sparsity patterns (y = 1).
Finally, ssMRCD-PCA (non-structured) uses the proposed ssMRCD plug-in estimator
but no structured sparsity in the PCA step, hence v = 1. Moreover, we also compare
these four versions of the multi-source PCA method to the ROSPCA method introduced
by Hubert et al. (2016) which is a state-of-the-art benchmark for sparse outlier-robust
PCA for which open-source code is easily available. To this end, we use the R-package
rospca (Reynkens, 2018) with their implemented optimal sparsity approach. Note
that this method is not tailored towards multi-source data, hence we apply it for each
source individually.

In Figure 4.4.4 our proposed method ssMRCD-PCA is compared to its three variants
that either neglect robustness (non-robust), multi-sourceness (non-multi) or structured
sparsity (non-structured), as well as to the benchmark method ROSPCA. For each
method we calculate the first two PCs for 100 simulation repetitions and p = 10 with
varying contamination level € = 0% (hence no contamination) and e = 20% and number
of data observations per source n = 500, both constant over all N = 10 sources. First,
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Figure 4.4.5: Comparison of performance of the first two components with locally
contaminated data (with contamination level of € = 20%) in source 5
of N = 10 sources for n = 500. The results for data source 5 are shown
in the right panel, the mean over all sources is shown in the left panel.

when no outliers are present (“No contamination" panel in Figure 4.4.4), the proposed
ssMRCD-PCA with a robust plug-in estimator is, as expected, slightly less effective
than its version that uses a non-robust plug-in, ssMRCD-PCA (non-robust). Still, it is,
generally, more effective than its benchmark ROSPCA.

Furthermore, the price for neglecting the structured sparsity patterns (see ssMRCD-
PCA (non-structured) and also ssMRCD-PCA (non-multi)) concerns all evaluation
criteria, however, the increased TNR for the second component is especially evident.
Comparing these two versions with the proposed ssMRCD-PCA, clear benefits are
noticeable for both, considering structured sparsity as well as considering the multi-
source aspect also for variance computation.

When outliers are present (panel “Contamination" in Figure 4.4.4), the importance
of using a robust method becomes directly apparent, since the variant ssMRCD-
PCA (non-robust) is heavily affected by the outliers: the criteria connected to data
reconstruction, i.e. the angle and OD, show inferior performance compared to the
proposed ssMRCD-PCA method with robust plug-in, while the detection of sparsity
patterns is comparable to ROSPCA. We can also see that for the first component
the proposed method ssMRCD-PCA provides better results than ROSPCA in all
measurements and settings. Especially interesting compared to ROSPCA is the
combination of higher sparsity with a lower angle and low OD. This implies a good
fit of the highly sparse loadings to the data and the subspace of highest variation.
Moreover, the sparsity recognition metrics confirm that the correct sparsity structure is
found. The cost of neglecting either the multi-source aspect or the structured sparsity
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4.5 Applications

remains similar to the uncontaminated case.

Finally, another interesting outlier configuration to analyze in the context of multi-
source PCA is how locally contaminated data, in this context meaning contamination in
only one source, affects the PCA results. Therefore, we stick to the data contamination
setting with N = 10 data sources but instead of contaminating all sources equally, we
only contaminate the fifth of N = 10 sources with ¢ = 20% outlying observations. We
use 100 simulation repetitions, n = 500 observations, and p = 10 variables. The results
are shown in Figure 4.4.5.

We can see that the proposed multi-source PCA method provides consistently better
results in both PCs than its benchmark ROSPCA. When we analyze the results for the
single contaminated data source (right panel in Figure 4.4.5), we see very stable results
for the proposed ssMRCD-PCA method. This is in contrast to the results of ROSPCA
with contamination, where the performance on the contaminated source is clearly worse
than the average over all sources (left panel in Figure 4.4.5) in almost all performance
measures and both components. The non-robust version of the ssMRCD-PCA based
method also shows reasonable performance when averaged over all sources. Yet, even
with local contamination we can see a stark performance decline in the contaminated
source, especially in the first PC. This indicates that provided a multi-source scenario,
inherent similarities in the covariances between groups should be leveraged. Applying
additional smoothing, further stabilizes the covariance estimation, even in a non-robust
setting, and in combination with groupwise sparsity we achieve reliable sparse loadings.

4.5 Applications

We demonstrate the usefulness of the proposed sparse multi-source PCA method on
two diverse applications, namely one on multivariate time series data from an Austrian
weather stations (Section 4.5.1) and the second on measurements of plant geochemistry
(Section 4.5.2).

4.5.1 Weather Analysis at Hohe Warte

We analyze daily weather measurements of the weather station Hohe Warte in Vienna,
Austria over the years 1960-2023 as provided by GeoSphere Austria (2024). The
data set consists of p = 13 variables covering the amounts of sunshine, wind, cloud
coverage as well as temperature, humidity, air pressure and visibility (see Appendix C.3
for the full list) for N = 64 sources corresponding to the different years and overall
Z?il n; = 23,372 observations. For preprocessing, we standardize the variables to the
corresponding medians and the mean absolute deviations from the years 1960 to 1980
that are used as a baseline for proceeding climatic developments.

For the computation of the ssMRCD plug-in estimator, we assume that each year
is similar to five prior and five subsequent years with a linear decrease in similarity
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Figure 4.5.1: Hohe Warte weather station: Optimal smoothing and sparsity parameters.
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Figure 4.5.2: Hohe Warte weather station: Heat map of the loadings for the p = 13
variables (rows) over time (columns) of the first three components (panels).

102



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

M 3ibliothek,
Your knowledge hub

4.5 Applications

1960-1979 1980-1999 2000-2019 2020-2023
15 A
el
2
@ :‘e‘,
o a4t |8
S e N
(%) Ald
0
o
5 i £ w
S

0 100 200 300 0 100 200 300 0 100 200 300 0 100 200 300
Days
Figure 4.5.3: Hohe Warte weather station: Scores for each observation of the first
three components (rows) partitioned into four consecutive time subsets
(columns).

leading to the weighting matrix W structured as a band matrix given by
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where each row is then scaled to have an overall sum of 1 (see also Puchhammer
and Filzmoser, 2024). The amount of smoothness, A, of the ssMRCD estimator is
optimized over the interval [0, 1] with step size 0.05 to minimize the residual norm
in Equation (4.3.8). The upper left part of Figure 4.5.1 shows the residual norm
varying over the amount of smoothing and the optimal value of A = 0.45. Based on
the optimally smoothed set of covariances, the sparsity parameters of the proposed
sparse multi-source PCA method are selected using a step size of 0.05 for v and 0.25
for n. The optimal values are then v = 0.45,77 = 1 (see upper right and lower left part
of Figure 4.5.1, respectively). The corresponding boxplot-based scree-plot is shown in
the lower left part of Figure 4.5.1. Each boxplot is constructed per PC and is based on
the individually explained variance per year for all N = 64 years. According to the
CPV-criterion Equation (4.3.9), we analyze only the first three components, since they
explain 80% of the overall variance.

Figure 4.5.2 presents the sparsity patterns of the loadings for the first three PCs
obtained by our sparse multi-source PCA method. We see three different causes of
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variation. The first PC (left panel) is mainly composed of precipitation and displays
a clear global pattern across all years, meaning that precipitation drives most of the
weather variation over the year. Figure 4.5.3 displays the corresponding scores (top
row), partitioned into time subsets, and shows rather constant variation over time. The
second component (middle panel in Figure 4.5.2) consists mainly of temperature, vapor
pressure, sight, radiation and sun as well as humidity and cloud cover in the opposed
direction. By inspecting the scores in the middle row of Figure 4.5.3, we can see that
the second component captures the seasonality and the corresponding variability over
each year. Again, the pattern seems to be rather stable over the 64 years.

Finally, the loadings for the third component are visualized in the right panel of
Figure 4.5.2 and consist again of temperature variables and sight. Yet, in contrast to
the first two PCs, a trend becomes visible in their loadings on the third PC as can be
seen from darker colors in the heat map for the more recent years. Also maximal wind
speed and wind velocity display important loading entries, which are stable or rather
decreasing in importance for variability over the years, respectively. This changing
pattern over the years is also visible in the shape of the scores displayed in Figure 4.5.3,
bottom row. While the years 1960-1979 do not seem to exhibit seasonality in the scores,
such a pattern becomes more apparent for the more recent years. While pinpointing
the source of variability for the third component is more difficult than for the first two
components, one possible source could be related to climate change, apparent from
the evolving trend over the long time frame of 64 years. The smooth transitioning
over time as mainly visible in the third component is directly detectable from our
multi-source PCA method whereas it would remain unnoticed from a standard (global)
PCA analysis.

Finally, via two score-related measures we also demonstrate the need for robust
methods, namely by showing the presence of outliers in the data. First, the OD defined
in Equation (4.4.1) measures the distance of each observation from the estimated
principal component subspace and thus, how strongly the observation disagrees with
the direction of highest variance of the data majority. A single-source upper cut-off value
for outlier detection is proposed by Hubert et al. (2005) as (fiarep + &Mcpz0.975)3/2,
where jip;op and Gp0p are univariate MCD estimates of OD and zg 975 is the 97.5%
quantile of the standard normal distribution.

Secondly, the so-called score distance (SD) for observation x;, is defined as

SD@L = \/ t;,LL;ltivb’

where L; denotes the diagonal matrix of the eigenvalues of the first k& PCs of source 1.
Observations with high SD are not outlying with respect to the direction of variance as
for OD, but they are outlying from the main data cloud within the projected subspace.
For robust PCA, a typical cut-off value of , /Xz,0.975 is often proposed for SD (see also
Hubert et al., 2016). Note that both cut-off values are based on theoretical results
that are not directly applicable in a multi-source context and thus, the cut-off values
should be used as orientation rather than fixed cut-offs for outlier detection.

In Figure 4.5.4 the densities of OD and SD are shown separately for the four time
spans from Figure 4.5.3 together with the respective cut-off values. While there are
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Figure 4.5.4: Hohe Warte weather station: Orthogonal distance (OD, left panel) and
score distance (SD, right panel) densities for the considered time subsets
based on the first three PCs as well as standard cut-off values for OD and
SD as vertical dashed lines. The horizontal axis spans to the maximum
value of SD and OD respectively.

observations with high SD and OD—also exceeding the cut-off values—present in all
time subsets showcasing the importance of robust estimation procedures in general,
we also see additional bumps around the OD range of 2.5 — 4 for the years 2020-2023
specifically. The frequency of high SD seems to rise as well, together indicating an
increase in extreme weather observations in the most recent years which thus justifies
the need for an outlier-robust joint PCA method.

4.5.2 Geochemical Plant Analysis

Our second application demonstrates the usefulness of sparse PCA for multi-source
data with a more general grouping structure. The data consists of n = 547 observations
of p =19 element concentrations originating of N = 6 different plant species (Norway
Spruce, Common Juniper and Scots Pine) and organs (bark, needle, twig) and was
collected during the NEXT project funded by the EU (NEXT, 2021) in order to draw
conclusions for mineral exploration. The aim is to explore differences and similarities
of variance among the different plant groups and the suitability of the scores to
discriminate between mineralizations and non-mineralizations. Since mineralizations
are supposed to have a geochemical composition that is different from non-mineralized
areas, these observations form outliers, which calls for robust procedures.

For applying the ssMRCD estimator, we assume equal amounts of similarity between
observations of the same plant species or of the same organs when constructing the
weight matrix W. Moreover, due to the compositional nature of element concentrations,
we apply the standard isometric log-ratio(ilr) transformation to the data (see e.g.,
Filzmoser et al., 2018) known from compositional data analysis. Based on the optimal
smoothing criteria R, the optimal value for group smoothing is A = 0.35.
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Figure 4.5.5: Plant geochemistry: Heat map of loadings for the p = 19 variables
(columns) over plant-organ species combination (rows) on the first and
second principal component (panels)

After the calculation of the ssMRCD covariance matrices, they are (linearly) trans-
formed from ilr to centered log-ratios (clr) coordinates to increase the interpretability
of the principal components’ loadings and scores. The clr-transformation essentially
standardizes each variable with the geometric mean per observation, followed by a log-
transformation. While clr leads to linear dependent variables opposed to ilr, leading to
numerical issues for covariance estimation (especially determinant based estimators like
the ssMRCD estimator), it is possible to intuitively interpret clr as relative importance
of elements which is not possible for ilr. Thus, we apply the sparse multi-source PCA
algorithm to the transformed covariance matrix of clr variables. Optimal parameters
are then given by v = 0.6, = 0.15 (see also Figure C.3 in Appendix C.4).

In Figure 4.5.5 the loadings of the first and second principal components explaining
around 33% of overall variance are shown per source,” being a combination of a plant
species and organ. We see clear similarities across all organs of the juniper species in
both components and of the spruce species for the first component. Only in the second
component the organs of the same species (spruce) start to show differences. Moreover,
pine bark has the most complexity in the loading structure of the first component. This
combination of heavy metals like uranium (U), vanadium (V) and lead (Pb) against
phosphorus (P), potassium (K) and rubidium (Rb) is to be expected from physiological
characteristics of pine bark.

When it comes to mineral exploration, a goal of the NEXT project, it would be
interesting if we can find a plant organ-species combination and a direction of variation
along which the discrimination between mineralizations and non-mineralizations is
visible. To investigate this, we use the geological classification between calcsilicate
rocks and mafic rocks. Mafic rocks are often associated with volcanic and intrusive
activities and they can indicate the presence of specific mineral deposits like nickel,
copper, and platinum group elements.

Taking a look at Figure 4.5.6 we can see the distribution of the scores connected to

®Since 10 PCs are needed to explain 80% of the data (see also Figure C.3) we will focus on the first
two components for interpretation.
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Figure 4.5.6: Plant geochemistry: Density and median (vertical line) for calcsilicate
rock (solid) and mafic rock (dashed) measurements for the first PC for
all plant species (columns) - organ (rows) combinations. Note that empty
panels correspond to combinations of plant species and organs not present
in the considered data set.

the first (left) and second (right) PC as density and the median as vertical lines for
different groups split into observations connected to calcsilicate and mafic rocks. Other
geological units are not shown. The bark of Scots pine has the most differentiable peaks
and medians, indicating the possibility to use this plant organ-species combination with
the elements of the first loading for mineral exploration. Similar conclusions can be
made for the second PC. Here, Norway spruce tends to differentiate the most between
the two geologies across all organs, indicating potential leverage for geological and
mineral exploration. However, the geology and other external variables of the respective
data set can vary heavily and other sources of variation like soil moisture, amount of
till, fine fraction of the sample or physiological effects of the plants mentioned before
can also be part of variation described by the PCs.

4.6 Conclusion

We introduce sparse PCA analysis for multiple related data sources to permit the
detection of global as well as local, source-specific sparsity patterns in the PCA loadings.
To this end, we propose an optimization problem that maximizes explained variances
across the multiple data sources while inducing structured sparsity patterns. The
ssMRCD estimator is used as plug-in into the optimization problem and perfectly fits
the spirit of combined global-local sparsity patterns by delivering local covariances that
are smoothed over groups. Moreover, it provides protection against the presence of
outliers in the data.
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4 Sparse Outlier-Robust PCA for Multi-Source Data

We provide a computationally efficient algorithm based on the ADMM to obtain
sparse outlier-robust PCA loadings. Algorithmic parameters are fine-tuned and conver-
gence is achieved in all applications and simulations. Care is given to optimally select
the hyperparameters controlling the degree of sparsity and smoothing properties of the
ssMRCD estimator tailored to the PCA context. The proposed ssMRCD-PCA method
is publicly available in the R-package ssMRCD (Puchhammer and Filzmoser, 2023).

The proposed sparse multi-source PCA method performs well in simulation settings
mimicking structured sparsity and it outperforms non-robust counterparts as well as
the state-of-the-art sparse, robust PCA method ROSPCA when outliers are present.
The versatility of the multi-source method is illustrated on two different applications.

Possible further application scenarios entail also a wide variety of data, where the
grouping structure is not fixed upfront. The flexibility of the method regarding the
source-definition can also be leveraged for, e.g., the large field of spatial data. Finally,
our multi-source perspective to sparse, outlier-robust PCA holds also promise for other
popular multivariate analyses such as discriminant analysis, graphical modeling or
canonical correlation analysis.
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Appendix C

C.1 ADMM Minimization Problems

For ease of notation, we introduce the matrix notation of the vectorized ADMM
components (1), U(z), U(z) and v(g), V(1), V() and v(z) similar to (4.2.1) as

Ulia o UG-t
U(zﬁs - - (u?il),-h s ’u?;),N) - (u(z)/,l Y Zb)/,p ),a
u"z?)’p . u?;% Np
”?Z),l . ’UZL),(N—I)p—O—l
Vi = : : = (V10N = O v,
v%’p o UZ?)JVP

The notation for the variables without superscript is likewise as well as for the vector
z used in Equation (4.3.5).

Minimization Problem 1

Due to the block-diagonal structure of 3, the additivity of the quadratic Frobenius
norm and the separable constraints, the minimization problem can be separated among
sources. Thus, per source 7, we have the following minimization problem in v € RP? for
each iteration step m

. - 1
min  — oS+ Gl ufhy - off B
N———

z\v > 0.

The problem is non-convex but differentiable and, thus, can be solved by calculating
the Lagrangian

k-1

L(v) = —v'Sv + g||c + |3 — p2lv + No(v'v — 1) + Z/\l(v"u,li)
1=1
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Appendix C

and applying the Karush-Kuhn-Tucker (KKT) conditions,

k—1
VoLl(v) = =280 + p(c+ v) — pz; + 2 v + Z Nl =0, (C.1)

=1

g(w) = —2w <0,

ho(v) = v'v —1 =0,

h(v) =v'vl, =0, V1<I<Ek, (C.2)

=0,
pzlv = 0. (C.3)

For speed we can derive a term for Ao by multiplying equation (C.1) from left with v’,
which cancels A; and p due to the optimality conditions (C.3) and (C.2),

k—1
0= —20"8w+ pv'(c+v) — pz/;v+2X0 v'v + Z N 'Y
0 =1 =1

Ao = v'Sv — gv’(c +v).

It is also possible to calculate A; as a function of g and v by multiplying with (v.lz»)’ ,

k-1
0= —2(v})Zv + p (v}) (c+ v) —p(vh) 'z + Z N ()
N I=1

—ay./
=v;'c

=N
N = 2(0)) S0 — p(ol)e + pu(vh) =

However, substituting A; with the exact expression derived above has proven to
deteriorate precision in the orthogonality constraints without a significant gain in
speed.

It is not possible to derive an analytical solution due to third and higher-order terms
after substituting the multiplier )¢ into Equation (C.1). We have to resort to solving
the root constraints (C.1), (C.2) and (C.3) numerically using the function multiroot
from the R-package rootSolve (Soetaert, 2009). Additionally, we need to ensure that
all other constraints are also fulfilled after finding a root. We apply the concept of
warm starts and use 'UE’O‘ ;88 the starting value for the root finder. If no feasible root
is found, we increase p until a feasible root is found.

Regarding regularity conditions, we can check the linear independence constraint
qualification (LICQ) condition, where we need linear independence of all Vh(v) = vl
Vho(v) = v and Vg(v) = z, if g(v) = 2/;v = 0. By design, Vhi(v) and Vhy(v)
are independent since the components are all orthogonal. If g(v) = z/;v = 0, we are
orthogonal to Vhg(v). Additionally choosing z.; orthogonal to all prior loadings, the
regularity condition is fulfilled for all v, implying that it is sufficient to look at points
fulfilling the KKT conditions to find the optimum. Since for each source ¢ z.; is chosen
as the starting value y .; which is in the given feasible space and thus part of the
orthogonality space of v’ the LICQ condition is fulfilled.
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Appendix C

Minimization Problem 2

The objective function to minimize,
o1
nY|v | + §HEU?§) T Y2 — U?S)H%,

is separable across sources due to the squared Frobenius norm and the Lji-norm.
The analytical solution is thus given by the proximal operator of the Li-norm, i.e.
element-wise soft-thresholding (Boyd et al., 2011) for each entry of v(2),

”gfil =95 <"’23>,i — U3/ P nv/p> Vi=1,...,Np,

with S(z, A) = sign(z) max(|z| — A, 0).

Minimization Problem 3

The part of the minimization function connected to the groupwise sparsity, f3 ('0(3)),
can be rewritten as

p p
F3(vgg) =1 =)VN Y Jojy Civa = n(1 = NVN Y |[vg) I
j=1 j=1

Thus, we can use the groupwise/block soft-thresholding operator, which is the proximal
operator of the Lj-norm of subgroups (Boyd et al., 2011)

vg;j - SG(UZS),]" - “@),j./m n(1— V)W/P),

with Sg(x, A) = max(1 — \/||z||2,0)x.

C.2 Starting Values
The extreme solution for 7 — oo depends on 7, yp°(7).

Proof of Corollary 4.5.1.1. a. First, we know for any v

p p
L=lvalls =Y 05 <> 05 +2) |vpillvil = |[vall},
j=1 j=1

J'<j

and that the proposed minimizer of ||v.;||; has the minimal objective function
value of 1. Moreover, all other minimizer have to fulfill that |v;/;||v;;| = 0 for
all j/ < j to reach the minimal objective function value of 1. Thus, all minimizers
have exactly one entry unequal to zero per source.

b. Define z; = Ef\;l UJQ-i = ||v;.||2. Then, based on the inequality of part a, it
holds that
2

N p p
N = llvalls =Y llvill3 = [l2[13 < ll=l[f = [ D] llvjlla | = Ga(w)*.
i=1 j=1 j=1
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Appendix C

The extreme solution proposed above has an objective function value of IV, which
is thus minimal. Again, the same argument applies as before implies, that all
mixed terms |z;||x;| must be equal to zero for all j # j to reach equality of the
two norms.

c. Trivial.

O

For the special but important case of correlation matrices, we need an adaptation
since the variable chosen by the explained variance is not unique. In order to ensure
consistent behavior, we calculate the k-th eigenvectors of each correlation matrix, scale
it with the root of the respective eigenvalue, and take the mean. The variable with the
absolute highest value will be taken as the groupwise solution for n — oco. Although
all variables are valid solutions for 7 — 0o, choosing an extreme solution close to yg,
we get more consistency over varying A and thus better convergence.

Simulation Results

In Figure C.1 the performance of the proposed starting value for simulation scenario
1 (Section 4.4.1) and the first four principal components is illustrated. We apply
P =D, €root = 107 Y eapyim = 10*4, €hr = 0.005. For PCs 2 to 4 we iteratively use
the best solution of all starting values for the orthogonality constraints. We simulate
100 random starting values, where each entry of the starting values is drawn from
a standard normal distribution, and the vector is then projected onto the feasible
space using the projection defined in Equation (4.3.6). The values of the objective
function of the random starting values are shown as boxplots for varying n € [0, 2]
(horizontal axis) and v = 0,0.5,1 (panels). The crosses indicate the objective function
value for the proposed starting value. It is clearly visible, that the proposed starting
value reliably produces optimal solutions and is thus a valid alternative to using many
random starting values.

In Figure C.2 the results for correlation matrices are shown. Regarding correlation
matrices, there are multiple optimal extreme solutions, since all variables have the
same amount of variance univariately. If there are multiple optimal solutions obtained
in the simulations the one with the highest absolute scalar product with the extreme
solution yg is taken for the orthogonality constraints for the simulation for the next
PC. This accounts for the fact that the extreme solutions y$°(7) (as well as y! for
higher components) are based on the prior extreme solution components.
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Appendix C

Covariance Matrices
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Figure C.1: Objective function values for the proposed starting value (cross) and for
random starting values (boxplot) for covariance matrices.
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Correlation Matrices
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Figure C.2: Objective function values for the proposed starting value (cross) and for
random starting values (boxplot) for correlation matrices.
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Appendix C

C.3 Weather Analysis at Hohe Warte

The variables used in the real data example collected from the weather station Hohe
Warte are listed and described in Table C.1.

Name | Description Unit
cl Cloud coverage, daily mean 1,...,100
rad Global radiation, daily sum J/cm?
vp Vapour pressure, daily mean hPa
wmax | Maximal wind speed, daily maximum m/s
ap Air pressure, daily mean hPa
hum | Relative air humidity, daily mean %
prec | Precipitation, daily sum mm

sight | Sight distance, sight at 1pm

sun Sunshine duration, daily sum h
tmax | Maximal air temperature at 2m, daily maximum °C
tmin | Minimal air temperature at 2m, daily minimum °C

t Air temperature at 2m, daily mean °C
\4 Wind speed, daily mean m/s

Table C.1: Hohe Warte weather station: List of variables.

C.4 Geochemical Plant Analysis

Figure C.3 shows the optimal parameter selection for the geochemical plant data set.
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Figure C.3: Plant geochemistry: Optimal smoothing and sparsity parameters.
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5 A Smooth Multi-Group Gaussian
Mixture Model for Cellwise Robust
Covariance Estimation

This chapter was published as Puchhammer, P., Wilms, 1., and Filzmoser, P. (2025). A
smooth multi-group Gaussian Mixture Model for cellwise robust covariance estimation.
arXiv preprint arXiw:2504.02547. DOI: 10.48550/arXiv.2504.02547.

5.1 Introduction

The continuous increase in data volumes confronts statisticians with increasingly
complex data structures. External information in addition to the measured features is
often available and can be leveraged in the analysis. An example of external information
are data with a partitioning of the observations into groups. This can be either a
partition such as healthy persons and patients, but it could also be related to an expert
grouping or to groups based on some hypothesis. However, in contrast to traditional
classification tasks, the group information is considered uncertain to some extent,
and thus the intended groups need more flexible modeling. Examples common in the
medical context are progressive diseases, where patients are in transition from a healthy
status towards more and more sever stages of a disease. Overall, groups cannot be
dissociated from each other leading to a multi-group setting for the analysis.

Analyzing the groups separately might offer some insight, but overall trends or
connections between groups would be lost or at least difficult to extract. On the other
extreme, removing the grouping structure also poses analytical obstacles. Methodologies
that assume identically distributed observations might fail because of the lack of
coherency between the groups. Other approaches based on multiple distributions, such
as mixture models or clustering methods, can deliver groups of data, however, they
are not necessarily connected to the provided grouping and thus model something
we might not be interested in. Therefore, more flexible models that can account for
an underlying, possibly smooth connection among data groups defined by external
information on a prior partition are needed to draw proper insights from data sets
often present in real life.

There are many practical problem settings of this kind: When analyzing spatial data,
as in the geosciences, underlying structures such as terrain type or country borders
can dictate the grouping structure. Although the underlying basis are (continuous)
spatial coordinates, the focus for the analysis still lies on the specifics of provided
groups, but also on their common characteristics. The same applies to time-series data
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5 A Smooth Multi-Group Gaussian Mixture Model

structured by some fixed time interval, such as months or years, or by specific events.
An important area where separation based on smooth external variables is common is
medicine, where many diagnoses are based on continuous measurements with specific
thresholds. An example is diabetes, where the diagnosis is based on measured blood
sugar. Moreover, even if the diagnosis is not based on continuous external variables,
most diseases are progressive, so measured features vary in a smooth way between
people with different health conditions. Thus, taking the diagnosis classification as
granted will not only lead to mistakes, but also misses information of persons being at
a transition, as well as the reasons for this transition. The idea extends to many other
fields, such as groups based on socio-economic status, or failure of components due to
abrasion in industrial technology.

When it comes to real-life data, outliers are often present. Their effect on data analysis
should be minimized to obtain robust and reliable results. Especially in settings with
complex data structures, they can be masked more easily and can have a greater effect
on the results if not detected. With multivariate data, outlying observations can be
entirely different from the data majority, or they can just differ in single variables. The
latter are called cellwise outliers, and methods were developed for their identification
in one coherent data set, such as the detecting deviating data cells algorithm (DDC,
Rousseeuw and Bossche, 2018), or the cellMCD estimator (Raymaekers and Rousseeuw,
2023) for cellwise robust covariance estimation. A cellwise robust version of a Gaussian
mixture model was recently proposed by Zaccaria et al. (2024, cellGMM) — however,
the method is limited to delivering the best clusters independent of prior information
from the grouping structure.

We extend the setting of Gaussian mixture models (GMMs) to multi-group data
sets to address the additional focus given by the pre-defined groups. Assuming that
a smooth process underlies the partition into groups, we model each group having a
main distribution and being mixed with distributions of other groups. This allows
us to match the resulting distributions to the pre-defined groups and to put unusual
observations into a bigger context. An observation can either be unusual in the original
group and might fit better to another group, indicating a possible mismatch, or an
observation is generally unusual because of possibly outlying cells. For a mismatch, it
is worth checking the group assignment for errors. In case of outlying cells, these may
refer to unreliable or extreme measurements that should either be corrected or removed
for further analysis. By specifying the probabilities of group membership for each
observation, we can also shed light on the transition mechanisms of observations moving
from their predefined group to another one, and thus identify potentially influential
variables during this transition.

The remainder of the paper is structured as follows. Section 5.2 provides more
detailed information on the relevant literature, as well as an introduction to the model
setup and the objective function. Section 5.3 details the algorithm and hyperparameter
settings. Theoretical results on robustness properties are reported in Section 5.4, and
experimental simulation results on robustness are described in Section 5.5. Three
real-life data examples from meteorology, medicine and oenology, the science of wine
and wine making, are illustrated in Section 5.6, and Section 5.7 concludes.
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5.2 Methodology

5.2 Methodology

We introduce the multi-group Gaussian mixture model in Section 5.2.1. The objective
function based on the log-likelihood is proposed in Section 5.2.2, and finally connections
and differences to related methods are discussed in Section 5.2.3.

5.2.1 Model and Notation

Let X1, Xo,..., Xy be data sets from N groups consisting of independent observa-
tions Xy = ((xg,1)s- .., (Tgn,)") € R™*P per group g = 1,..., N of the same p vari-
ables. Let n = Zévzl ng, and assume that observations x,; from group g, i = 1,...,ng,
originate from a Gaussian mixture

xg; ~ N (py, i) with probability g, > 0 (5.2.1)

for k=1,...,N. Note that observations of a particular group can originate not only
from a single distribution but from a Gaussian mixture of all group distributions. In
the multi-group setting we assume that a pre-specified group is more coherent than the
combined data, and thus it consists of a main distribution assigned to it. Therefore,
we enforce 7, , > a > 0.5, where the constant « specifies how coherent each group
should be.

Based on Equation (5.2.1) it follows that the expected value and the covariance of
any x4 from group g are

N
Elzg] = Z Mg,k Mk
k=1

N N
Covlay] =Y merZh+ D> mgr(pr — Elay]) (1 — Elzy))', (5.2.2)
k=1 k=1

see Appendix D.1 for the derivation. The covariance corresponding to group ¢ is then
a smoothed covariance consisting of the covariance from the major distribution, X,
with a minimum weight of «, and of the other covariance matrices X, with weights
g,k specifying the amount of overlap to other distributions as well as the variability of
the means around the expected value.

In the following we define our notation used throughout the paper. The multivariate
normal density with mean p and covariance X of an observation x,; is denoted by

1 Iv—1
exp (— 1 (s — 1) S (@ — 1))
o(xgis ok, Xi) = 2 9% ) detkEk g )

Since outlying cells will be considered missing in the likelihood, observed and missing
cells of x4 ; are denoted by a binary vector wy; = (wg;1,. .., Wy ip), Where a value of 1
indicates observed variables, and 0 indicates missing or outlying values. We will put

(wy,;) as superscript, as in az(glgg’i), ngwg ) and 2,(:”"”'), if we only consider the subset of
variables that are observed, i.e. {j:wg:; =1,7=1,...,p}. Moreover, for any binary
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vectors w and w, the notation El(gwm) denotes the submatrix of ;. that includes rows
and columns indicated by w and w, respectively. Also, (1 — w) indicates missing cells
instead of observed ones, {j : wy;; = 0,7 =1,...,p}.

When considering the multivariate normal density gp( (w g 1), ,u,(:”g ) E,iwg’i)) of a
partially observed observation, conventions regarding fully non observed observations
(wg,; = 0) are as follows. The density <p(cc( ), u,(;ug 1), E,(ng’i)) and the covariance

determinant det(E](ng ’i)) are equal to 1, the squared Mahalanobis distance (mgﬁg W

u(wg’i))’(E,(cwg’i))_l(a:(wg’i) (wg’i)) is equal to zero.

k gi Mg

5.2.2 Objective Function

For our cellwise robust estimation of the statistical model described above we denote
the model parameters that need to be estimated as 7w = (7, k)évk 1 = (pe)Y_, and
¥ = (k)N |, and their estimates as & = (ﬁg’k)é\szl, fo=(f1g)_| and 3= (2k)k:1'

Based on the proposed model in Equation (5.2.1) we use a likelihood approach to
estimate the parameters. Robustness against cellwise outliers is achieved by considering
outlying cells to be missing values indicated by a set of matrices W = (Wg)N

g=1
consisting of binary vectors wy;,i = 1,...,n4, which also need to be estimated,
W = (Wg) g—1- T'hese missing values are removed from the likelihood estimation by

using the observed likelihood.

For defining the objective function, the approach of the cellMCD (Raymaekers
and Rousseeuw, 2023) is extended. We combine the observed log-likelihood for the
model described in Equation (5.2.1) with a penalty term for the number of missing
cells. The estimators are then the minimizers of the observed penalized log-likelihood
Obj(m, pu, X, W), defined as

N n

> Zq —2In (Z Mg,k ( RTINS > r":gglz )) + Z qg.ij(1 = wgij) | (5.2.3)

g=1i=1

subject to the constraints

Yreghk = (1 — pr) B + prTy (5.2.4)
iwg,ijzhg Vi=1,...,p,¥g=1,...,N (5.2.5)
> mgr=1 Vg=1,...,N (5.2.6)
ng > a > 0.5. (5.2.7)

The first part of Equation (5.2.3) is the observed likelihood of each observation x ;
given a missingness pattern wg;. The second part introduces the penalty term to
reduce the number of flagged cells and increases accuracy as also shown in Raymaekers
and Rousseeuw (2023). Flagging a cell of an observation x4 ;; costs a value of gg;; in the
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objective function. The penalty constant g, ;; is derived by the notion of a standardized
residual. If the (absolute) residual is atypically large (measured by a y?-quantile), the
minimizing effects on the likelihood exceed the additional cost flagging the cell. If the
residual is too small, it will not be flagged and included in the estimation. In that way,
only clearly outlying cells are flagged and overflagging is reduced. For more details on
choosing ¢ i, we refer to Section 5.3.4.

Regarding the constraints, Equation (5.2.4) provides regularization of the covariance
matrices by a convex combination with a regular diagonal matrix T}, of univariate robust
scale for group k, and a regularization factor py > 0, similar to the MRCD (Boudt
et al., 2020). Regularity provides stability for grouped data settings, where groups can
also consist of just a few observations, as well as for high-dimensional settings. The
proposed values for p; and T} are described in more detail in Section 5.3.4.

The number of cells flagged per group and variable is constrained by Equation (5.2.5),
where at least half of the cells per group need to be included in the parameter estimation
of the mixture model, hy > [0.5n4]. However, due to the possible instability of the
covariance estimation between two variables, we set the default value to hy = [0.75n,]
and thus allow for a maximum of 25% of flagged cells per variable and group.

Lastly, the two constraints in Equations (5.2.6) and (5.2.7) originate from the
proposed multi-group GMM. The parameter « specifies how strict the model is regarding
the pre-defined groups. A value of a = 1 allows no group change of observations from
their given groups. When « decreases, more and more flexibility among the groups is
allowed. Therefore, a gradual increase in flexibility can illuminate observations located
in the transition between groups.

5.2.3 Connections to Related Work

Our method combines elements of clustering via mixture models, robustness, missing
data, and multi-group data analysis.

Regarding robustness, many methods exist for the rowwise setting, where an en-
tire observation is considered an outlier (Maronna et al., 2019). A recent rise in
methodologies is visible for the cellwise paradigm, introduced by Alqallaf et al. (2009),
where single cells of an observation are considered outlying. Standard rowwise robust
estimators of covariance and location are the Minimum Covariance Determinant (MCD;
Rousseeuw, 1984, 1985) estimator, typically proposed for n > 5p (with n the number of
observations and p the number of variables), and its regularized version, the Minimum
Regularized Covariance Determinant (MRCD; Boudt et al., 2020) estimator. Both
search for a subset of observations that minimize the resulting sample covariance.

In the cellwise paradigm, the cellwise robust MCD (cellMCD; Raymaekers and
Rousseeuw, 2023) is a recent proposal to extend the likelihood formulation of the MCD
to the cellwise outlier setting, leveraging the idea that outlying cells can be considered
to be missing values in the estimation procedure. The objective function of the cellMCD
consists of the observed likelihood (Little and Rubin, 2019), where outlying cells are
declared as missing, plus a penalty term reducing the number of flagged cells and
thus increasing estimation accuracy. The objective function is then optimized in an
iterative manner, switching between covariance and location estimation via an Expected
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Maximization (EM) algorithm and updating flagged outlying cells. Again, n > 5p is
suggested. An alternative in high-dimensional settings is the covariance estimator of
Ollerer and Croux (2015) based on pairwise correlations.

Regarding finite mixture models, rowwise robust proposals for standard GMMs
(Neykov et al., 2007) were recently extended to cellwise robustness (cellGMM, Zaccaria
et al., 2024). Similar to the cellMCD, the objective function consists of an observed
likelihood incorporating the mixture model and a penalty term. However, due to
the model structure, the penalty weights need to be estimated for each observation
separately in the first step before the outliers can be flagged more accurately in the
second step. While cellGMM is cellwise robust and allows for multiple distributions, it
does not account for the pre-defined grouping structure and estimated clusters are not
directly matched to the given groups.

One rowwise robust method that is applicable in the scenario described above is
the spatially smoothed MRCD (ssMRCD) estimation proposed by Puchhammer and
Filzmoser (2024). Originally developed for spatial data, it relies on predefined groups
that are connected by a bigger picture, and in contrast to a standard GMM also
provides a match between pre-defined groups and covariance and location estimates.
However, the ssMRCD is not formulated as a mixture model, as it yields a covariance
estimate for a group by incorporating overall and group-wise information, where the
group contributions are pre-specified by weights. For achieving robustness, the ssMRCD
estimator targets the determinant of specific covariance matrices, similar to MCD and

MRCD.

Compared to the ssMRCD, there are certain advantages of the proposed probabilistic
model-based approach when it comes to selecting hyperparameters. While the amount
of smoothing and the smoothing weights need to be prespecified for the ssMRCD
estimator, which correspond to the mixture weights in the specified mixture model,
here these parameters can be estimated within the probabilistic model. Also the amount
of flexibility (referred to as smoothing for the ssMRCD) is not a fixed parameter given to
the model, but it can vary between groups and is only restricted by the hyperparameter
.

5.3 Algorithm

The algorithm for the multi-group GMM consists of two steps, iteratively minimiz-
ing the objective function over two sets of parameters, similar to Raymaekers and
Rousseeuw (2023). The W-step minimizes over W and the Expectation Minimiza-
tion (Maximization) (EM, Dempster et al., 1977; McLachlan and Krishnan, 2008)
step minimizes over (7, u, ¥). Especially the EM-step is adapted to the multi-group
setting by accounting for constraint (5.2.7) and by regularizing the covariance, see
Equation (5.2.4). Given initial starting values for the parameters described in Ap-
pendix D.3,we iteratively repeat the W-step and the EM-step until the estimated
covariance matrices have converged. A pseudo code of the main algorithmic structure
is given in Algorithm 3.
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5.3 Algorithm

5.3.1 W-Step
The calculation of the (7 4 1)-th step is based on the estimated parameters in the
7-th step, #7 = (7 gk)gk LR = (AN YT = (2N WT = (WT) . Here, we

minimize the objective function Equation (5.2.3) corresponding to the parameter W.
For an estimate W7, a copy W is defined and modified for each variable step by step
to reduce the objective function value, starting with j = 1. Although the exact results
depend on the order of the variables, Raymaekers and Rousseeuw (2023) have shown
by simulations that this effect is small or even negligible.

Based on the fixed variable j, for each group g and observation ¢ we calculate the
difference in the objective function for including the cell in the estimation, wg;; = 1
(1wg,) and flagging the cell, Wy = 0 (9wy,;) while all other entries stay unmodified.
Note that the results are order independent regarding groups or observations. Thus,
the difference Ay ;; is

Agij =—2In (Z g, W( o), e izeg,k(lwg’i)))
+92In (Z 7Tg 0 ( (01, 1)’ ﬂ;(o'd)g,i), izeg,k(oﬁ:g,i))) -

k=1

For all observations with Ag;; < 0, we set 104 ;; equal to 1 for further calculations. If
there are less than hy observations per group g with A, ;; < 0, we set those g ;; equal
to 1 for which Ay ;; is among the lowest hy values of {Ay;; : i =1,...,n4}. Then,
the same procedure is applied to the next variable with the updated W, until the
flagging is updated for all variables. Overall, the updated W after all variables is the
next estimate W71, We always modify W such that the objective function is at least
not increasing given the constraints, and thus the whole W-step does not increase the
objective function value.

5.3.2 EM-Step

Given WTH, the parameters of the mixture model can be estimated to minimize the
unpenalized observed likelihood of the GMM with missing values thus minimizing the
overall objective function. Eirola et al. (2014) provide an EM-based algorithm for
GMMs with missing data that will be adapted to the multi-group setting incorporating
the additional constraints given by Equations (5.2.4) and (5.2.7). More details and
derivations are provided in Appendix D.3.

The expected probability that observation x4 ; is from distribution k& conditional on
the observed values indicated by wTJrl and on the previous estimates 7#7 = (ﬁ;k)év b1

nr= (l‘/k)llgv:p ¥ = (E;g—)k:p is
. (@t ]t e ()
W;,k(p <wg,ig s M ! ’ Ereg,k !

w w! T AT (w71
g % My g, g,
Zl 1779180< s -y 1 Zieg

T+l

= (5.3.1)
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5 A Smooth Multi-Group Gaussian Mixture Model

Due the constraints in Equation (5.2.7) and (5.2.6), the mixture probability updates
are adapted according to

9.9 g:1,9 99 /7 _ L Ng Tl

1 Ng 1 Ng 7+1
~ > ~ ~ n i=1 "g,i,k
A7t — max {a, — tT“} , Tl';—};l = (1—aTtlh)—"1e g
n ;
i=1 ng £~i=1"g,i,9

Further, for an observation x,; with current missingness pattern w;}tl’ the condi-

tional expectation .’B;J{ assuming that x,; comes from distribution % is calculated
by
L (=t r(—w ) e (1w ]
g, ! = Ky ! + z]reg,k
-1
T (wT+1|'LiIT_'{1) (1177-:1) AT(wT-;—l)
X (Zreg,k 9 :I:Wv‘” —fy, ” (5.3.2)
T+]. ( AT«&;l) (ﬁ,ﬂ'«i»l)
z,; =z, ;""" (5.3.3)
The new estimate for p,TH is then
N ng
AT+1 7’+1 AT+1
TP I
g 1:=1

. T +1
with by = Zg 121 1 ;zk

For estimating the covariance based on av; an additional term needs to be added.
Assuming that observation x,; originates from distribution k, the correction term is

+1

calculated according to

o (=) 1—w] ) _$7 (1—ag g th) $7 (1—av] T a7 )
reg,k reg,k reg,k
—1
T (,lbffl',leﬁ‘»l) T ( T+1‘1 ATJrl)
x (Zreg k " ” reg,k -
for unobserved variables, w;tl equal to 0, and 1 otherwise. The new estimate E::glk
is then calculated as
N ng
7 +1 T+1 ~T+1 ATH+1N (ST +1 ~T+1
Eregk_kak+ 1_pk ZZ g,z,k[ — My )( g% — My ) +2T€gk}
g 14=1

5.3.3 Convergence of the Algorithm

The algorithm iterates between the W-step and the EM- step until the maximal absolute
change in any entry of all covariance matrices, maxy, ; j |Er e kil Z:;:h i |, is smaller
than €.ony = 1074,

Since the regularization of the covariance matrices acts on the maximization step of
the EM-algorithm, the same argumentation as in Proposition 6 from Raymackers and
Rousseeuw (2023) can be applied to show that each W-step and EM-step reduce the
objective function or leaves it unchanged while all constraints are fulfilled. Thus, the
algorithm converges to a local minimum.
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5.4 Robustness Properties

5.3.4 Choice of Hyperparameters

In the objective function (5.2.3), the parameters py, T}, and g4 ;; are used but not yet
specified.

First, regarding the regularization, we choose a diagonal matrix T}, consisting of robust
univariate scale estimates for observations from group k, T}, = diag(6y.1,...,0kp)-
Here, we choose the univariate MCD estimator applied to each variable separately. For
the amount of regularization we opt for a condition number of 100 for each covariance.
However, due to multiple groups, this is not always possible since T} could vary heavily
and possibly already have a higher condition number for one specific k. Thus, the
condition number to achieve for distribution k is x5 = max(1.1cond T}, 100), where
the factor 1.1 allows for multivariate data input if the condition number of T}, is high.
Given the initial estimates 22, the regularization factor py is chosen as small as possible
and such that the condition number fulfills p T} + (1 — pk)flg < K.

Second, the penalty weights g4 ;; are chosen per observation and variable. In the
cellMCD algorithm (Raymaekers and Rousseeuw, 2023), the weights only depend on
the initial estimate of the conditional variance per variable j, and a cell is flagged if

In(Cyj) + In(2m) + (zij — 245)*/Cij > 4y,

where &;; and Cj; are conditional mean and variance of x;; given the current estimates
and observed cells for observation 7. The penalty weight g; is chosen as ¢; = X%,o.gg +
In(27) + In(Cy;) such that cells are flagged if the standardized residuals exceed a
x2-quantile,

(wij — &i5)°

2
>
Cyr X1,0.99>

the 99-th quantile of the chi-square distribution with one degree of freedom.

In the multi-group GMM, the original distributions of the observations are not clear,
and we first need an initial estimate to which distribution each observation belongs to.
Given initial estimates 7%, i° and 320 we can calculate the probabilities 22 ; . according
to Equation (5.3.1) and use a weighted penalty parameter for each obser’x;ation,

N
dg,ij = X%,o.99 + In(27) + Z@,i,k ln(Cg,j),
k=1
1

0 _
where Ck:,j ERCoR

5.4 Robustness Properties

In this section, we introduce an extension of the additive breakdown point for cluster
and finite mixture model settings to the cellwise paradigm. As common in these settings,
the breakdown point is data dependent and in unfavorable constellations, a robust
estimator can break down if even one point is added. Thus, often an idealized setting
of well clustered data points is considered, introduced by Hennig (2004) for univariate
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5 A Smooth Multi-Group Gaussian Mixture Model

Algorithm 3 Multi-group GMM

Input: X, Xo,..., Xy; initial estimates 2289, [LO, 70, WO; hyperparameters gqq;;,
T, pk, fcomn h97 «
W «— WV
(27”697 l’l‘a Tr) «— (Egega ﬂoa 7:i-o)
crit <~ oo
while crit > €.opy do

3Peg < Breg

W <« ustep(X, Xreg, b, ™, W, qq4j, hg)

(Zreg) IJ’7 71') — emSteP(X; 2’(‘697 ”) ™, W) T7 P, Oé)

. prev

Crlt.<— man:j?j/ |Er6g,k,jj/ o E

end while

return .. , p, w, W

reg.k.ji |

,_.
e

and extended by Cuesta-Albertos et al. (2008) to multivariate data in the rowwise
paradigm (described in Appendix D.2). In this section we transfer the idealized setting
from the rowwise outlier paradigm to the notion of cellwise outliers (see Section 5.4.1)
as well as to the complex grouped structure of the targeted data sets (see Section 5.4.2)
and prove the corresponding breakdown point of the proposed estimator.

5.4.1 Cellwise Breakdown in an ldealized Scenario

Compared to the well-known rowwise outliers, where an outlier is considered to be a
whole observation, in the cellwise outlier paradigm introduced by Alqallaf et al. (2009),
outliers are considered to be only single cells of observations. For the corresponding
cellwise replacement breakdown point, only single cells are replaced by arbitrary values.
The maximal fraction of contaminated cells per variable without breakdown of the
estimator is then its breakdown point (Raymaekers and Rousseeuw, 2023).

When considering cellwise outlyingness in a mixture model setting, the scenario
of well-clustered data used for the assessment of the breakdown behavior in the
rowwise paradigm is not sufficiently separating the clusters when it comes to cellwise
outlyingness. In the cellwise contamination scheme, the removal of a subset of variables
could still lead to cluster overlap (see Figure 5.4.1a) and thus, the ideal scenario
should be adapted to cluster separation in all subsets (see Figure 5.4.1b). Note that a
separation in all variable subsets is equivalent to a separation in each variable.

To formalize well-separated clusters in the cellwise paradigm, a sequence of clusters
(Xm)men is considered ideal when the distances of observations within clusters are
bounded by a constant b < oo and observations from different clusters are increasingly
far away. Formally, let s > 2 be the number of clusters, and 77 < g < ... < ng =
n € N. For each m-th part of the sequence, the data X, are clustered into s clusters
AL ..., A such that

Arln = {ml,ﬂw s 7mﬁ17M}a oo vAfn = {xﬁs—ﬁrl,m’ s ’mﬁsﬂn}

and X, = Ji_, AL, and @i = (Ti1m, -+, Tipm) for i =1,...,7,m € N.
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5.4 Robustness Properties

£,
AN
e

m — 00 m — oqQ m)OO °
/ : Y1,m
Yim
[ J
8 [ J _ L —
TJ Yom =Y Yom =Y

g /‘P
&

(a) Not ideal in cellwise paradigm. Clus- (b) Ideal in cellwise paradigm (w,, , =
ters Al,, A2, and ys,, not separated (1,0), wy,,, =0, y1,m € B}, yom in
vertically, 1, and y2 ,,, not separated any Bfn) The dashed line for ys ,,
horizontally. indicates bounded horizontal but in-

creasing vertical distance.

Figure 5.4.1: Horizontally overlapping clusters in Figure a) and ideally separated clus-
ters in the cellwise outlier paradigm in Figure b).

Thus, to ensure that clusters are well separated in each variable, we enforce

lim min{|zijm — Tijm| : Tirm € Al Tim € Al b £l j=1,...,pt =o00. (5.4.1)

m—r0o0

Additionally, well-clustered also means that data points of each cluster are close to each
other. Thus, a bounded distance within clusters in all variables separately is assumed,

max max{|Titjm — Tijm| : Tit ms Tijm € Al j=1,....pt<b ¥YmeN. (54.2)
SUSS

Note, that Equation (5.4.2) is equivalent to the corresponding assumption in the
rowwise setting stated in Equation (D.3).

We now consider added cellwise outliers, )V, = {yl,m, ey Yim}, such that 0 <7 <
...<7s=7and

B?%m = {yl,mn s >y771,m}7 SRR Bfn = {yfsfl‘i‘l,m’ s 7yfs,m}'

For each added observation y; ., there exists a w(y; m) € {0, 1} indicating the outlying
cells by w(yim); = 0 and non-outlying cells by w(yim); = 1. The non-outlying part
of cellwise outliers should originate from one of the constructed clusters,

. l l
1H<113<X max{|yi'j,m - $zgm| Tim € Ay, Yir.m € By,
SUSS

j=1,...,pwith w(yy n); =1} <b VmeN,

and outlying cells should be infinitely far away from all other outlying cells and clusters,

lim min{|yijm — Tijm| : Tigm € X, Yirt.m € Y, w(Yirm); = 0} = 00, (5.4.3)

m—00
lim min{|yi/j7m — yij,m’ “Yitms Yiom S ym,i 7é i,, w(yz-/,m)j = 0} = OQ. (5.4.4)
m—00
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5 A Smooth Multi-Group Gaussian Mixture Model

z\ 72, Zn,
4,
2
AL e 44
A3, { B, <
B2 <
B} {
B2

Figure 5.4.2: Possible group structure of groups for N = 3. Each column block corre-
sponds to a group and each row within a column block to an observation.
Red, violet and green rows are indicating from which cluster the observa-
tion originates from, gray indicates outlying cells. The gray line in the
third block is assigned to B3 , but could stem from any other cluster too.

The breakdown of an estimator E of location, covariance or cluster weight is defined
equivalently to the rowwise setting. Thus, the breakdown of an estimator is relatively
defined by estimates based on X},, and on X, U Y, and the location breakdown for a
cluster [ occurs, if forall h=1,..., N

u(Xn) — fn(Xn U V)2 — o0, (5.4.5)

where || - ||2 denotes the Euclidean norm. Denoting the smallest and largest eigenvalue
of a covariance matrix with A, and A1, respectively, a covariance estimator of a cluster
I would implode (explode) if Ap(3(Xm)) — 0 (A (Z1(Xn)) — 00) and Ay (3(X, U
V) = 0 (AL(Z1(Xm U V) - 00) or vice versa. The weight estimator 7; of a cluster
[ breaks down if 7; € {0,1}.

The cellwise additive breakdown point is then defined as

) ST 1wy
€*(E) = min { MaXj=1....p izt (L = W (Yim)) : E/ breaks down} ,

n+r
where 327 (1 — w(yim);) denotes the number of contaminated cells per column j.

5.4.2 Cellwise Breakdown for Multi-Group Data

For analyzing the breakdown point in an ideal setting for a multi-group mixture model
as described in Section 5.2.1, we assume N many underlying clusters and outliers
constructed to be cellwise, separated as described in Section 5.4.1. All observations
X, U Yy, contaminated or not, are partitioned into groups Z},, ..., Z,J,\{ of size ni +
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5.4 Robustness Properties

T,...,nN + ry (where ng is the number of clean and r, is the number of added
observations of group g) by a function ¢ : X, JVm — {1,...,N}, thus Z,, =
Uévzl Z3, = X \|J Vim. Moreover, we assume that for each group g a certain fraction
ay of its ng observations and 7, added outliers are from cluster g,

Hzx:x € A7, g(x) = g} S~ {y:yeBh iy
= Qyg,

=iigN g, (5.4.6)
Ng Tg

thus, reflecting the major distribution per group. An illustration of the groups and the
cluster origins per observation for a fictitious ideal data set is shown in Figure 5.4.2,
where each row corresponds to an observation, each column block corresponds to a
group and each column per group to a variable. The first (row) block per group includes
the clean data, and the second block the added, possibly contaminated data. The
color indicates the ideal cluster each observation is originating from (red, green, violet)
for clean cells or whether a cell is outlying (grey). For each group the majority of
observations comes from the main cluster for clean and for contaminated observations,
respectively. Cellwise contamination can affect single cells (group 2), all cells of
single variables (group 1, variable 2 and 4) and/or whole observations (group 3, first
contaminated row).

ng+rg+1 SONS
%-‘ observations from group g

For the ideal scenario we assume that at least [

ng+rg+1
2

are from cluster g and thus, &, is restricted to fulfill (ng + r4)ay > [ —‘ for all

g=1,...,N. Note, for the proposed estimation this implies that for any variable j
and group g there always exists at least one observation in Zj, originating from cluster
g which is observed for variable j.

Cellwise breakdown is defined equivalently to the ungrouped setting and the break-
down point is defined as the minimal fraction of outlying cells for at least one variable
in at least one group necessary to break down one estimator E ,

maX;=1,..p Zyernﬁym (1 —w(y)y)
Ng +7Tg

€ roun(E) = min min{

. F breaks down b .
group g=1,... N

Corollary 5.4.2.1. Given the ideal setting and fized px, > 0,Ty, > 0 (positive definite),
the following statements hold.

a. For all m and no contamination, Z,, = X,,, there exist feasible estimates 7,
[, S such that the objective function is finite for any feasible set of W in
Equation (5.2.5). Thus, the value of the objective function for a minimizer of
Equation (5.2.3) under the constraints (5.2.4) to (5.2.7) is bounded.

b. Given the contaminated data Z,, and sets of estimates #(Zy), t(Zm), 2(Zm),
W (Z,,) for m € N. If there exists an | such that \i(X;eq1(Zm)) — oo for
m — 00, then the value of the objective function of the estimates goes to infinity.

c. Given the contaminated data Z,, and sets of estimates 7(Zy,), (Zm), X(Zm),
W(Zm) for m € N. If there exists a variable j*, I, k and a constant b such
that |fig j+(Zm) — fuj-(Zm)| < b for | # k, then the objective function of these
estimates goes to infinity.
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5 A Smooth Multi-Group Gaussian Mixture Model

The proof leverages the ideal scenario and subsequent intuition about reasonable
estimates to bound the objective function in the uncontaminated case and to further
show that an observation cannot “escape" from one cluster to another if it is originating
from an exploding cluster since clusters move apart from each other. It is given in
Appendix D.2.

Theorem 5.4.2.1 (Breakdown point). For the ideal scenario and fized py, Ty, > 0 the
following breakdown results in the cellwise paradigm hold.

a. The implosion breakdown point is 1.

b. The weight breakdown point is 1.

c. The explosion breakdown point is at least ming{(ng — hy +1)/ng}.
d. The location breakdown point is 0.

e. The explosion breakdown point is exactly ming{(ngy — hg+1)/ng}, when assuming
that the location estimator is not broken down.

The proof leverages the strong cellwise separation between the clusters and the
results of Corollary 5.4.2.1 and is given in Appendix D.2.

5.5 Simulations

In order to test the proposed method, we focus on five main scenarios: 1) a basic
setting with N = 2 balanced groups, 2) a balanced setting with N = 5 groups, 3)
an unbalanced two-group setting, 4) a balanced two-group setting with increasing
singularity issues, and 5) a high-dimensional balanced two-group setting. Setting 1)
and 2) are described in detail in the main text; for the remaining settings and further
detailed evaluations we refer to Appendix D.4.

In Section 5.5.1 the generation of clean and contaminated data for two covariance
structures is described in detail. Competing methods and evaluation criteria are
summarized in Section 5.5.2 and 5.5.3, respectively, and corresponding results are
shown in Section 5.5.4.

5.5.1 Data Generation

Clean data are generated according to the underlying multi-group Gaussian mixture
model, formulated in Equation (5.2.1), for given dimensions p € {10,20,60}. For
N € {2,5} groups we vary the mixture between the groups indicated by the parameter
Tdiag € {0.75,0.9}. The mixture probabilities are then given by myy = mgiqe and

gk = 1;\;Tji1ag for g,k =1,...,N,g # k.
We differentiate between two different covariance structures applied to all covari-
ances in the mixture distributions. The first type is of Toeplitz structure (similar

to Raymaekers and Rousseeuw, 2023) and each covariance ¥j € RP*P is constructed

by X = dj_j' where ¢, is randomly drawn from a uniform distribution in [0.5, 1].
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5.5 Simulations

Toeplitz covariances share the relationships between variables but to a different ex-
tent. The second type is based on the approach of Agostinelli et al. (2015) (ALYZ)
to construct well-conditioned correlation matrices. We allow for more variation of
the variances and stop the iterative procedure early, specifically when the trace of
a covariance is bounded by [p/2,2p]. Compared to the Toeplitz structure, here the
correlation between the variables can vary more strongly between the groups, making
it more difficult for local methods to account for outliers.

Two types of scenarios are discussed for the mean of the distributions. On the one
hand, we consider a scenario where there are just differences in the covariance, thus
setting all means to zero, i = 0. On the other hand, the more realistic scenario with
different means is considered, by applying the concept of c-separation (Dasgupta, 1999)
that gives a notion of how strongly the distributions overlap. We assume significant
overlap (0.5-separated clusters) due to an underlying smooth variable and construct
the means inductively, starting with g1 = 0,. Given p1,..., r—1 a new vector femy
is drawn from N (0, I,,). To ensure a certain level of separation and overlap we set
the next distributional mean to pg = t*(femp — ﬁ Z;:ll w) + ﬁ Z;:ll p, where
t* fulfills

s — pll2 > 0.5/pmax(A\ (), M ()

for all [ = 1,...,k — 1, with equality for at least one [. Each group g consists
of ny € {30,40,50,100} many clean observations drawn with probability 7, from
N (pr, i)

For each group a percentage €.o;; = 10% of random cells per variable is contaminated
as in Raymaekers and Rousseeuw (2023). Given an observation from group g which is
drawn from distribution £ and where a subset of variables indexed with J should be
contaminated, cells indexed by J are replaced with

Veell |j’

N N e :
\V kT Zk,g VR

Here, J as subscript denotes the part of the vectors/matrices corresponding to the
indexed variables, and v, 7 denotes the eigenvector with the smallest eigenvalue of
X,7. The parameter 7. € {2,6,10} controls the strength of the outlyingness of
contaminated cells with respect to pi. For v.; = 2 the cellwise outliers are hard to
distinguish from regular cells, while v..;; = 10 produces clear outliers which are easier
to detect for robust methods, and very influential to non-robust procedures.

5.5.2 Competing Methods

Regarding the performance comparison of our proposed method, we include the following
seven methods in our simulation study, starting with their acronyms.

cellgGMM: The proposed cellwise robust multi-group GMM.

sample: The sample covariance applied to each group separately as a non-robust
alternative.
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5 A Smooth Multi-Group Gaussian Mixture Model

mclust: A non-robust basic finite GMM implemented via an EM-algorithm in the
R-Package mclust (Fraley et al., 2024) applied globally, with the correct number
of groups provided. Since there is no clear attribution of an estimated cluster to
a group, mclust will only be calculated for two-group settings and clusters will
be assigned to groups in the most favorable way!.

MRCD (Boudt et al., 2020): Rowwise robust covariance estimator applicable to high
dimensions and applied separately to each group. It is available in the R-package
rrcov (Todorov, 2024).

ssMRCD (Puchhammer and Filzmoser, 2024): An estimator targeted towards a multi-
group setting robust against rowwise contamination available in the R-package
ssMRCD (Puchhammer and Filzmoser, 2023). It is calculated with the default
values for smoothing and equal weights for all groups, and the unsmoothed
covariance estimates are assumed to correspond to the covariance matrices of the
mixture distribution.

cellMCD (Raymackers and Rousseeuw, 2023): A cellwise robust method for covariance
and location available in the R-package cellWise(Raymaeckers et al., 2023).

OC (Ollerer and Croux, 2015): The cellwise robust covariance estimator is applied
separately to each group. The OC-estimator does not provide a location estimate
but it can calculate a covariance matrix in high-dimensional settings. A fast
implementation is available in the R-package Filzmoser et al. (2009).

5.5.3 Evaluation Criteria

The performance of covariance estimation is compared across all methods, where
possible. Given an estimated covariance ¥y, the Kullback-Leibler divergence to the
real covariance ¥, is used as evaluation criterion,

KL(Z, k) = tr(Z 21 1) — p — log det (2,3, 1).

For N > 2, the final performance metric is the average over all distributions, KL =
N i KL(Z, ).

The mean estimates fi, and the mixture probabilities 7 are evaluated by the Mean
Squared Error (MSE)

. 1
MSE(fug, pr) = ];Z(ng — fikj)”s
j=1
| X
R B L2
MSE(TI', 71') = W Zl ;(7['97]§ — Wg,k)
g=1 k=

!The assignment of groups and clusters is such that it minimizes the evaluation measure of the
KL-divergence. Thus, it is possible that the performance of estimating locations might suffer for
the considered performance criteria.
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5.5 Simulations

and averaged over the groups for the mean, MSE(u) = % Z,]Cvzl MSE(fu, ).

Additionally, the correctness of flagged cellwise outliers is measured by the standard
recall, precision and Fl-score and compared only to the cellMCD, since this is the only
other method providing flagged cells.

5.5.4 Results

As introduced at the beginning of Section 5.5, we focus on two out of the five different
settings in the main text, and additional figures regarding the MSE for location
and mixture probabilities as well as outlier detection performance are included in
Appendix D.4. Each combination is repeated 100 times. Note that celMCD cannot be
calculated if too many marginal outliers are present, in which case the failed runs are
removed for all methods reducing the number of repetitions shown in the plots (see
Appendix D.4 for corresponding tables stating the number of effective runs).

We start with the basic balanced setting where we consider p = 10 variables, N = 2
groups and nq = ny = 100 observations per group. Figure 5.5.1 and 5.5.2 show the
KL-divergence for covariance estimation across all seven competing methods and a
varying strength of outlyingness .o for the Toeplitz and ALYZ covariance structure,
respectively. The four subpanels differ regarding the coherency in the predefined groups.
For example, observations of one group are very coherent for 74,y = 0.9 and p =0
(top right panel) or less coherent for Tdiag = 0.75 and varying p. For both covariance
structures and among all four coherency types it is visible that only the cellwise robust
methods can manage outlying cells as 7. increases. Our proposed method cellgGMM
and cellMCD are the most reliable while OC local is somehow robust against an increase
in the degree of outlyingness of cells. However, OC local starts already with suboptimal
estimates for Y.y = 2. At the bottom panels it is evident that differences in location,
even for strong overlapping distributions like here, is sufficient to drastically decrease
performance for all competitor methods regarding covariance estimation. Especially for
the cellMCD, non-coherency in the mean and covariance structures (ALYZ structure)
confuse the algorithm in detecting cells and precision deteriorates (see also Figure D.2
and D.4 in the appendix) while for the proposed cellgGMM it facilitates the correct
clustering (see also Figure D.1 and D.3).

In the setting with an extended number of N = 5 groups, p = 10 variables and
n1 = ... =ns = 100 observations per group, we see similar and even more prominent
patterns. In Figure 5.5.3, the KL-divergence for the ALYZ covariance structure? is
shown. Again, methods that are not robust against cellwise outliers suffer increasingly
with the degree of outlyingness when it comes to covariance estimation. While for
varying p, the findings are the same as in the basic setting, we see that here cellgGMM
performs better than cellMCD even in the most coherent setting (top right panel).
Thus, the more groups are available to our proposed method, the better it can leverage
the given context.

2Due to the difficulties of the cellMCD based on the amount of marginal outliers, some parameter
combinations for the Toeplitz-structured covariances lead to a very low number of repetitions
(down to 16). Thus, corresponding results are stated in the appendix and should be treated with
caution.
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Figure 5.5.1: KL-divergence for the basic balanced setting and Toeplitz covariance
structure for varying strength v of outlyingness.
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Figure 5.5.2: KL-divergence for the basic balanced setting and ALYZ covariance struc-
ture for varying strength « of outlyingness.
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Figure 5.5.3: KL-divergence for the balanced setting with five groups and ALYZ co-
variance structure for varying strength + of outlyingness.

With respect to the other three settings, the findings are similarly good for the
proposed cellgGMM. The results of the competing methods in the unbalanced setting
with N = 2,p = 10,n; = 100 and ne = 50 are comparable to the balanced settings
described above. When increasing the p-to-n-ratio (N = 2, p = 20, n; = ny = 30), we
see that celIMCD struggles a lot with flagging cellwise outliers due to low precision and
subsequently with covariance estimation, often delivering worse covariance estimates
than the OC local method. In the high dimensional scenario (N = 2, p = 60,
ny = ng = 40) the results depend on the covariance structure. For the Toeplitz
structure, OC local performs comparably well, while for ALY Z-structured covariances,
cellgGMM generally outperforms OC local more clearly.

In general, cellgGMM consistently performs well in all five settings considered and
in multiple coherency constellations. While it is often comparable to celMCD when
= 0, in real multi-group settings this is a rare exception and one has to consider real
life data to be closer to settings where locations vary over groups. In these simulation
scenarios, cellgGMM outperforms all other considered methods.

5.6 Applications
We illustrate possible application scenarios of the proposed method by data from the
fields meteorology, medicine and oenology. Weather measurements of Austrian weather

stations are analyzed in Section 5.6.1, and in Section 5.6.2 we investigate handwriting
data of healthy and Alzheimer patients. In the third application in Section 5.6.3 we
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5 A Smooth Multi-Group Gaussian Mixture Model

analyze patterns of high to low rated wine samples.

5.6.1 Austrian Weather Data

We illustrate our method on data provided by GeoSphere Austria (2024), with p = 6
monthly measured weather variables at 183 Austrian weather stations, including air
pressure (p) and temperature (t), amount of rain (rsum), relative humidity (rel), hours
of sunshine (s) and wind velocity (vv), which are averaged over the year 2021. The data
set is publicly available in the R-Package ssMRCD (Puchhammer and Filzmoser, 2023)
under the name weatherAUT2021 on CRAN. Figure 5.6.1 shows the spatial locations
and the underlying diverse geographical and thus also meteorological structure caused
by the Alps. We proposed a separation of the stations into N = 5 more coherent
groups, visible by the dashed lines in the figure. The most western area (group 1,
ny = 31) is characterized by very mountainous terrain, which extends to the east into
the next area (group 2, ny = 80), where high and low mountains are present. The most
northern part (group 3, ng = 35) consists of low mountains and hills along the Danube
river which flows through Vienna and the Vienna Basin (group 5, ns = 21). The last
area to the East (group 4, ng = 16) hosts some hills but is mainly flat.

Our goal is to identify weather stations with cellwise outliers given the spatial context
and to further analyze why these stations are atypical. Moreover, we are also interested
in the coherency of the pre-defined groups. To this end, we apply our method with
default values hy = 0.75n4, allowing for up to 25% of flagged cells per variable, and
a = 0.5, indicating a strong flexibility of observations to switch between the five groups.
The highest class probabilities maxy, fg,z‘,k per observations are shown in Figure 5.6.1
with different plot symbols.

Observations with at least one flagged cell are shown in Figure 5.6.2. The top
panel shows the estimated class probabilities fg,i,k by the color of the tiles, while the
membership to one of the original groups is marked by a dot. In the bottom panel,
outlying cells are colored according to their standardized residuals 74,; (Raymaekers
and Rousseeuw, 2023),

N .. sk
o - Lg,ijg — Lg,ij
Toii = > tgik - ;
k=1 (7)) a(lg,i) [(a(gilg,i)\ T g (g,ild)
\/Zreg,k 237“eg,l~c zreg,k: Ereg,k

where i”;,z‘j denotes the expected value of x4 ;; given that it is from distribution k and

using only unflagged cells W, ;, see also Equation (5.3.2). The proposed method can
identify if observations are outlying in all groups, indicated by a high number of cellwise
outliers (e.g. half of the cells are outlying), or whether they are outlying specifically in
their pre-defined group, indicated by a high probability for another group. In the upper
panel of Figure 5.6.2 showing only observations with outlying cells, this is expressed
by non-overlapping dots and dark blue tiles.

Positive values of the residual indicate that the observed value is higher than what
would be expected, and negative values refer to observed values which are lower than
expected, given the other non-flagged cells. Many outliers are connected to cell outliers
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Figure 5.6.1: Altitude map of Austria with spatial locations of weather stations indi-
cated by black symbols and separation into groups indicated by dashed
grid lines. Shapes are based on the maximal class probability of the
corresponding observation.

in the variable wind velocity, likely due to the diverse exposure of weather stations
even in the same area. Moreover, a pattern of unexpected high values in wind velocity
and low values in air pressure and temperature is visible for the five weather stations
with half of their cells outlying (Villacher Alpe, Sonnblick, Rudolfshiitte, Patscherkofel,
Galzig) - exactly the five highest weather stations with an altitude of more than 2000
meters.

Figure 5.6.3 presents a more detailed analysis of the variables wind velocity and air
temperature. The tolerance ellipses, based on the estimated locations and covariance
matrices per group, show a smooth transition from groups connected to mountainous
landscapes (group 1 and 2) with higher variation in temperature to flatter landscapes
(group 3 to 5) with increased variation in wind velocity and generally higher temperature.
The only cellwise outlier with unexpectedly high temperature is the weather station
Wien-IS, which is located in the city center of the capital Vienna.

5.6.2 Darwin - Alzheimer Disease

Alzheimer disease is a non-curable neuro-degenerative disease which progresses over
time, leading to cognitive impairment. To mitigate the negative effects of Alzheimer
disease on affected patients and their loved ones, early diagnoses and treatment is
essential. In contrast to Cilia et al. (2022) who train a classifier to discriminate between
the two groups, we propose to use the developed multi-group GMM methodology as
a tool to analyze the gray area between diagnosed Alzheimer patients and subjects
considered healthy. While the groups are given by an official diagnosis, some persons
can be on the verge to Alzheimer and not yet being diagnosed or at very early stages.
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Figure 5.6.2: Outlying weather stations with group probabilities tAgﬂ-’k on the top panel
with dots at the original groups and the residuals of each cell on the
bottom panel.
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Figure 5.6.3: Bivariate feature space of wind velocity (vv) and air temperature (t). The
95% tolerance ellipses are based on the estimated smoothed covariance
matrices and locations per group. Stations outlying in at least one of the
two variables are shown. Shapes correspond to the original group of each
observation, the color of the label indicates which cells are outlying.
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Figure 5.6.4: Class probabilities ¢,; 4 for subjects whose probabilities change based on
a sorted by time of switching.

Thus, the strict separation into groups might not be beneficial, and a more smoothed
approach can help to better analyze the intertwinings between the two groups and
identify corresponding influential variables.

The DARWIN (Diagnosis AlzheimeR WIth haNdwriting) data set (Cilia et al., 2022),
available in the R-package robustmatrix (Mayrhofer et al., 2024), contains handwriting
samples from n; = 85 healthy persons and ny = 89 patients with diagnosed Alzheimer
disease (AD). Each subject was asked to execute 25 different handwriting tasks on a
tablet from which 18 summary features where extracted: total time, air time, paper
time, mean speed on paper, mean speed in air, mean acceleration on paper, mean
acceleration on air, mean jerk on paper, mean jerk in air, mean of pressure, variance
of pressure, generalization of the mean relative tremor (GMRT) on paper, GMRT in
air, mean GMRT, number of pendowns, maximal x-extension, maximal y-extension
and dispersion index. For a detailed explanation of the tasks and measured variables
we refer to Cilia et al. (2018). Similar to Mayrhofer et al. (2025) we also exclude
the variables total time, mean GMRT and air time due to linear dependencies and
unreliable measurements. The remaining variables are summarized over the 25 tasks
by the median and the median absolute deviation (mad). Thus, we include p = 30
variables and the groups are given by the Alzheimer disease status (N = 2).

One way to focus on the overlap of the two groups is to vary the parameter o €
{1,0.99,...,0.51,0.5} in the calculations. While o = 1 forces the observations to
belong to the predefined group, decreasing values are less and less strict and enable
switching to the other group if the multivariate distribution of that group is more
appropriate. Figure 5.6.4 presents the class probabilities tAgmg for varying « for subjects
whose probability of being in their predefined class fg,i,g is lower than 50% for at least
one value of « (switchers). We can see that a subset of 8 AD diagnosed patients and 2
healthy subjects move to the opposite group as soon as the procedure starts to allow
for a switch, i.e. when o < 1, indicating strong multivariate similarities to the opposite
group.

Figure 5.6.5 shows all cells of the data matrix, with the observations split into
Alzheimer patients and healthy people. Additionally, within these groups we show the
switchers, which are sorted according to increasing values of «, thus in the same order
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5 A Smooth Multi-Group Gaussian Mixture Model

as shown in Figure 5.6.4. The cells of the matrix present information about outlyingness
of the cells when varying « (no symbol, crosses or dots), and color according to the
standard deviation of the residuals over varying «. If a cell is white, it is not outlying
for all a.. Cells marked by dots are outlying for several or even all values of a. Higher
variability of the residuals can occur for different reasons: (a) the person switches
to the other group, (b) the cell is identified as an outlier for particular values of «,
or both (a) and (b) occur. Case (a) mainly appears for the switching persons. For
example, the variable pressure_mean (both median and mad) which shows many cells
with increased residual variability. Several of those cells are outliers as soon as the
given diagnosis is not enforced to the statistical model, revealing the inhomogeneity of
the subjects with respect to this variable. However, there is also a block of cells which
are not outliers, and this block appears for persons switching from the healthy to the
AD group, as this group provides a better model fit. It might be worth looking closer
at the data collection of this variable, since either possible unfavorable measurement
conditions or other undiagnosed or progressive diseases affecting the variable could
cause the detected unusual behavior. The variable pressure_mean (as well as some
other features) also leads to cellwise outliers for many observations, while other variables
such as mean_speed_in_air are inconspicuous.

This plot also provides insights into multivariate cluster overlaps given by the
distribution estimates for values of a specific subject. For example, Alzheimer patient 8
switches immediately to the healthy group without any change in residuals, indicating
that patient 8 is at the overlap of the clusters in all variables but relatively closer to
the center of the healthy cluster. It is likely that such persons have an early diagnosis
of Alzheimer and low cognitive impairment.

5.6.3 Wine Quality

Lastly, we leverage the model flexibility to investigate how qualitative expert evaluations
of wine are consistent with their quantitative chemical features. To this end, we use a
data set of Cortez et al. (2009b), available at the UCI Machine Learning Repository
(Cortez et al., 2009a). The data were collected over the years 2004 to 2007 and consist
of p = 11 physicochemical measurements, including fixed acidity, volatile acidity, citric
acid, residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, pH-level,
sulphates, and alcohol percentage, for n = 4898 samples of white vinho verde, a known
Portuguese wine. Additionally, each wine was qualitatively graded from 0 (very bad)
to 10 (excellent) by three different sensory assessors by blind tasting. The median of
the three grades is reported as the variable quality.

Originally, Cortez et al. (2009b) trained a Support Vector Machine classifier given
the quality variable. However, we are more interested in the coherency of each group
and whether expert evaluations are consistent regarding the chemical features reported.
We partition the data into three groups based on the quality assessment: the first
group with low wine quality includes n; = 1640 wine samples with quality assessments
3 to 5 (20 wine samples with quality level 3, 163 with 4, and 1457 with 5), the second
group with medium quality contains ng = 2198 samples with quality level 6, and the
third group includes n3 = 1060 good quality wine samples (880 samples with level 7,

140



5.6 Applications

)]
=
>
4~
S5 52 55
o= v © 20 =
® m N~ - oo E® L2
¢ S NEE zZ8 .
Alzheimer Healthy
Switcher _ _ Stable Switcher _ _ Stable
L] L] L]
L]
o0 L] - - e o L
L] o000 - L )
L 1) L
L] L L
L ] L [ ] L ] L[] L[]
_I o0 L]
s .
- L] o0
L]
- L ) L] L]
- L ) L] L]
o0 - L] L o0
L .m
- L L L]
- L ] L L] L] LI
L L L] L]
- L L L L] (1] L] L]
L
. ¥ ;
L] - L]
L ] e o0 o L L] 0000
.
L] - L]
TTTTTTT T T I T I T I T TTTT T I T I T T I I T T T I T I I T I T T T I I T I I T I I T T I T T TTTTTIITTITrT TTT I T T I T T I T I T I T T I T T I T TITIT T
STEIRBBL "BHATRETY SoINNBBECBRLIIITIRRERNEERIRELRNRI O SESEISESTE  NEE3BRLITBBRNAICSEEITEES

ai

L pew JeA ainssaid

L pow JeA ainssaud

L pew ueaw ainssaid

L pow™ ueaw ainssaid

L pew awny Jaded

L pow awny Jaded

L pew ™ umopuad Jo wnu

L pow ™ umopuad jo wnu

L pew Jaded uo paads” ueaw
L pow Jaded uo peaads” uesw
L pew Jie” ul paads ueaw

L pow ™ Jle” Ul paads ueaw

L pew Jaded uo el ueaw
L pow ™ Jaded uo el uesw
L pew Jie” ul el uesw

L pow e ul el uesw

L pew Jaded uo 2o UBBW
L pow Jaded uo 2o UBBW
L pew Jie” Ul 00 ueaw

L pow ™ Jie Ul 00 UEBW

L pew ™ uoisuaxe A xew

L pow ™ uoIsuaxe A xew

L pew ™ uoisuaxa X xew

L pow™ uoISualxa X Xew

L pew Jaded uo pwb

L pow Jaded uo pwb

L pew Jie” Ul Jwb

L pow Jie” ul Jwb

L pew xapul” dsip

L pow™ xapul” dsip

Figure 5.6.5: Standard deviation of residuals over o shown in color per individual and

variable. Dots indicate that cells are outlying frequently for 51 different «
values. White tiles represent non-outlying cells (no dot) and no calculable

variation of residuals.

“ayloljqig usip\ ML Te wuld ul ajgejrene si sisay) 210190 Syl JO UoisiaA [eulblio panoidde ay 1
“regBnjian Yayioljgig UsIpn NL Jap ue 1sI uoneuassiq Jasalp uoisiaAfeulblO aponipab ausiqoidde aiqg

qny a8pajmous| JNoA

Srayrolqie

141



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

[ 3ibliothek,
Your knowledge hub

5 A Smooth Multi-Group Gaussian Mixture Model

175 with 8, and 5 samples with quality 9). Due to prominent skewness in multiple
variables we apply a robust transformation to each variable to achieve central normality
(see Raymaekers and Rousseeuw, 2024b). We then apply the cellgGMM estimator
with o = 0.75. The increase in a compared to the minimal 0.5 should stabilize the
estimation due to the low number of unbalanced groups as well as some incoherency
within the groups.

The parallel coordinate plot in Figure 5.6.6 displays the resulting parameter estimates
alongside the feature values of the wine samples. Each panel represents wine samples
that are of low, medium or high quality according to the experts (column) and of low,
medium or high quality according to the predicted group assignment of our model
(rows). Consequently, the diagonal panels highlight wine samples where both expert
evaluations and statistical methodology agree on their quality.

Panels below the main diagonal show wine samples that experts rate lower than their
physicochemical measurements would suggest, while panels above the diagonal show
samples rated higher than expected based on their quantitative features. Additionally,
each panel includes the estimated location (solid black line) and standard deviation
(black error bars) provided by the cellgGMM for the expert-proposed group (thus they
are identical in each column). We see a strong heterogeneity within each expert group.
While the wine samples where experts and cellgGMM agree are quite coherent, clear
structural differences are visible in case of deviations. The two bottom left panels show
quantitatively good wines that are rated low by experts. They differ clearly from less
qualitative wines, most prominently by low density and residual sugar while containing
a relatively high amount of alcohol. On the opposite, wines rated too high by experts
(middle right panel) show adverse results for residual sugar, density and alcohol.

Moreover, there are many cellwise outliers detected by the algorithm that are also
visible in the parallel coordinate plot. Especially the high amount of outlying chloride
values is noticeable, as well as low citric acid values. Here, robustness against cellwise
outliers is key to get reliable estimates and to avoid clusters basically modeling one
variable with a high number of extreme values.

Overall, we get a good insight into the physicochemical features connected to the
quality of wines as given by experts. While we achieve a nice pattern for high quality
wines by our proposed multi-group GMM, the heterogeneity of the expert ratings is
high. Possible factors might be chemical or physical properties that are not measured
but are decisive for assessors when rating wine highly, a somewhat subjective notion of
quality, or both. The strong heterogeneity together with multiple prominent cellwise
outliers might also explain why previous classification attempts for this specific data
set only achieve an accuracy of up to 64.6% in Cortez et al. (2009b).

5.7 Summary and Conclusions
We establish a flexible GMM that accounts for external group information and can
deliver moment estimates matched to given groups. Underlying progressive structures of

the multi-group setting are present in many multi-group data sets and can be leveraged.
To this end, we introduce a probabilistic multi-group GMM allowing observations to
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5 A Smooth Multi-Group Gaussian Mixture Model

originate from other than their pre-defined group. An objective function is formulated
based on its likelihood together with a penalty term.

A further contribution of this paper is the introduction of an appropriate notion
of breakdown of the estimator in the cellwise multi-group setting. A novel setting
of ideally cellwise well-clustered data is described for which the cellwise robustness
properties can theoretically be evaluated and compared between different methods.
This optimal setting is further extended to multi-group data for which we prove the
breakdown point for the proposed cellwise robust multi-group GMM.

An iterative algorithm based on the EM algorithm guarantees convergence to a
local optimum and due to the additional regularization the resulting estimator is
applicable in high-dimensions. The robustness of the estimator is confirmed also in
extensive simulation covering multiple relevant scenarios, and its usefulness is further
demonstrated on three versatile real life examples where possible interpretation angles
of the rich output of the method are illustrated in detail.

Compared to other methods, the cellgGMM provides a one-to-one match of estimated
covariance and location parameters with pre-defined groups while allowing observations
to be assigned flexibly to other groups if they are better fitting — a combination not
offered by other methods. In contrast, classical GMMs deliver estimates that are
not clearly matching known groups, and separate analysis forces observation to be
always of the original group. The approach is in a way also more refined than robust
discriminant analysis (for an overview see Hubert et al., 2024) which would discard
observations in the covariance estimation that might not fit to the pre-defined groups
due to misgrouping or being in the gray area between groups, e.g. when groups are
related to progressive medical diseases or diagnoses. In applications, especially the
parameter « that specifies the strictness of the membership to the given groups is
a particularly well-suited tool to shed light on transition dynamics when varied. In
a broader sense, the parameter « continuously bridges the gap between a separate
parameter estimation via the cellMCD for each group when o = 1 and a classical
(cellwise robust) GMM with a given number of clusters in the extreme (and excluded)
case of a = 0.

The proposed method is applicable in many fields of research where assignments to
pre-defined groups can be viewed more flexibly. Future research might leverage the
resulting moment estimates for other prominent multivariate methods like principal
component analysis, discriminant analysis or graphical modeling, and possibly further
extend classical methods towards a joint approach for group dependent and group
independent features.
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Appendix D

D.1 Derivation of Group Moments

Given the multi-group Gaussian mixture model in Equation (5.2.1) we can derive the
group moments.

Expected value: Due to the law of total expectation it follows that

N N
Elx,] = Z]P’[mg € k|E[xg4|zy € k] = Zﬂg7kp,k.
k=1 k=1

Covariance: We want to show Equation (5.2.2),

N N

Covlzyl = > ek + Y 7ot — Elzg]) (1, — Elzg)).
k=1 k=1

For fixed variables j, 7' (that can also be equal), the corresponding covariance based
on Equation (5.2.2) can be reformulated as
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N N

Covlzgl;; = Z TgkDik, 55" + Z gk (ke — Elzg]) (11 — E[‘Bg])l)j,j’
k=1 k=1

N N
= kS + > Ton(kr — Elag]); (e — Elzg));
k=1

Il
M= I

Mgk 2k, j,5"
k=1
N
) mgk(kgiin g — 1k Byl — iy Elagl; + Elzg]jElag);)
k=1
N N N
= kS + > Takbkglkg — Y To kit BTyl
k=1 k=1 k=1
N N
- Z g kb, ElTg]; + Z g kBlxgl i Elzgl;
k=1 k=1
N N N
=Y TokSkg > okttt g — Elagly Y mo ki
k=1 k=1 k=1
N
— E[z,]; Z Tgkbk,jr + Elzg]yElegl;
k=1
N N
= Tk Sk + D To kbt itk — Byl Elag);. (D.1)
k=1 k=1

We can introduce the random variable Z,; indicating from which distribution
observation x, comes. From the law of total covariance we get that

Cov(zg,j, xg5) = E[Cov(zy,j, 2y 51| Z)] + Cov(Elz, 1| Z], E[zg ;| Z])

N
= mgrSni + Covlpz, iz;)

k=1
N
= Z Tgk2k,jjt + E(uzjpz) — E(pzy ) E(pz,;)
k=1
N N N N
=Y Tk Sk + O g ktk gty — (Y Tkt ) T ki)
k=1 k=1 k=1 k=1
N N
= mekSkgy + O Toktth gty — ElaglyElag);. (D.2)
k=1 k=1

We can see that the right hand sides of Equation (D.1) and (D.2) are the same.
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D.2 Derivation of the Breakdown Point
Idealized Scenario in a Rowwise Outlier Paradigm

The classical finite sample addition (replacement) breakdown point describes the
maximal fraction of observations that need to be added to (replaced with arbitrary
values in) a given sample to make the estimator useless. An estimator of location f
breaks down if it becomes unbounded, ||ft||2 — co. An estimated covariance matrix 3

~

becomes either unbounded and explodes (explosion breakdown point), A\1(3) — oo, or
singular (implosion breakdown point), )\p(f]) =0, where \; and ), describe the largest
and smallest eigenvalue, respectively.

However, in the setting of mixture models, pathological settings where (robust)
estimators break down by just changing one observation can occur. Thus, we focus
on the additive breakdown point for parameter estimation in ideal settings of well-
clustered data points for mixture models, as described in Hennig (2004) for univariate
and extended by Cuesta-Albertos et al. (2008) to multivariate data. A sequence
of clusters (&Xy,),,cn is considered to be ideal when the distances of observations
within clusters are bounded by a constant b < oo and observations from different
clusters are increasingly far away. Formally, let s > 2 be the number of clusters and
ny < ng <...<ng=mn € N. For each m-th part of the sequence, the data A, is
clustered into s clusters Al ... A% such that

A}n = {ml,mv s 7mﬁ1,m}7 B Afn = {mﬁs—1+17m7 ) m'ﬁ57m}

and X, = J;_, Al . The formal conditions for ideal clusters above are

max max{||@i m — Tim||2 : Tirm, Tim € ALY <b Ym €N, (D.3)
SUSS

ngnoo min{H:Bi/m — CL'Z"mHQ Ty m € Alm, Tim € AZ@? h 75 l} = 00, (D4)
where ||.||2 denotes the Euclidean norm. The added outliers denoted as Y, =

{Y1.m,-.-,Yim} should be clearly distinguished from all clusters and not build a
cluster on their own,

lim min{||yirm — Timl|2 1 Tim € Xon, Yirm € Y} = 00,
m—00

lim min{Hyi’,m - yi,m’|2 “Yi'ms Yiom € ymyi 7é i/} = 00.
m—00

The breakdown of an estimator is then relatively defined by estimates based on A},
and on X, U Y,,. Location breakdown for a cluster [ occurs, if for all h =1,..., N

i (Xm) = fn (X U V)| |2 — oc. (D.5)

A covariance estimator of a cluster [ would implode if A, (3;(X;,)) — 0 and A, (2( X, U
Vm)) = 0 or if Ap(E(Xn)) - 0 and \p((X,, UVm)) — 0. Analogously, the explosion
breakdown occurs when A (3(X,,)) = 0o and A (2;(X,, UVy)) - 0o or vice versa.
The weight estimator 7; of a cluster | breaks down if 7; € {0,1}. The addition
breakdown point is then defined as ﬁif where 7 is the minimal number of added outliers
necessary to break down the parameter estimate. Both illustrations in Figure 5.4.1
depict ideal settings in the rowwise outlier paradigm.
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Proof of Corollary 5.4.2.1

Proof of Corollary 5.4.2.1. For ease of notation we drop the superscript m for obser-
vations and the explicit dependence of the estimators on Z,, or X,,. All limits are
corresponding to m — oo. The notation w(y) marks the real outlying cells of y
while the notation w, indicates the missingness pattern of y for a given W from the
objective function if the indexation of y is irrelevant. Then penalty term can generally
be left out since it is always bounded,

N ng p

’ZZZ%” 1 —wg ;)| <meaxngI§1a;<quj < o0.
g=1i=1 j=1

a. Given a data matrix X we construct a set of estimators with finite value of the
objective function. For all k = 1,..., N set ¥ ;; = 1 and zero otherwise and
oax = |Ak | >_wear T, where |AE | denotes the number of elements in A . Then,

also regularized covariance matrices Eregk have finite positive eigenvalues.

1. Assume o # 1. Set 7y, = o > 0.5, 7y = % > 0 for k # [. For each
observation x,; with wg; originating from any cluster [ it holds that

i (e o 55257

1—« (w 71‘) ~(w ,i) o (w ,i)
NS

(;.;“”9” ey (£ 1 (P00

l 1-— (0] 1 e % (Eregl g,i
=In + In
N1 V@) v det £

l—a 1 . (e ) ep e 0 i o
=y T <(w§:;g’ D= ))/(27(«:;%2 ) 1(17;“;"” ) ey

+ ng” (27) + Indet Z'E"egl)>

1_a 1 Wy ; S i)\ — wy
2 In 7 - 5 (8 g,z))/@%ﬁ)) H(pte)
1 Wy i
- 5pln(27r) - = lndet Zﬁeggl ),

where b denotes the vector b = (b,...,b) € RP with b corresponding to
Equation (5.4.2) and the last inequality follows from Equation (D.3) with
the Euclidean norm. Since all terms on the right hand side are bounded, the
objective function is bounded from above. For the lower bound, it follows
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that

ln<

Mz

s (i 3657)
k=1

< ¥+ g (i () ), 50 )

— reg,k

<InN + m]?x(—l(gc(w“) _ ﬂ](qwg,i))/(g(wg,i))fl(w(Wg,i) _ ﬂ](qwg,i)))

2% g5t reg,k 0
<0
Z wg,zj 271' -l- max(— “Indet 27(;‘;9];))

<0

1
<InN — 3 In mm det 25};",;)

Since the covariance estimates are finite, the objective function is bounded
for any feasible W.

group

. Assume o = 1. Set 7, = 1, 7y = 0 for all & # [. All observations from a

g originate from cluster g, Z9 = A9, see Equation (5.4.6). Thus, for

any x4, it holds that

(%

> e (wfe s g 25;”;&?))

1 Wy i ~lwg S We i)\ — Wy i ~lwg 4
— _i(w;ig, ) o ué g, )>/(2£’egg7:q)) 1(:13;72'9, ) o NE] g, ))

1 1 A |
S ) — D sl
J

>~ ((Bto)y (SHegg)) 7 (000) + pIn(2r) + ndet ()

N

and the objective function is bounded from above. For the lower bound, it
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follows

N
(Z 'frg,k@ ( (w Wg,i ’ﬂlgwg,i)7 27("1:;,];)) >
k=1

1 Wy ; ~(wg.i S(We i)\ — Wy, ~(Wgq
— _7(:1:;72.9, ) o /‘l'g g, ))/(Evgegg,gb 1(33( g, ) o N( g, ))

2

<0
1
ng i3 In(2m) = In det 3 (o)

/

<0

1
< —5 Indet n(Wei)

Thus, the objective function is bounded for any feasible W'.

b. Assume that under the given estimates the objective function is bounded. By
construction, the estimated covariances EAJ,«ngC are regular and thus, the lowest
eigenvalues )\p(flr%k) > by (pr, Ty;) > 0 are bounded away from zero. According
to the proof of Proposition 2b) from Raymaekers and Rousseeuw (2023) it holds
for all £ and any feasible w that

In det ﬁ]£ ) > ln]iriaxpzfneg)k” + (p — 1) Inby.(p, T).-

where by (pg, T},) is a constant depending only on pj, and Tj.

From part a. we know that for all x,; from group g it holds that
(S e (et 5152) )

1 . w i ~ (W i o (w i)\ — w 7 ~ (W 7
< In N — imkln ((a:;ig, ) o l‘l’]E; g, ))/(Ege;}c)) 1(:13271.9, ) o I’L]E; g, ))

reg,k

+ In det 5%, ”)

1. Wei) Ay (g i) 1, (Wgi) (g
< In N — imkln ((w;ig, ) _I'l’](g g, ))/(Ege;}c)) 1(w;7ig, ) _/'l’](g g, ))

+ lnjiriaxp Eizgé)ﬁ +(p—1)In Bk(pk,Tk)>

1 7 1 o) (i
S InN — imkln(p — 1) 1nbk(pk7Tk) _ 5 m’gn ((w( .Q,z) o IJ’( g,z))/

g,i k
S ) S0} 00
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Let j*(I) = maxj—1,__, Zregl” for the distribution where A\; (X regl) — 00. For
each group g there exists at least one observation @ ;«(4) from cluster g for which
variable j*(1) is observed, wg ;«(g)j+) = 1. For these observations, we have

(113 Ji* ) A("f’ Ji¥ ) A(’UA’ Ji* ) —
(mg,if(g)(g) — [y 9,i*(g) )/(Emgg’l (g>) 1

(Wg,ix(g)) A (Wgi%(g)) (w ) 2
X(mg,if(g)g — iy 91% (9 ) + ]n]EaX Eregl,]] > ln]EI%aXp Zreg,l,jj
=In max [X,e5

J3'=1,..p

A (X
> In 71( reat) _, o
p
Thus, for all @ ;4,9 =1,..., N the argument / cannot be the minimizer.

Without loss of generality, assume that all other covariance matrices are bounded,
A1 (e, k) < oo if k # 1. Due to Equation (5.4.1), (5.4.3) and (5.4.4) it holds
that [y «(g)j+1) = Thi(n)j+@)| — 00 if g # h. Also,

(W57 (g)) ~(Wg % ()N Wy i () (g% (g)) (@ +(g))
(wg,if(g)(g> — i, 9,i*(9) ) (Ere;k (9) )~ (:Bg,if(g)(w — i, 9,i*(9) )

& (W, i% )y —

> (2g,i(g)j* (1) = Fhgo (1) (e )

If (251;"’2*(9)));1(1)].*(1) — 0, then the smallest eigenvalue goes to zero,

WS @)™ =0

reg,k
implying A1 (X qu,z*(g))) — 00 as well as )\1( reg,k) — 00, which contradicts that

$:(@o.i%(9))

the other covariances are bounded in the first eigenvalue. Thus, (3, " )j ()

is bounded away from zero.

Since all observations are increasingly far away, there exists at least one @y ;« (41
such that (24 i« (g)j+(1) — [LM*U))Q —ooforall k=1,..., N,k #1[ and for which
the minimum from Equation (D.6) goes to infinity. Moreover, all parts are
bounded from above,

In (Zﬂg %) < o). u(w‘”) ﬁ]gé‘;ﬁé)) ) <InN — Z%mkinln I;k(pk,Tk).

Thus, the objective function has to explode.

. Assume that the objective function of the estimators 7, [, f], W is finite. Then

ﬁ)reg,k are regular and not exploding due to part b. For all groups g there exists
at least one observation x ;,(,) € (49U BY) N Z9 such that g .5+ = 1. Let

> 0 and Cy = miny wd(Eg’g)k)]] > 0 (see part b.), then

— mi ()
Cl = MINE ap, 2jreg,k:,jj
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it holds

in(g) . ~ Wy in(g)) & (Wg,ix(g))
(Zﬂgkg@( gz: )9 “’k: e ’Eregg,k ! )

1 1
<InN — B mkm( — 1) Inbg(pp, Th) — imklnlnjir%?)ipﬁ

( Wy, z*(g))
reg,k,JJ

1 . (Wgin(g))  ~Wgin())\s e Wgin(g)) —
B §mk,}n <(x9,iz(g)(g> —hy ) )/(Eregch @ ) !

(W ix(g))  ~(Wg ix(g))
O U )>

1 ~ 1
<InN — B mkin(p — 1) Inbg(pr, Tx) — 511101

1 ) .
- 502 mk}n ((xg’i*(g)j* — Mk,j*)2>‘

There are N many observations observed in j* that move increasingly far away
from each other in variable j*. Since there exists ', such that to |y j« —fu j+| < b
there are only IV — 1 location estimates that move infinitely far away from each
other. It follows that max, ming (g «(g)+ — fik,j+)* — oo and thus, there is one
term in the objective function that explodes, while the others are bounded (see
part b.).

O

Proof of Breakdown Points in Theorem 5.4.2.1

Proof of Theorem 5.4.2.1. a. Clear, since the lowest eigenvalues are always bound

152

away from zero (see also proof of Theorem 2c in Puchhammer and Filzmoser,
2024).

Since constraint (5.2.7) restricts the estimates 7 (Z,,) such that fT(Z )g.g = >0
for all g, the weight of each cluster k is 25:1 7(Zm)gk = 7 > 0. Thus, all
clusters have non-zero weight.

From Corollary 5.4.2.1a., we know for uncontaminated data X}, that the objective
function is finite for the minimizers, and from Corollary 5.4.2.1b. we know that
the covariance matrix estimates are not exploding. Thus, a breakdown occurs
only when there exists an [ such that Al(ﬁTeg’l(Zm)) — 00.

Assume that for each group g only up to ny—hy cells per column are contaminated
and outlying in the idealized scenario. It is possible to set W such that Wy =0
for all cells of added outliers y exactly when w(y); = 0. Thus, there exists a
copy of an uncontaminated ideal scenario Xm, that has the same values if cells
are observed as indicated by W and non-outlying values if w, ; = 0. From
Corollary 5.4.2.1a. for the given W it follows that there exist candidate estimates
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with finite objective function for X, and the value of the objective function on
X U YV s the same (and finite). From Corollary 5.4.2.1b. it follows that if
a covariance matrix explodes, the objective function explodes as well and the
estimates cannot be minimizers of the objective function because there exist
candidate estimates with a lower objective function. Thus, the breakdown point
is at least ming{(ng — hy +1)/ng}.

. We produce a special setting that is ideal and uncontaminated and in which there

are two possible estimates for location that have increasing distance from each
other for m — oo.

Assume N = 2 many groups®, a = 0.5, ng is even for all g = 1,..., N, and that
there are no added outliers, ),,, = (). Further assume that we have minimizing
estimates of the objective function, 7, f, 3 and W. Assume X,, such that the
minimizing W has zeros in the first column and in the first ng/2 cells and for
all other columns there are zeros in the last half of the cells, for both groups.
Assume X, such that ﬁ]rng = 27‘@9,2 as well as 7111 = 722 = 0.5. Construct
n = (ﬂg,l, ﬂlyg, - ,[LLp) and fig = (/l].,la [L272, - ,ﬂ27p) by exchanging the first
coordinate of f11 and fio.

Then it holds for the constructed fiy, 1o that

o (A9, S8) — g (3, 50 SO i<
o (a2 ) = (wﬁt’“%n(w“ ,g;) VESETIY
o (2, 20 S8 _ (80,550 50520) i< 2

® (mé?Q’i); ﬂéw“) 21{1;27’5)) = (a:éuf i); ﬂng’i), 21{1;27’11)) Vi > 1+ ng/2.

Thus, the value ofAthe objective function is the same and finite and the constructed
estimates 7, 1, ¥ and W are also optimizers. However, ||{;(X,,) — fin(Xm U
Ym)ll2 = oo for all I, h € {1,2} due to Corollary 5.4.2.1c.

. For ease of notation we drop the superscript m for observations and the explicit

dependence of the estimators of Z,, or X,,. All limits are corresponding to
m — oo. We construct a counter example that shows that the covariance needs
to explode if the location estimator is not breaking down within the idealized
scenario.

Given an uncontaminated sample X and one variable j*, we assume that all cells
from variable j* of the uncontaminated data are positive. The uncontaminated
data X is partitioned into groups Z',..., Z" and only one group ¢’ is contami-
nated with ny — hy + 1 many cellwise outliers ), outlying only in variable j*
with negative values. Thus, for any W there is always at least one outlying cell
in variable j*, that is observed. The data used in the contaminated case is then

3This setting can be generalized to N > 2, e.g. by adding groups which consist entirely of one cluster
each.
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154

Z= Ui]\f:l Z9. For an estimator W (Z) let § be an outlier for which variable j*
is observed, w(g);» = 0 and g j+ = 1.

Let #1(z) denote the probability of an observation z € Z, that it belongs to
distribution k given the estimates 7 (Z), fu(Z), £(Z) and W (2),

7Arg7k(p (z('j’Z); [fl,](ch), ﬁ]gg:i)
te(z) =

s s (200 5 557)

Note that due to the regularity of the covariance estimates the density goes to

f,g;z,)c — 0, if |]z('1’Z) —[L,(cwz)Hg — 00 and thus 5 (z) — 0.

Since there are N many possible distributions, for ¢y there exists a distribution
k* with &g (g) > % > 0.

Zero, (z(’i’Z); ﬂ,(:i’z), PN

Upon convergence of the EM-algorithm the location estimate of the j*-th variable
of distribution k* is

with f+ = Zév:l > ez, tg+(2) and Z;« being the imputed value of z for variable
J*. For @, j+ = 11it is equal to zj« and for W, j+ = 0 it is equal to

A~ 3k | ~ -~ - —1 “ ~
e+ 5120 (180”00 i)

where ﬁ]g;lff ) indicates the submatrix ﬁ]reg,k* consisting of the j*-th row and

the observed variables of z as columns, see also Equations (5.3.2) and (5.3.3).

Denoting the set of observations of Z where variable j* is observed as O;« =
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{z € Z : W, j~ = 1}, we can separate the sum term into
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1 . . 1 ~ N
T Z b (Y) 5+ + T Z b (Y) 95
M yez,nyno;- k YEZ,HNYNOS,
1 & 1
LYY h@ar s Y e
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M=t zEZyNXNOS,

< (2 = e (@) |+ = S ) e (2)
YEZ, YN0,

# L (SI) T () e 2)) |

Subtracting the estimated location on the uncontaminated sample fiz«;+«(X) and
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using that the location estimator is not breaking down, we further get

[+ (Z) — fire= (X) =
bot?riied
1 N
=—> > (@) (mr — e (X))

==
K g=1 2€Z,nXN0;»

*

1 ) A
+ S bk (y) (g — firej- (X))
M yez,,nyno;.

N
1 R
+ E . E E tk* (a:)
M g=1zez,nxnoe,

——00

A (% |2 A (2o |2 -1 N N
g+ (2) = ey (X) 43500 (SUr?)) - (209) — e (2)())
bounded *

+ i Z b (y)

[
YyEZ,NYNOS,

(G [by) (e (tiylig)\ " [ (w N W
ﬂk*y*(z) _ ﬂk*j* (X) +27("Jeg|,k*y) (27(66;]‘{:* y)) <y( ) _ [ (Z)( y))
bounded

Due to Corollary 5.4.2.1a. the objective function of the uncontaminated sample
is finite and due to Theorem 5.4.2.1, part a. and c., the estimated covariances on
the uncontaminated sample are bounded and regular. Since we assume that the
location estimator is not breaking down, variables cannot be separated (otherwise
a similar counter example to part d. can be constructed). Thus, for all x € X
there exists k such that |z(*) — ﬂéw) (X)| bounded for all feasible w — otherwise the
objective function would explode — and thus, if |(®) — /ll(w)(/'\f')] — oo for l # k

it follows that #;(x) — 0 and () (x(*) — [Ll(w)(./‘()) — 0. Thus, all subtraction
parts marked with * are bounded. The last term £« (y) (y("i’y) - ﬂk*(Z)(’i’y)) is
also bounded, since outliers are only outlying in variable j* and otherwise they
are part of one cluster. Thus, with the same argument as for uncontaminated
data, the term is bounded.

Since tx+(g) > 1/N and g € Zy N'Y N O+ the whole sum of € Z, NY N O
goes to minus infinity. To enable the equality of both sides, at least one of the
covariances needs to explode (in variable j*) to counteract the exploding sum.
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D.3 Algorithm

In this section details on initialization and additional derivations for the EM-step are
provided.

Initialization

First, all data sets are standardized robustly on a global scale (meaning as if the group
structure is not known) using the wrapped location (see also default options in function
estLocScale from the R-package cellWise Raymackers et al., 2023). This leads to
global scale and shift invariance and is helpful to stabilize the regularization approach
based on the condition number of the estimated covariance matrices. For a given «
the initial estimate for #¥ is

l1—a l1—a

N-1 N-—1

11—« l—«

~ N—-1 —1
7= .
l—« JEe

N-1 N-1 «

Then the other initial values are estimated for each group separately according to
the following steps:

1. Based on the scaled and centered data sets, local robust scales 6}, ; for group

k and variable j are calculated using the univariate MCD. The regularization
matrices are then defined as T}, = diag(dx.1,...,0%p)-

. Define the condition number to achieve for distribution k as

A1 (Ty) }
K = max ¢ 100, 1.1 .
* { Ao (Th)

. We use the DDCW as in Raymaekers and Rousseeuw (2023), applied separately

for each group, to get initial estimates f)?e%k and ﬂ%. While this approach is
not feasible in normal clustering, here we assume that each group has a main
distribution enforced by Equation (5.2.7). Thus, taking a robust estimate of
the covariance and mean of the main bulk of the observations for each group
separately is reasonable and a good initial estimate of the corresponding main
distribution. To ensure regularity also in cases with low number of observation
in a group k, each time a covariance is calculated during the DDCW-algorithm,
it is regularized with regularization matrix T} and an adaptive regularization
factor pg ensuring a maximal condition number of k.

. Similar to the initialization in Raymaekers and Rousseeuw (2023) the entries of

the matrices WO are all set to one.

After the convergence of the algorithm all data are rescaled to the original scale.
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Appendix D

EM-Step

The Expectation-Maximization Algorithm (Dempster et al., 1977; McLachlan and
Krishnan, 2008) is often used to find maximum likelihood estimates in setting where
data is incomplete - meaning that some random variables are not observed. Here,
this includes the values of missing cells indicated by the given W and the class of an
observation which is an often used approach in the context of mixture models.

For each observation x,; a binary random variable z,; ;. indicates whether it was
drawn from distribution k. The likelihood resulting from including the additional
random variables z, ; . is called the complete log-likelihood and the resulting objective
function the complete objective function CObj(m, pu, X, W, Z) is —2 times

N ng N p
Z Z [ Z Zg,i,k‘ In <7Tg jX%) ( ('wg 1)7 u(wg i) 27(}:;]; )> + Z QQ,i,j(l — wgﬂ'j)] y
g=1i=1 = 7j=1

Tg k70

where Z includes all random variables z,; . When taking the conditional expectation
of 7z, k
g,t,K

myie (wgs sl S

( o B W = (i), | (wg1) sa(wg )’
Zl 171—9“0( My ’ 727"6g,,l )

tgik = Elzgixlx,

we can formulate the expected objective function EObj(m, p, 3, W), which is —2 times

i ng [ Z tgikIn (nggo( (w 92)7“](:1’92) T‘:gg]; )) qu,w wwj)].

g=11i=1 k=1
Ty k70

(D.7)

The Expectation-Maximization algorithm then leverages that we can iteratively take
the expectation and then maximize the expected objective function in Equation (D.7).
Overall this approach gives us at least the same or more optimal next estimates after
each iteration.

The extension of the maximization step regarding the parameters g and 3 for the
Gaussian Mixture Model with missing values (Eirola et al., 2014) to the multi-group
GMM with missing values is straight forward since the group structure can be ignored
once the conditional expectation of z,; ;. is calculated.

The only difference is the estimation of the mixture probabilities w due to the
constraint 7, , > « and Z]kV:1 gk = 1 for all g = 1,...,N. To find the optimal
mixture probability the Karush-Kuhn-Tucker theorem can be applied. We set the
derivative of the expected objective function in Equation (D.7) with respect to 7y to
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Appendix D

zero, then the following conditions have to hold

A[EObj + A1 — S0y mo ) + pula — 7y g)]
Omg1

=0

e _”g,g) =0
w=>0

Plugging in the concrete formula from Equation (D.7) leads to (I denoting the
indicator function)

— A —pul=
Tg,l !
g
—2 Z tg,il =ATg1 + pli—gTgy
i=1
Ng N N N
=2) 0 Dt =X Y, mutp Y, Diegmg
i=1 I=1,l#g I=1,l#g I=1,l#g
n N
N = =23 021D 12 by _ 2 St (L —tgig)
(1—mgg) (1—mgg)
where we sum over all [ # g from the third row on. Plugging A in leads to
1\
S €. Y)) >ty ()T >it1tgil
gl = — LT Tgyg :
Z?:gl(l —lgig) 1— % Z?:g1 tgig

For the Lagrange parameter p we finally have

1 n 1 n
T g dititgig (1— ng 2it1tgig) _k 0
Tg.9 (1—mg,4) 2ng —
1 n
Tgg g 2 iZ1lgig

(1—=7g4) (1-— % Z?:gl tg,ig)

Since f(z) = z/(1 — ) is monotonously increasing, this is fulfilled if m,, >
nig Z?:gl tgi,9- Thus, if the inequality is strict, 4 > 0 and 7y, = «. Otherwise,
Tgg = nig S tgig is a feasible solution which is equal to the unconstrained mini-
mization problem. Overall, we have

ng I L )
B 1 B 1 Ng 2221 tgﬂ,l
Tg,g — Max § &, nf g tg,i,g y  Tgl = ( - Trgvg) 1 L an to.
g 7,:1 ng 1=1"9,%,9

Also the regularity condition linear independence constraint qualification (LICQ) is
fulfilled for all feasible 7.
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Appendix D

D.4 Additional Simulation Results

In the following subsections additional results for the five settings from Section 5.5 are
presented. The settings analyzed are the balanced basic setting (N = 2,p = 10,n; =
ny = 100), an unbalanced setting (N = 2,p = 10,n; = 100,n2 = 50) as well as a
balanced setting with nearly as many variables as observations per group (N = 2,p =
20,n; = 30,n9 = 30), a setting with more groups (N =5,p =10,n; = ... =ns = 100)
and a high-dimensional setting (N = 2,p = 60,n; = ng = 40).

For each setting, the performance of parameter estimation compared to competing
methods is visualized as well as the correctness of flagging outlying cells. Moreover, for
each setting a table with the number of repetitions considered in the figures is given.
They can deviate from the default number of 100 due to the restriction of the cellMCD
regarding the number of marginal outliers.

Basic Balanced Setting

B3 cellgGMM ES MRCD B mclust Tiag =0.75 | | Tgiag=0.9

——

E3 celMCD FE3 ssMRCD FH sample 0151

Tdiag =0.75 Tliag = 0.9

1.00 0104

A (INNL AN | |

0.01+ 0.00 1

—r—
—
—
i
MSE

MSE

Buihiea W

Buikiea 1

SILRICON G . L

Yeell Yeell

Figure D.1: Parameter estimates for the basic balanced setting (N = 2,p = 10,ny =
ny = 100) with Toeplitz structured covariances. In the left panel MSE of
the mean estimation and in the right the MSE of the mixture probabilities
.
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Appendix D

E= cellgGMM ES cellMCD

F1 Score Precision Recall
Tigiag = 0.75 Tigiag = 0.9 Tigiag = 0.75 Tigiag = 0.9 Tigiag = 0.75 Tigiag = 0.9

il I 1T A T A | T
\ . -
"o AN
R (I TR T i i
| : | L :
"o ¢ |4 |

Yeell

Figure D.2: Performance of cellwise outlier detection in the basic balanced setting
(N = 2,p = 10,n1 = ny = 100) with Toeplitz structured covariances
evaluated by precision, recall and F1-score.

Veell Tdiag M #
10 0.7 0 100
10 0.75 wvarying 58
10 0.90 0 100
10 0.90 varying 98
6 0.7 0 100
6 0.75 wvarying 61
6 0.90 0 100
6 0.90 wvarying 99
2 0.7 0 100
2 0.75 wvarying &84
2 0.90 0 100
2 0.90 wvarying 100

(a) Toeplitz structure.

(b)

Veell  Tdiag M #
10 0.75 0 100
10 0.75 wvarying 100
10 0.90 0 100
10 0.90 wvarying 100
6 0.75 0 100
6 0.75 wvarying 100
6 0.90 0 100
6 0.90 wvarying 100
2 0.75 0 100
2 0.75 wvarying 100
2 0.90 0 100
2 0.90 wvarying 100
Agostinelli et al. (2015) structure.

Table D.1: Number of successful replications for the two covariance structures in the

basic balanced setting (N = 2,p = 10,n; = ng =

simulation parameters.

100), depending on
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Figure D.3: Parameter estimates for the basic balanced setting (N = 2,p = 10,n; =
ny = 100) with covariances according to Agostinelli et al. (2015). In the
left panel MSE of the mean estimation and in the right the MSE of the
mixture probabilities 7.
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Appendix D

E= cellgGMM FE3 cellMCD
F1 Score Precision Recall
ndiag =0.75 ndiag =0.9 ndiag =0.75 ndiag =0.9 ndiag =0.75 ndiag =0.9
T T T T + - .}.# .+ + -+ e
0.75 1 | I :
=
0.504 - f . Il
. o
0.25 1 é ! : *&' *[J—'q
0.00 ‘
1.00 - i
o T Tt ks T i
0.75 1 ! R =
. = <
0.50 1 . v . £
: . + E
0.25 |£ . + %
L ! i
0.00 4
T T T T T T T T T T T T T T T T T T
2 6 10 6 10 2 6 10 2 6 10 2 6 10 2 6 10

Yeell

Figure D.4: Performance of cellwise outlier detection in the basic balanced setting
(N =2,p=10,n1 = ng = 100) with covariances according to Agostinelli
et al. (2015) evaluated by on precision, recall and F1-score.
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Appendix D

Balanced Setting with Increased Group Number

Veell Tdiag M - Veell Tdiag M o
10 0.75 0 100 10 0.75 0 100
10 0.75 wvarying 16 10 0.75 wvarying 96
10 0.90 0 100 10 0.90 0 100
10 0.90 varying 99 10 0.90 wvarying 100
6 075 0 100 6 0.75 0 100
6 0.75 wvarying 21 6 0.75 wvarying 96
6 0.90 0 100 6 0.90 0 100
6 0.90 wvarying 100 6 0.90 wvarying 100
2 075 0 100 2 0.75 0 100
2 0.75 varying 61 2 0.75 wvarying 100
2 0.90 0 100 2 0.90 0 100
2 0.90 wvarying 100 2 0.90 wvarying 100
(a) Toeplitz structure. (b) Agostinelli et al. (2015) structure.

Table D.2: Number of successful replications for the two covariance structures in the
balanced setting with increased number of groups (N = 5,p = 10,ny =
... =ng = 100), depending on simulation parameters.
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KL-Divergence

MSE

B3 cellgGMM FE3 celMCD B8 OC E3 MRCD E3 ssMRCD F= sample

ﬂdiag=0-75 ﬂdiag=0.9
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+ oo + + TET 4 -
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: o T
100 4 .1 .
Lo T 41 T L
. i - j 2
N T TP
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2 6 10 2 6 10
Yeell
ES cellgGMM FE3 cellMCD ES MRCD FE3 ssMRCD FH sample Tiag=0.75 | | Tdiag=0.9
0.30 . ] %%H__ ! . | %lé% 0.044 :
0.10 1 ! % +|%,J_-H__ : + . .F\',Jl_- _F ) 0.03 4 l . n
0039 | % ..“. . . E 0.02-+ +
0.01 1 % l\ % I'L gl:% % %‘ ” 0.014 ¢
| & ) & #é,l‘_- . 0.0020 «
- | HJH‘;‘ %IH:‘ 0.0015 ks
%% Frl ooy TR |
00ad ’J__H % . E 0.0010 4 R &
0014 * + + + % + +’% 0.0005 ***

Yeell Yeell

Figure D.5: Parameter estimates for the balanced setting with increased number of

groups (N = 5,p = 10,n; = ... = ns = 100) and Toeplitz structured
covariances. On top the KL-divergence of the covariance estimates. On
the bottom left panel MSE of the mean estimation and on the bottom
right the MSE of the mixture probabilities 7.
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Appendix D

Figure D.6: Performance of cellwise outlier detection in the balanced setting with
increased number of groups (N = 5,p = 10,n1 = ...
Toeplitz structured covariances evaluated by precision, recall and F1-score.
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Figure D.7: Parameter estimates for the balanced setting with increased number of

groups (N =5,p=10,n1 = ...

= ns = 100) and covariances according

to Agostinelli et al. (2015). in the left panel MSE of the mean estimation
and in the right the MSE of the mixture probabilities 7.
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Figure D.8: Performance of cellwise outlier detection in the balanced setting with
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increased number of groups (N = 5,p = 10,n; = ... = n5 = 100) and
covariances according to Agostinelli et al. (2015) evaluated by on precision,
recall and F1-score.
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Appendix D

Unbalanced Groups

Veell Tdiag M #
10 0.7 0 100
10 0.75 wvarying 58
10 0.90 0 100
10 0.90 wvarying 93
6 0.75 0 100
6 0.75 wvarying 68
6 0.90 0 100
6 0.90 wvarying 96
2 0.7 0 100
2 0.75 wvarying &4
2 0.90 0 100
2 0.90 wvarying 100

(a) Toeplitz structure.

(b)

Veell  Tdiag M #
10 0.75 0 100
10 0.75 wvarying 99
10 0.90 0 100
10 0.90 wvarying 100
6 0.75 0 100
6 0.75 wvarying 99
6 0.90 0 100
6 0.90 wvarying 100
2 075 0 100
2 0.75 wvarying 100
2 090 0 100
2 0.90 wvarying 100
Agostinelli et al. (2015) structure.

Table D.3: Number of successful replications for the two covariance structures in the
unbalanced setting (N = 2,p = 10,n; = 100,no = 50), depending on

simulation parameters.

169



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

m 3ibliothek,
Your knowledge hub

Appendix D
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Figure D.9: Parameter estimates for the unbalanced setting (N = 2,p = 10,n; =
100,no = 50) with Toeplitz structured covariances.
divergence of the covariance estimates. On the bottom left panel MSE
of the mean estimation and on the bottom right the MSE of the mixture
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E= cellgGMM FE3 cellMCD
F1 Score Precision Recall
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Figure D.10: Performance of cellwise outlier detection in the unbalanced setting
(N = 2,p = 10,n; = 100,n2 = 50) with Toeplitz structured covari-
ances evaluated by precision, recall and F1-score.
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Figure D.11: Parameter estimates for the unbalanced setting (N = 2,p = 10,n7 =
100, ny = 50) with covariances according to Agostinelli et al. (2015) On
top the KL-divergence of the covariance estimates. On the bottom left
panel MSE of the mean estimation and on the bottom right the MSE of
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B2 celgGMM E3 cellMCD

F1 Score Precision Recall
Tiag =0.75 Tdiag = 0.9 Tliag = 0.75 Tliag =0.9 Tliag =0.75 Tliag =0.9
0.75 1 ) T ’é‘ [N
=
0.50 4 H__‘ ‘ . S
0.25 1 4% ’ 'H_‘q
| . J
0.00 | 4 |
100y - +. + -+, + +, + T +
T + e . o
0.75 1 g ' '% 0 ’5 % %' =
050 | %I H . §
. . | . | 3
0.25 !Iﬁ : * =)
‘ 3 *
000- T T T T T T T T T T T T T T T T T
2 6 10 2 6 10 2 6 10 2 6 10 2 6 10 2 10
Yeell
Figure D.12: Performance of cellwise outlier detection in the unbalanced setting (N =

2,p = 10,n1 = 100, ne = 50) with covariances according to Agostinelli

et al. (2015) evaluated by on precision, recall and Fl-score.
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Appendix D

Balanced Setting with Similar n and p

Veell Tdiag M - Veell Tdiag M #
10 0.7 0 84 10 0.75 0 79
10 0.75 varying 12 10 0.75 varying 81
10 0.90 0 84 10 0.90 0 82
10 0.90 wvarying 53 10 0.90 varying 82
6 0.75 0 84 6 0.75 0 81
6 0.75 wvarying 14 6 0.75 wvarying 82
6 0.90 0 85 6 0.90 0 83
6 0.90 varying 55 6 0.90 varying 82
2 0.75 0 89 2 0.75 0 92
2 0.75 varying 38 2 0.75 varying 92
2 0.90 0 88 2 0.90 0 88
2 0.90 wvarying 85 2 0.90 wvarying 85
(a) Toeplitz structure. (b) Agostinelli et al. (2015) structure.

Table D.4: Number of successful replications for the two covariance structures in the
balanced setting with similar sized p and n (N = 2,p = 20,n; = 30,n9 =
30), depending on simulation parameters.
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Figure D.13: Parameter estimates for the balanced setting with n close to p (N =

2,p =20,n; = 30,n2 = 30) and Toeplitz structured covariances. On top
the KL-divergence of the covariance estimates. On the bottom left panel
MSE of the mean estimation and on the bottom right the MSE of the
mixture probabilities 7.
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Appendix D

Figure D.14: Performance of cellwise outlier detection in the balanced setting with
n close to p (N = 2,p = 20,n; = 30,12 = 30) and Toeplitz structured
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Figure D.15: Parameter estimates for the balanced setting with n close to p (N =

2,p = 20,n1 = 30,n2 = 30) with covariances according to Agostinelli
et al. (2015). On top the KL-divergence of the covariance estimates. On
the bottom left panel MSE of the mean estimation and on the bottom
right the MSE of the mixture probabilities 7.
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Figure D.16: Performance of cellwise outlier detection in the balanced setting with n
close to p (N = 2,p =20,n1 = 30,n2 = 30) and covariances according to
Agostinelli et al. (2015) evaluated by on precision, recall and Fl-score.
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Appendix D

High-Dimensional Setting

Veell Tdiag M #
10 0.7 0 100
10 0.75 wvarying 100
10 0.90 0 100
10 0.90 wvarying 100
6 0.75 0 100
6 0.75 wvarying 100
6 0.90 0 100
6 0.90 wvarying 100
2 0.7 0 100
2 0.75 wvarying 100
2 0.90 0 100
2 0.90 wvarying 100

(a) Toeplitz structure.

(b)

Veell  Tdiag M #
10 0.75 0 100
10 0.75 wvarying 100
10 0.90 0 100
10 0.90 wvarying 100
6 0.75 0 100
6 0.75 wvarying 100
6 0.90 0 100
6 0.90 wvarying 100
2 0.75 0 100
2 0.75 wvarying 100
2 0.90 0 100
2 0.90 wvarying 100
Agostinelli et al. (2015) structure.

Table D.5: Number of successful replications for the two covariance structures in
the balanced high-dimensional setting (N = 2,p = 60,n1 = ny = 40),
depending on simulation parameters.
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Figure D.17: Parameter estimates for the balanced high-dimensional setting (N =
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2,p = 60,11 = ny = 40) with Toeplitz structured covariances. On top
the KL-divergence of the covariance estimates. On the bottom left panel
MSE of the mean estimation and on the bottom right the MSE of the
mixture probabilities 7.
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Figure D.18: Performance of cellwise outlier detection in the balanced high-dimensional
setting (N = 2,p = 60,n1 = ny = 40) with Toeplitz structured covari-
ances evaluated by precision, recall and F1-score.

181



Die approbierte gedruckte Originalversion dieser Dissertation ist an der TU Wien Bibliothek verfligbar.

The approved original version of this doctoral thesis is available in print at TU Wien Bibliothek.

M 3ibliothek,
Your knowledge hub

Appendix D

Ed cellgGMM EE OC B4 MRCD E= ssMRCD E& mclust F3 sample

Tgiag =0.75 Tgiag = 0.9
3000 1 - i
. o . P
1000 1 _ . % + _ - - *
‘%. T‘- . =
T 'J?_"-r "
o 2007 'L . . 1 . .
g’, 100 4 ++$ + ++ ++ ++‘ + ++ ++
Z 3000 L .
X 1000 - ", - - ‘. ? =
300 $.+ % + E
] L. 1 i . . =
+$T’+ + + $++ + - <
_ : + :
100 F .]. = " .
2 6 10 2 6 10
Yeell
ES cellgGMM E3 MRCD FH ssMRCD E® mclust F3 sample Tigiag =0.75 | | Taiag =0.9
Tigiag=0.75 Tgiag =0.9 0041
10.0 -
* + 0034 °
* T .
104 . - 0.02 PR S
‘#’% —I',_\' E
& T 0.011
“ L ii% ® | ﬂ = . *ﬁ
Fhot v |[fee T4 =
w i ! L | ! 2
= 100 n + 0.0154 °
+ + :
1.0 1 - - . 00104 R
. 3 £l &= : oo %
- T T |3 @
0.1 ‘J‘T% !i %ﬁ‘ ’\L % . %'\% H‘—‘ | 00097 ﬁ*“
. B .
! ik
AL B AL
2 6 10 2 6 10 2 6 10 2 6 10
Yeell Yeell

Figure D.19: Parameter estimates for the balanced high-dimensional setting (N =
2,p = 60,n1 = ny = 40) with covariances according to Agostinelli et al.
(2015). On top the KL-divergence of the covariance estimates. On the
bottom left panel MSE of the mean estimation and on the bottom right
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the MSE of the mixture probabilities 7.
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Figure D.20: Performance of cellwise outlier detection in the balanced high-dimensional
setting (N = 2,p = 60,n1 = ny = 40) with covariances according to
Agostinelli et al. (2015) evaluated by on precision, recall and Fl-score.
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6 Conclusions

This thesis contributes with three novel methods to the robust statistical toolbox,
designed for the analysis of multi-group and spatial data and for effective outlier
detection. In addition, it provides an empirical evaluation of spatial outlier detection
in the context of geochemistry. The following sections summarize the key findings of
each chapter, outline the limitations of the proposed methods, and discuss potential
directions for future research.

Chapter 2 introduces the spatially smoothed Minimum Regularized Covariance
Determinant (ssMRCD) estimator, a rowwise robust covariance estimator tailored
for grouped spatial data. This method combines robustness via minimization of
determinants with spatial smoothing through weighted combinations of covariances
across groups. It facilitates local outlier detection via pairwise Mahalanobis distances.
Theoretical results include derivations of the breakdown point for the MRCD and
ssMRCD, alongside an efficient algorithm. Simulation results and a real-world data
example highlight the method’s robustness and interpretability

A limitation lies in the subjectivity involved in defining groups based on spatial
proximity, currently a task left to the statistician. Automating this step through
a nested clustering algorithm that prioritizes spatial over feature proximity would
enhance objectivity. Similarly, the optimal number of neighbors used in comparisons
remains an open problem. While the method is developed for spatial data, it may
also be applicable to time series or spatio-temporal data. Extensions could include
hierarchical smoothing or varying smoothing strength across groups. The general
principle of weighted covariances may also be adapted for other robust estimators, such
as M-estimators.

Chapter 3 applies the ssMRCD and competing methods to geochemical data of
varying scale, sampling density, and quality. The multi-group structure helps account
for systematic measurement biases, and the method’s utility for mineral exploration
is demonstrated. Issues related to data preprocessing for compositional data are also
addressed.

A challenge in this context is the partial validation of detected outliers: they are
compared to known mineral deposits, yet not all existing deposits are likely to be
documented. Ideally, field investigations would validate the flagged regions, however
such efforts are extremely costly. Integrating geophysical or geological data could
improve group definition and enhance outlier detection. Additionally, cellwise robust
methods may help to better characterize why certain observations are outlying.

Chapter 4 presents a sparse, robust PCA method for multi-group data. It facilitates
the interpretation by inducing shared sparsity patterns among all groups. A non-convex
optimization problem is solved using a tailored and fine-tuned ADMM algorithm, which
is extensively tested. Real life data applications show the increased interpretation
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6 Conclusions

potential of loadings.

Future extensions could include the construction of compositionally coherent sparse
clr-loadings which are constrained to sum up to zero. Then, each clr-loading has a
clear compositional meaning. Also more elaborate visualizations could incorporate
geographical and PCA information at the same time similar to dynamic PCA. This
proved to be difficult, thus, research in that area could contribute to a better under-
standing. Moreover, a multi-group biplot framework would be a valuable but non-trivial
extension. Hierarchical group structures could also be incorporated to reflect more
complex group relationships.

Finally, Chapter 5 develops a novel Gaussian mixture model that incorporates
the multi-group aspect by allowing observations to be mislabeled and to originate
from another group. This provides more flexibility and overall smoothness between
estimated covariances. Cellwise robustness ensures reliable results and detected outliers
can shed light into group-overlaps. Especially when varying the degree of flexibility
of the groups, observations can be identified as being very representative of a certain
group, being at the verge between groups or being totally mislabeled and outlying in
their original group. An efficient algorithm is developed and results prove to be reliably
superior as illustrated in simulations and real data examples. Moreover, a theoretical
framework was presented to analyze the breakdown point of cellwise robust clustering
models for well-clustered data and further used to prove the breakdown point for the
multi-group mixture model.

While extensive simulations studies prove efficient estimation of mixture parameters
as well as detection of cellwise outliers, a simulation study in the presence of rowwise
outliers is not considered yet. Moreover, cellwise robustness is especially useful in the
context of high-dimensional data. Although a simulation setting is considered with
more variables than observations per group, it would be valuable if the algorithm is
still feasible for more calculation-heavy settings with a very high absolute number of
variables—a setting well suited for sparse precision matrices and the joint graphical lasso
(Danaher et al., 2014). Based on the formulation via a likelihood, further theoretical
results like consistency or the influence function could be derived. Moreover, it is also
possible to use the proposed covariance estimates for cellwise spatial outlier detection
when applied to spatial data similar to Chapter 2. New insights and interpretation
possibilities could be gained when applying the cellwise paradigm to spatial or also
high-dimensional time series data.

Overall, this thesis presents three robust statistical methods tailored to multi-group
data, enhancing parameter estimation and outlier interpretation by leveraging contex-
tual information. These contributions offer valuable insights into group transitions and
misclassifications. Each chapter opens avenues for further research, both methodologi-
cally and theoretically, and the findings lay a solid foundation for advancing robust
analysis in complex data settings.
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