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Abstract—Blockchain has emerged as a foundational element
in establishing trust relationships within networks, demonstrating
its reliability and efficacy across diverse applications. It can
coordinate all nodes within the network independently of third-
party entities for unified decision-making and consistency, and
is traceable and immutable, making blockchain particularly
attractive for communication networks. Wireless networks are
an important part of network and communication systems, their
flexibility significantly enhances the coverage of communication
systems, making their integration with blockchain undeniably
promising. This synergy between wireless communication and
blockchain has culminated in the development of Wireless
Blockchain Networks (WBNs), which offers a more trustworthy
communication paradigm for the forthcoming sixth-generation
(6G) wireless networks. This paper serves as a comprehensive
tutorial on the integration of WBN and 6G, to establish trust-
worthy wireless networks. We begin by defining the WBN and
exploring its advantages, underscoring its broad applicability in
various 6G scenarios. Furthermore, we present the key technolo-
gies underpinning WBN and its critical performance metrics.
Subsequently, we provide a series of case studies that illustrate
the integration of WBN with 6G use cases, which underscore
the utility and effectiveness of WBN in practical communication
settings, indicating potential benefits for future networks. Finally,
we summarize the current practical blockchain cases deployed
by network operators and discuss the future direction of WBN.
This tutorial is expected to provide an in-depth exploration of the
fundamental principles, technological architectures, and practical
applications on the integration of blockchain with 6G.

Index Terms—Blockchain, wireless blockchain networks,
blockchain performance optimization, 6G wireless networks,
trustworthy networks.

I. INTRODUCTION

A. Background

W ITH the ongoing advancements in communication
technology, the development of the sixth-generation

(6G) communication systems is progressing rapidly, with
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expectations for formal commercial deployment in the 2030s
[1]. In comparison to the fifth-generation (5G) communication
systems, 6G presents a more ambitious vision, aiming to
support transmission speeds exceeding 1 Tbps and achieving
latency levels between 10 and 100 microseconds [2]. This
would represent an efficiency improvement of 10 to 100
times relative to 5G [3]. The enhanced transmission rates
associated with 6G enable the provision of a broader and
more diverse array of communication services in the future. In
particular, wireless communication facilitates a more flexible
and ubiquitous networking paradigm for 6G. Consequently,
this advancement has led to the emergence of various new
communication application scenarios, including autonomous
driving [4], implantable medical devices [5], satellite internet
[6], and others. With the substantial increase in coverage
and the heterogeneity of networks, there is growing concern
regarding the security and privacy of 6G, which may be
worse than previous generations. For instance, implantable
devices that monitor various health metrics pose a significant
risk of personal information leakage [7]. Furthermore, the
potential repercussions of malicious attacks can be catas-
trophic, resulting not only in immediate financial losses or
damage to personal reputations, but also in the loss of human
lives, as evidenced by fatal incidents resulting from attacks
on autonomous vehicles [8]. Additionally, the integration of
Artificial Intelligence (AI) within 6G networks may facilitate
the surveillance of network information, further exacerbating
these security and privacy concerns [9].

Fortunately, blockchain, as a novel distributed ledger tech-
nology, possesses security features such as decentralization,
resistance to data tampering, and enhanced traceability. These
characteristics offer a robust framework for safeguarding
data security and privacy in 6G, positioning blockchain as
a necessary enabling technology for establishing trustworthy
6G networks [10], [11], [12]. The security characteristics of
6G networks can be attributed to six key components of
blockchain technology [13].

• Cryptography: In blockchain technology, cryptography
plays a crucial role in data encryption and privacy pro-
tection. It emploies asymmetric encryption algorithms,
hash algorithms, and Zero-Knowledge Proofs (ZKPs) to
ensure data security, integrity, and immutability [14], thus
enhancing the overall privacy of the blockchain [15]. This
cryptographic method will provide a strong guarantee of
information security for 6G networks.
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• Peer-to-Peer (P2P) Network: The P2P network serves
not only as the foundational infrastructure for imple-
menting the blockchain, but also facilitates direct data
exchange between blockchain nodes [16]. This capability
is essential to achieve decentralization in a blockchain
system, thus avoiding a single-point failure (SPF). As
a result, its P2P characteristics will also build a robust
elastic network for 6G.

• Consensus Mechanism: The consensus mechanism fa-
cilitates consistency among all blockchain nodes without
needing a third-party trusted entity, thereby mitigating
the risk of compromised sensitive information by cen-
tralized nodes [17]. Furthermore, it can establish security
thresholds for the network to resist faculty or Byzantine
nodes. This benefit means a consensus-based 6G network
can fully automate management and decision making.
In general, the common consensus includes Proof of
Work (PoW) [18], Practical Byzantine Fault Tolerance
(PBFT) [19], Raft [20], corresponding to the public chain,
consortium chain, and private chain.

• Smart Contracts: Smart contracts are computer pro-
grams operating on the blockchain that function as
automated agents, designed to facilitate the execution
of blockchain tasks by enabling mutual collaboration
between users when predefined conditions are satisfied
[21]. The execution of smart contracts is independent
of any third party, ensuring that no entity can alter the
terms of the contract. This characteristic enhances the
reliability and trustworthiness of the transaction process
and its outcomes, and also provides 6G with an intelligent
resource trading environment.

• Distributed Database: In addition to decentralized P2P
networks, the distributed nature of blockchain is further
attributed to its data storage methodologies. Each trans-
action is redundantly backed up across all nodes, which
enhances the system’s resilience to disasters and increases
its robustness [22], [23]. When the blockchain enables
6G, the network will also have such characteristics.

• Incentive Mechanism: It can be categorized into mon-
etary and non-monetary incentives aimed at encourag-
ing participant engagement [24]. Monetary incentives
increase the costs associated with aggressive or selfish be-
havior by promoting economic balance within the system.
Conversely, non-monetary incentives foster cooperation
among participants by leveraging the reputation of nodes,
thereby encouraging honest interactions. This approach
will effectively mitigate the potential malicious activities
of nodes within the 6G network.

Due to the components mentioned above, blockchain pos-
sesses robust security features, extending to the security of the
6G wireless networks facilitated by blockchain. As illustrated
in Fig. 1, blockchain plays a significant role across wireless
networks, particularly in 6G. This also highlights the emerging
research trends surrounding the application of blockchain, in-
cluding the Internet of Things (IoTs) [25], Internet of Vehicles
(IoVs) [26], Internet of Drones (IoDs) [27], Space-Air-Ground
Integrated Networks (SAGINs) [28], and Web 3.0 [29].

Fig. 1. The number of published papers by searching ”6G Network” [30]
and “Blockchain and 6G” [31] in Web of Science (Access date: Jan.-1-2025).

B. Motivations and Related Works

Blockchain has garnered significant success across a variety
of networking scenarios, showcasing its potential utility in
facilitating the development of 6G. Research at the intersection
of blockchain and 6G can be categorized into two primary
areas: one focuses on how blockchain can enhance 6G wireless
networks [32], while the other addresses the performance
modeling and optimization of blockchain systems within the
context of 6G [33].

In the first category, blockchain offers a comprehensive suite
of solutions for 6G, encompassing identity authentication, data
sharing, spectrum management, circumvention of adversaries,
and others, all of which are designed to provide a secure
and reliable network environment for 6G [11]. In the second
category, it is important to note that the original design
of blockchain was primarily intended for wired networks,
specifically to facilitate digital currency transactions [18].
Therefore, when applied to wireless network scenarios such as
5G and 6G, its existing communication modes are susceptible
to challenges posed by channel fading, path loss, and other
factors, particularly impacting consensus performance [34],
[35]. The above enable functions and the unique requirements
of 6G present significant challenges for the blockchain will be
described in detail in Section II.

While blockchain offers several advantages for 6G net-
works, it also presents a distinct set of challenges. Notably,
the inherent complexity of blockchain technology can lead
to suboptimal performance, which may prove insufficient for
supporting 6G in delivering high-quality and efficient com-
munication services. These performance limitations primarily
pertain to scalability, efficiency, consensus success rate, and
related factors [36], [37]. Additionally, the deployment cost of
blockchain in 6G networks poses a significant challenge, par-
ticularly in light of the complex geographical distribution and
dynamic wireless communication environments that character-
ize the real world [38], [39], [40]. However, these challenges
should not overshadow the potential of blockchain within the
6G. Rather, they should be viewed as novel areas for further
research and development. Enhancements and modifications
of traditional blockchain to address these issues effectively
could facilitate substantial advancements in the establishment
of trustworthy 6G networks.

In light of the growing interest in the convergence of
blockchain and 6G networks, this tutorial has outlined a
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comprehensive survey and tutorials related to blockchain and
blockchain for various wireless network scenarios. Table I
provides a comparative analysis of these papers in relation
to our tutorial. These works include surveys and tutorials.

The surveys can be categorized into two areas of focus. The
first area centers on the blockchain itself. For instance, [17],
[35], and [41] primarily explore key functional modules of
blockchain, namely the consensus mechanism, and provide an
analysis of its performance and working process. Additionally,
[13], [43], [49], and [53] offer comprehensive examinations of
blockchain technology, discussing its concepts, architecture,
component modules, design frameworks, and optimization
methodologies, while also contemplating future development
trends, particularly concerning scalability. Notably, the authors
in [43] concentrate specifically on the networking modes of
blockchain. Building upon this foundation, the authors in [46]
and [50] introduce the concept of Wireless Blockchain Net-
works (WBNs), which considers the deployment of blockchain
within wireless environments and analyzes the resource con-
sumption associated with consensus operations in these net-
works, including communication cost and transmission power.
This concept serves as the basis for the more detailed anal-
yses presented in Sections II-IV. The second category of
surveys focuses on blockchain applications across various
domains, such as IoD [27], smart cities [42], IoV [45], SAGIN
[47], wireless networks [51], and 6G communications [32],
[44], [48], [52]. In particular, the discussions surrounding
6G demonstrate the capability of blockchain to establish a
secure framework for these advanced communication systems.
Furthermore, the works cited in references [48], and [51]
highlight additional possibilities for integrating blockchain
with AI for 6G. However, these works involving blockchain
and 6G only focus on the enabling effect of blockchain on
6G, lacking discussion and optimization of the blockchain.

At present, there are not many comprehensive tutorials
on blockchain. For instance, [54] and [56] give us a com-
prehensive understanding of the concepts, technologies, and
challenges of the blockchain. In [25], the authors discuss
the security and privacy protection solutions that blockchain
provides for IoT. Meanwhile, [55] highlights the motivations,
solutions, and potential benefits of integrating blockchain with
AI. As an important application scenario of blockchain, the
wireless blockchain network is about to usher in large-scale
deployment in the 6G era. Thus, a systematic and comprehen-
sive tutorial is necessary for researchers and engineers.

Building upon the aforementioned works, we identify sev-
eral gaps in the current comprehensive surveys or tutorials on
the integration of blockchain with 6G communications:

• Q1. The existing works predominantly center on the
advantages that blockchain offers to 6G and the associ-
ated design schemes, often overlooking the considerations
and discussions regarding the deployment of blockchain
within 6G wireless environments. The impact of high-
frequency signals and the novel communication require-
ments inherent to 6G may significantly differ from those
in earlier networks. Therefore, a thorough performance
analysis of WBNs within 6G contexts is essential.

• Q2. The application scenarios involved in this type of
work also lack the consideration of new communication
scenarios and blockchain requirements in the 6G era. For
example, in the 5G era, there is a demand for Ultra-
Reliable and Low-Latency Communication (URRLC),
enhanced Mobile BroadBand (eMBB), and massive Ma-
chine Type Communication (mMTC), thus, naturally 6G
also has its unique needs. Consequently, to facilitate
the effective integration of blockchain with 6G, it is
imperative to develop application cases that specifically
address the unique demands of 6G.

• Q3. Tutorials involving blockchain currently lack work
on integration with 6G, leaving a gap in understanding
blockchain’s role and application within the 6G frame-
work. Meanwhile, the case for the actual deployment
of blockchain in wireless networks managed by network
operators has not yet been summarized.

C. Contributions

In contrast to existing surveys and tutorials, our tuto-
rial places a particular emphasis on the deep integration of
blockchain technology with 6G communications to facilitate
the establishment of trustworthy wireless networks. This focus
encompasses not only the mechanisms by which blockchain
enhances 6G but also an analysis of the blockchain perfor-
mance within 6G environments. Specifically, our contributions
to this tutorial can be summarized as follows:

• We initially cover how 6G networks are being shaped
by blockchain, including the definition of WBN, and 6G
communication requirements. Consequently, we present
the motivation for using WBN in 6G, supplemented by
two illustrative examples that highlight both the chal-
lenges and implications associated with WBN for 6G and
WBN in 6G respectively.

• We provide a comprehensive tutorial on WBN key tech-
niques and performance optimization in 6G networks.
The former includes Wireless Blockchain Consensus
(WBC), sharding for WBN, node deployment, and mes-
sage propagation. For the latter, we improve the perfor-
mance of WBN from consensus success rate, consensus
efficiency, and consensus cost.

• We present several applications as case studies on the
convergence of blockchain and 6G, namely IoV, sym-
biotic communication, SAGIN, Web 3.0, and SAGIN.
Based on trustworthiness, these applications can cor-
respond to Hyper-Reliable and Low-Latency Commu-
nication (HRLLC), massive communication, immersive
communication, and ubiquitous connectivity.

• We summarize the instances of network operators who
have deployed blockchain to service wireless networks
in recent years. Then, we discuss potential directions
for blockchain and 6G fusion research regarding het-
erogeneous dynamic networks, Integrated Sensing and
Communication (ISAC), and Integrated AI and Commu-
nication (IAAC), providing insights into how blockchain
will evolve and continue to influence future 6G network
design.
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TABLE I
SUMMARY OF RELEVANT WORKS WITH OUR TUTORIAL

Type Year Ref. Contributions Emphasis

Survey

2019 [35] Review the performance of different blockchain con-
sensus in IoT Blockchain consensus

2020 [41] Discuss the process, classification, performance, and
application of blockchain consensus Blockchain consensus

2021 [32] Introduce the work on blockchain-based 6G and pro-
pose a unified blockchain-based radio access network Blockchain for 6G

2021 [42] Review the work on blockchain and IoT-based smart
cities and propose a decentralized IoT architecture

Blockchain and IoT for smart
cities

2021 [43]
Review blockchain networks from topology and neigh-
bor discovery, over block and transaction propagation,
to sharding and off-chain networks

Blockchain network

2022 [44]
Introduce the secure, transparent, decentralized ser-
vices that blockchain provides for 6G, and discuss
future challenges and research directions

Blockchain for 6G

2022 [45] Discuss the privacy protection scheme provided by
blockchain for 6G-powered IoV, and future challenges Blockchain for IoV

2022 [46] Discuss the resources required for different blockchain
consensus to operate in a wireless network Wireless blockchain network

2022 [47] Discuss the system architecture, features, and security
threats of blockchain-enabled SAGIN Blockchain for SAGIN

2023 [13] Discuss blockchain systems, technologies, and appli-
cations from a methodological perspective Blockchain technology

2023 [17] Focus on the theoretical foundations, models, classifi-
cations, and challenges of the blockchain consensus Blockchain consensus

2023 [27] Review the privacy and security integrated drone com-
munication with the assistance of blockchain Blockchain for IoD

2023 [48] Discuss applications and challenges of the integration
of blockchain and AI for 6G wireless networks Blockchain and AI for 6G

2023 [49] Introduce the definition, architecture, design, and com-
parison of different blockchains Blockchain technology

2024 [50]
Investigate basic principles, communication models,
failure models, and applications of blockchain consen-
sus in wireless networks

Wireless blockchain network

2024 [51]
Introduces how the convergence of blockchain and
AI can optimize future wireless networks, as well as
limitations

Blockchain and AI for wire-
less network

2024 [52] Describe blockchain-assisted 6G services, deployment,
and their benefits and limitations Blockchain for 6G

2024 [53] Explore the components of blockchain at the micro
level, and propose a vision for its scalability Blockchain technology

Tutorial

2020 [54]
Discuss the concepts, challenges, and future directions
of blockchain, and discuss the usability and data in-
tegrity of the blockchain, as well as its limitations

Blockchain technology

2021 [25] Discuss blockchain-based security and privacy systems
for IoT Blockchain for IoT

2022 [55] Discuss the definition, motivation, and method of the
integration of blockchain and edge intelligence Blockchain and edge AI

2023 [56] Introduce the ledger structure, key technologies, and
applications of blockchain Blockchain technology

—- Our
work

Discuss the key technologies of wireless blockchain
networks, performance optimization, and present their
integration with 6G, applications, and future challenges

Wireless blockchain network;
Blockchain for 6G
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Fig. 2. Structure of our tutorial.

D. Tutorial structure

As shown in Fig. 2, the rest contents are structured as
follows: We first look at how WBN can transform 6G networks
in Section II. Then in Sections III and IV, the key technologies
and performance optimization of WBNs are discussed. In
Sections V-VIII, we show several application scenarios for
WBN to enable 6G, namely HRLLC, massive communication,
immersive communication, and ubiquitous connectivity. Then,
in Section IX, we sum up the cases of network operators
deploying blockchain-served wireless networks in recent years.
In addition, we outline potential research directions in Section
X. Finally, Section XI summarizes this tutorial.

II. 6G TRANSFORMED BY WIRELESS BLOCKCHAIN
NETWORKS

This section introduces the background and basic principle
of WBN-enabled 6G. Specifically, we present the definition of
WBN and discuss the requirements for 6G communications.
Finally, we illustrate the motivation for using and improving
WBNs in 6G from two aspects of WBN in 6G and WBN for
6G combined with case studies.

A. Definition of WBN

Before discussing how WBNs can transform 6G, it is
necessary to introduce the concept of WBN, and its differences



6

Fig. 3. Blockchain workflow. 1) The client publishes the transaction. 2) Through the P2P network, the transaction is broadcast to the whole network. 3)
Multiple transactions are packaged into one block. 4) Determine the legitimacy of the block through the consensus mechanism. 5) The legitimate block is
linked to the chain and the blockchain is updated. 6) The result is replied to the client.

from traditional blockchain networks to carry out targeted
performance research and optimization.

The initial purpose of blockchain is to facilitate the de-
centralized financial industry, leading to the emergence of
several prominent digital currencies, including Bitcoin [18]
and Ethereum [57]. Communication models within this sector
typically rely on stable wired networks, consequently, the
original design of blockchain did not account for unstable
wireless networks. Nevertheless, due to its advantages in dis-
tribution and security, blockchain has progressively expanded
its applicability to include wireless networks. Therefore, the
concept of WBN arises naturally when the nodes within a
blockchain system utilize wireless communication to estab-
lish the blockchain network [46]. Through these processes,
transactions are propagated in the P2P network, and multiple
transactions are packaged into blocks, which are then attached
to the chain based on the decision of the consensus mechanism
[58]. Notably, each block incorporates the preceding block’s
hash, thereby rendering both the linked blocks and transaction
data immutable. This decentralized architecture facilitates ro-
bust and secure operations within the blockchain, providing
significant advantages such as resistance to tampering and the
elimination of SPF [59], [60].

Next, we will focus on the operational differences between
WBNs and traditional blockchain systems brought about by
wireless networking. Although the various blockchain systems
show some differences, certain fundamental steps remain
consistent [13], [61]. Fig. 3 illustrates the common operational
steps of the blockchain, namely transaction publishing, trans-
action broadcasting, transactions packaging into a block, block
consensus, and block on-chain.

From this, we can infer that the steps pertinent to the
network environment and performance encompass the broad-
casting of transaction and block information, as well as
block consensus. Given that the former operations all involve
spreading messages across a blockchain network, we can
combine them as “message propagation”. The subsequent

process is designated as WBC within the WBN [62]. More-
over, sharding has the potential to significantly enhance the
consensus performance of the blockchain, particularly in terms
of scalability [63], and is closely associated with various net-
work parameters [64]. Thus, it warrants consideration within
the WBN. Additionally, the deployment of blockchain in a
wireless environment must take into account factors such as
node geographical distribution and transmission power, as
these elements are influenced by wireless channels [48], [51].
Consequently, node deployment is also a critical consideration
in the design of WBNs. The four major differences between
WBNs and traditional blockchains summarized above provide
important ideas for our discussion in Section III.

B. Requirements of 6G
Previous generations of communication security have relied

on supplementary mechanisms, such as cryptography. This
“patch” design approach has resulted in the underlying net-
work being susceptible to various security threats, particularly
in identity authentication, access control, and network commu-
nication, while also incurring additional costs. Consequently,
the initial design objectives of the 6G network aimed to
achieve the ambitious goal of native security [10], [65], [66],
with the intent of establishing a trustworthy wireless network.
The security features inherent to blockchain are regarded as a
fundamental core technology that can enable the establishment
of an native security network within the 6G communication
[11], [32], [67], [68], [69], [70].

Moreover, building upon the foundation of native secu-
rity,6G must also address a broader array of communication
requirements and anticipated communication scenarios. As
shown in Fig. 4, according to the IMT-2030 proposed by the
International Telecommunication Union-Radiocommunication
(ITU-R), 6G has six usage scenarios and four overarching
aspects [71]. Among them, three usage scenarios are derived
from the advancements of the 5G communication era, in-
cluding immersive communication, massive communication,
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The expansion scenarios from 5G

Ubiquitous
Connectivity

Taking SAGIN as an
example, explain how

WBN enables
ubiquitous connectivity

Tutorial for VIII

ISAC

IAAC

HRLLC

Taking IoV as an
example, explain
how WBN drives

HRLLC

Tutorial for V

Massive
Communication

Taking symbiotic
communication as an example,

explain how WBN enables
massive communication

Tutorial for VI

Immersive
Communication

Taking Web 3.0 as an
example, explain how

WBN enables immersive
communication

Tutorial for VII

The new scenarios in 6G

Sustainability Connecting the Unconnected Ubiquitous Intelligence Security/Privacy/Resilience

Fig. 4. Scenarios for 6G in IMT-2030. HRLLC, massive Communications, and immersive communications come from the expansion of 5G. We use IoV,
symbiotic communication, and Web 3.0 as examples to demonstrate the empowerment of WBN in Sections V-VII. Ubiquitous connectivity, ISAC, and IAAC
are new scenarios in 6G. We use SAGIN as an example to show the enabling role of WBN in Section VIII, and the latter two are discussed in Section X.

and HRRLC, which correspond to the eMBB, mMTC, and
URLLC, respectively. The expansion of these three scenar-
ios means that 6G requires faster data transfer rates, more
device connection density, lower latency, and greater relia-
bility. In addition, IMT-2030 envisages three new scenarios
for 6G, which are ubiquitous connectivity, IAAC, and ISAC.
Ubiquitous connectivity falls under the category of massive
communication, however, it exhibits significant variations in
terms of coverage and mobility. It is emphasized that, in
addition to terrestrial networks, 6G should also incorporate
non-terrestrial networks to facilitate cost-effective communi-
cation in rural, remote, and sparsely populated areas [6]. IAAC
emphasizes the deep integration of AI and 6G communication,
so that wireless networks have native intelligence capabilities
and efficiency advantages in data transmission and resource
interaction [72]. ISAC aims to enable communication and
sensing to complement each other. On the one hand, the entire
communication network can act as a giant sensor that can
better perceive and understand the physical world [73]. On
the other hand, the high-precision positioning, imaging, and
environmental reconstruction capabilities provided by sensing
can help improve communication performance [74].

To successfully facilitate the widespread application of 6G
across the above six scenarios, it is essential to adhere to four
principles: sustainability, connectivity for the unconnected,
security/privacy/resilience, and ubiquitous intelligence. Conse-
quently, when deploying blockchain to support 6G networks,
it is imperative to consider these scenarios and meet these
principles. Building upon these considerations, we examine
the applications and roles of WBN in HRLLC, massive
communication, immersive communication, and ubiquitous
connectivity in Sections V to VIII. Given that the convergence
of blockchain and IAAC, ISAC has not been thoroughly inves-
tigated, we address this topic in Section X: Future Directions.
It is expected that through such discussions, it can be proved
that blockchain can not only shape a trustworthy 6G network,

but also apply to different 6G scenarios and needs.

C. Motivation for using WBN in 6G

In this part, we will look at WBN for 6G and WBN in 6G.
The former focuses on the enabling effect of WBNs on 6G,
while the latter focuses on the modeling and optimization of
the performance of WBNs in 6G.

1) WBN for 6G
The WBN is attractive for 6G networks to achieve native

security. Specifically, its role can be divided into trusted re-
source sharing, secure data interaction, and privacy protection.

Trusted Resource Sharing: The rapid proliferation of
diverse mobile services necessitates substantial network re-
sources, such as spectrum and infrastructure, which are often
limited and need to be shared to enhance utilization and
improve efficiency [75]. However, in practice, the separation
among resource hosts frequently impedes effective resource
sharing. Additionally, resource hosts may lack the necessary
incentives or may face cost and security considerations that
render coordination and cooperation among network entities
impractical. Conversely, the advent of new functionalities, such
as Mobile Edge Computing (MEC), [76], Software-Defined
Networking (SDN) [77], and Network Function Virtualization
(NFV) [78] in the 5G and 6G networks has resulted in an
increase in the variety and quantity of network resources,
including computing and storage resources. This presents sig-
nificant challenges for resource management and sharing. With
its security properties, blockchain can effectively facilitate
collaboration while addressing trust and reliable concerns
between disparate network entities, thereby fostering more
efficient resource sharing. For example, Maksymyuk et al. [79]
design a blockchain-enabled decentralized spectrum resource
management framework for 6G. It facilitates the tokenization
of spectrum resources and infrastructure, allowing them to be
transacted efficiently and credibly within a blockchain ledger.
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Secure Data Interaction: As wireless traffic and connec-
tion densities continue to surge in 6G, data from diverse
sources must interact and collaborate to provide services [80].
However, the absence of trust among data holders participating
in wireless networks complicates the security of the data
interaction process, as well as the authenticity of the data [81].
Recently, researchers have begun exploring the application of
blockchain to establish mutual trust among different devices,
thereby creating secure channels for data interactions [82].
Efforts to leverage blockchain to facilitate secure data interac-
tions in wireless networks mainly focus on two key areas:
ensuring the trustworthiness of each network participant’s
identity and enhancing the authenticity of transmitted data. For
the former, authentication [83], [84] and access control [85],
[86], [87] can be used to ensure the legitimacy of each user
equipment (UE)’s identity and prevent attackers from entering
the network and spreading false information. For the latter,
the hash algorithm can guarantee the uniqueness and integrity
of the data, and the consensus mechanism can verify the
transaction data to prevent false data entry. Their cooperation
provides a powerful solution for data authenticity [88]. For
example, Yang et al. [89] propose a Proof of Event (PoE)
consensus for IoV that uses passing vehicles to verify the
authenticity of traffic data. Li et al. [90] are looking forward to
the data security of AI in 6G networks enabled by blockchain.

Privacy Protection: When different devices communicate
over wireless links, the openness of wireless transmission
combined with the mobility of these devices raises numerous
privacy concerns [91], [92]. For instance, malicious actors
may intercept, forward, or manipulate transmitted messages,
which frequently contain private identities or confidential
data. Consequently, there is an increasing focus on privacy
protection within wireless networks. By integrating asymmet-
ric encryption, blockchain can offer privacy protection for
both identities and confidential data [93], [94]. The crypto-
graphic mechanisms employed in blockchains typically utilize
pseudonymous strategies to conceal UEs’ true identities [95].
In [96], the authors introduce a verifiable and lightweight
three-party Replicated Secret Sharing (RSS) protocol into the
blockchain for cross-summing of features between overlapping
UEs. The integration of this protocol with blockchain not only
supports anonymous interactions between participants, but also
protects their real identities. In addition, it is crucial to ensure
the secure protection of UEs’ data and transaction privacy.
Some blockchain implementation is based on the Hyperledger
architecture and constructs data storage systems utilizing the
Interplanetary File System (IPFS) [97], [98]. Furthermore,
the data stored in IPFS is encrypted using cryptographic
public key encryption algorithms, thereby establishing a robust
blockchain solution for the protection of private data [99]. The
above methods provide a reliable security tool for frequent
resource and data sharing and trading in 6G networks.

Tutorial with an Example: In this part, we will introduce
a typical scenario of WBNs enabling 6G networks as a case
study for this tutorial. The False Base Station (FBS) attack
has posed significant challenges to 5G and its predecessor
communication systems [100]. This attack typically involves
FBS positioning themselves near legitimate base stations (BS)

to capture System Information (SI) and subsequently replay or
broadcast falsified SI to UE at elevated transmission power.
This strategy compels the UE to initiate a Radio Resource
Control (RRC) setup request, inadvertently establishing a
connection with the attacker [101]. Once associated with an
FBS, the UE becomes vulnerable to various security threats,
including eavesdropping, identity theft, and location tracking
[102]. To prevent such attacks, there will be a huge economic
cost to society. According to statistics, in January 2023, China
used a total of 923 radio monitoring vehicles, 2,457 monitoring
and positioning devices, and dispatched 2,459 monitoring
personnel for 37,575 hours to combat FBS attacks [103].
Currently, several cryptography-based solutions have been
discussed in the Third Generation Partnership Program (3GPP)
standardization, including digital signatures, and identity au-
thentication [104]. While these solutions can somewhat miti-
gate the threat of FBS attacks, there are still some challenges.
For example, terminals must trust third parties to generate and
manage their keys, which has a high SPF risk. Meanwhile,
the complex trust relationship between multiple entities brings
difficulties to the unified management of keys, especially in the
trend of wireless networks to autonomous and decentralized
development. Due to this attack being difficult to root out, it
is considered a potential security threat in the 6G era [105].

Fortunately, Wang et al. [106] proposed with blockchain-
based solutions to defend against FBS attacks. The authors
propose that within a distinct cellular network, the UE acquires
essential information about the BS by receiving SI. At the
same time, the BS collaboratively maintains a blockchain
network to verify and store accurate SI. In light of the potential
presence of unknown FBS in proximity, even legitimate BS
are regarded as potentially malicious, necessitating the main-
tenance of trust relationships among the various BS through a
consensus mechanism. Building on this framework, the authors
have further developed the Blockchain-enabled SI protection
(BeSI) scheme, which serves as a mechanism to enhance SI
security and prevent UE from inadvertently connecting to FBS.

On the basis of 3GPP [107], [108], the authors proposed
the BeSI scheme shown in Fig. 5. The blue box indicates the
access process specified in 3GPP, and the yellow box indicates
the additional steps specially introduced in BeSI. Furthermore,
they summarized BeSI into four steps: BS registration, infor-
mation upload, cell selection, and random access, as follows.

The BS registration means that BS uploads its public
key and public key certificate to the blockchain network for
registration. The public and private key pairs are configured
by the operator, and the public key certificate is also signed by
the operator [109]. Subsequently, the BS uploads its public key
and certificate to the blockchain network for registration. The
blockchain network processes the BS registration request by
utilizing the root certificate for verification. Upon successful
verification, a registration certificate is issued to the BS.
Finally, the pre-registration certificate is replaced with the
newly issued one to complete the registration process. Then, is
the information upload phase, according to the specifications
established by the 3GPP, except for certain parameters, such
as the system frame number [104], [110], most information el-
ements in cellular communication remain the same, including
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Step 1.
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SIB1, and blockchain
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Step 3.
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indicated
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information for random

access from SIB1

Step 4.

Performing uplink
synchronization

Starting the initial
access procedure

Fig. 5. The Blockchain-enabled SI protection (BeSI) workflow.

the Master Information Block (MIB) and System Information
Block Type 1 (SIB1). Consequently, pre-validation of the MIB
and SIB1 can expedite the consensus process of BeSI. Each
authentication request should encompass essential parameters,
namely the MIB, cell ID, downlink frequency, and time
counter. Once the blockchain network achieves consistency,
new blocks containing SI are appended to the chain. Then,
a blockchain identifier corresponding to the SI is generated
and returned to the BS. Subsequently, the BS broadcasts the
blockchain identifier alongside the MIB. Additionally, consid-
ering the limitations imposed by physical channel coding [110]
and drawing inspiration from [104], blockchain identifiers may
be incorporated into the new SIB1. Next for the cell selection
phase, the combination of a Synchronization Signal (SS) and
a Physical Broadcast CHannel (PBCH) is referred to as a
SS/PBCH Block (SSB) [111], which is necessary for the UE
to establish an initial connection with the cell. Then, the
UE detects the SSB based on the frequency band (FB) by
the operator, enabling it to achieve downlink synchronization
in both the time and frequency domains, and obtaining the
corresponding MIB and Physical Cell Identity (PCI), which
assigns a distinct identifier to each cell [112]. Consequently,
the UE is able to obtain SIB1 by utilizing the information
contained in the MIB to detect the physical downlink shared
channel. Finally, the UE selects the appropriate cell according
to TS 38.133 [113], TS 38.304 [114], and the blockchain
verification procedure in [106]. Finally, for the random access
phase, once the UE verifies the BS to be accessed through
the blockchain validation procedure, it can extract information
related to the random access procedure, including uplink
frequency and the configuration of the Physical Random
Access CHannel (PRACH) from SIB1. Following this, the
initial access procedure is initiated.

BeSI offers a blockchain-based cell verification mechanism
enabling UE to securely access BS. This innovative mecha-
nism enhances the existing schemes outlined by the 3GPP,
mitigating the likelihood of vulnerabilities associated with
FBS attacks. The specific security analysis is as follows.

The authors model the spatial distribution of BS and FBS
as a Poisson Point Process (PPP) with densities λb and
λf , assuming that the UE is situated at a geographically
central location [115]. They use γb0,u, γb0,f0 , and γf0,u denote

the Signal-to-Interference-plus-Noise Ratio (SINR) of signals
received by the UE from the BS, the SINR of signals received
by the FBS from the BS, and the SINR of signals received by
the UE from the FBS, respectively.

BeSI framework subsequently seeks to derive the proba-
bilities of access failure for itself and conventional networks.
These probabilities are used as security indicators to evaluate
the system. For BeSI, UE access to FBS can be divided
into three steps. The first is that the signal sent by BS
to UE is eavesdropped, that is, the security outage [116].
According to the famous Wyner eavesdropping channel [117],
the probability of a signal sent by BS leaking to FBS is

P block
SO =Pr(γb0,f0 > 2R

block
e − 1)

=1− Fγb0,f0
(2R

block
e − 1), (1)

where Rblock
e is the redundancy rate that provides security

against eavesdropping, and Fγb0 ,f0
denotes the cumulative

distribution function (CDF) of γb0 ,f0 . Upon successful inter-
ception, then, the FBS transmits a deceptive signal to the UE.
Within the BeSI, the FBS must undertake an additional step
to manipulate the associated UE. Specifically, it is required
to initiate a Double Spending Attack (DSA) against the UE
[118]. A successful DSA necessitates that the FBS generates
a parasite chain that exceeds the length of the main chain of
the BS after a specified threshold of z confirmation blocks.
From a rational perspective, should the FBS lag by M blocks,
it will cease efforts to advance the parasite chain. Where M
stands for the maximum number of blocks it can afford to
catch up with the main chain. Therefore, similar to [119], the
probability of FBS successfully completing a DSA is

PDSA = 1−
z∑

n=0

(
n+ z − 1

z − 1

)
(1− q)zqn

×


( q
1−q )

z−n+1−1

( q
1−q )

M−1
if q ̸= 0.5,

z−n+1
M if q = 0.5,

(2)

where q is the probability that FBS generates the latest
block. The value is based on characteristics of the consensus,
such as the proportion of the computing power controlled by
attackers in PoW or the number of Byzantine nodes in PBFT.
Furthermore, it is essential to ensure that the signal quality of
the FBS surpasses that of the BS and that the probability is

P block
H =Pr(γb0,u < 2R

block
f0,u − 1 < γf0,u)

=Fγb0,u
(2R

block
f0,u − 1)[1− Fγf0,u

(2R
block
f0,u − 1)], (3)

where Fγb0 ,u
and Fγf0 ,u

are the CDF of γb0 ,u and γf0 ,u ,
respectively, Rblock

f0 ,u
is the transmission rate between FBS and

UE. Therefore, for the BeSI framework, the probability of a
successful FBS attack is

P block
FBS = PDSAP

block
SO P block

H . (4)

A successful FBS has only two steps for the traditional
3GPP scheme without blockchain, as it does not involve a
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Fig. 6. The impact of z on security gain. (a) z and q . (b) z and Rblock
e .

DSA on the blockchain. First, it is also the security outage
probability, which can be expressed as

PSO = 1− Fγb0,f0
(2Re − 1), (5)

where Re represents the redundancy rate in traditional scenar-
ios. Next, the FBS sends a false signal to the UE based on the
intercepted information, and only its signal quality is higher
than that of BS to complete the FBS attack. The probability
can be expressed as

PH = Pr(γb0,u < γf0,u) =

∫ ∞

0

fγf0,u
(γ)Fγb0,u(γ)dγ, (6)

where fγf0 ,u
(γ) is the probability density function (PDF) of

γf0 ,u . In this way, in the traditional scheme, the probability of
UE accessing FBS can be obtained, i.e

PFBS = PSOPH . (7)

To quantitatively measure the effectiveness of BeSI against
FBS attacks, the authors further define security gain S , which
reflects the performance improvements by blockchain, namely

S =
1− P block

FBS

1− PFBS
. (8)

In Fig. 6, the authors set FBS and BS densities of λf =
10 nodes/km2 and λb = 30 nodes/km2, respectively, the
path loss exponent τ = 2.5, bandwidth B = 20 MHz, and
block size L = 3616 bits to investigate changes in security gain
by varying the values of z , q , and Rblock

e , where the Rblock
e

= Re . As illustrated in Fig. 6 (a), the security gain exhibits
an increasing trend with the augmentation of z . Additionally,
it is evident that the security gain also rises as q decreases.
Moreover, Fig. 6 (b) indicates that security gains can be further
amplified by increasing the redundancy rate threshold Rblock

e ,
associated with FBS eavesdropping in the blockchain.

The BeSI scheme and its simulation results highlight the
significant advantages of blockchain in enhancing wireless net-
works and mitigating potential security threats. This promising
efficacy has consequently motivated us to explore the applica-
tion of blockchain in 6G, intending to establish native secure
and trustworthy networks.

Consensus performance

Consensus success rate Consensus efficiency Consensus overhead

Tutorial for III-A

Tutorial for Section IV

Sharding for WBN

Tutorial for III-B

Execute consensus in parallel

Node deployment

Tutorial for III-C

Achieve consensus at low cost

Propagate consensus
results efficiently

Tutorial for III-D

Message propagation

Fig. 7. Key WBN technologies, including WBC, sharding, node deployment,
and message propagation, are covered separately in Section III A-D. They
all focus on WBN performance, namely consensus success rate, consensus
efficiency, and consensus overhead, which are discussed in Section IV.

2) WBN in 6G
Considering the security and privacy benefits that

blockchain offers in wireless networks, it is anticipated to play
a pivotal role in 6G. To effectively facilitate the integration
of blockchain within 6G networks, it is imperative to further
investigate the performance of blockchain in this context upon
its deployment. That is the WBN performance, due to 6G
being an extensive wireless network. This part will provide
a discussion on WBNs within 6G, addressing key concerns
related to its implementation for optimizing its performance,
supported by a relevant case study.

In Section II-A, we briefly introduce the four key tech-
nologies in WBNs: WBC, sharding, node deployment, and
message propagation. We further find that the latter three
are essential for WBC to work better. Specifically, sharding
allows transactions to be processed in parallel within each
shard, thereby avoiding global consensus for more efficient
transaction processing [120], [121]. On the basis of meeting
the normal operation of the blockchain, node deployment also
needs to consider the consensus security threshold to design
a low-cost deployment scheme [122], [123]. Message propa-
gation focuses on more efficient dissemination of transactions
and block messages, ensuring synchronization of consensus
results across the WBN [124], [125], [126]. Therefore, it can
be said that the main performance of WBNs is focused on
WBC, so that some researchers directly refer to WBNs by
wireless consensus networks [46], [127].

Furthermore, WBC working in 6G first needs to comply
with the communication standards of 6G, such as native
security, sustainability, ubiquitous connection, etc., to apply in
various scenarios. Current WBC performance mainly focuses
on consensus security (or consensus success rate), consensus
latency and throughput, scalability, and required communica-
tion resources. Among them, consensus security represents the
robustness of the blockchain network, and a higher consensus
success rate will maintain a more resilient 6G network when
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PPBFT =

f∑
i=0

(n− 1

i

)
(1− Ps)

iP (n−1−i)
s

f−i∑
j=0

((
n− 1− i

j

)
(1− Ps)

jP (n−1−j−i)
s

f−i−j∑
k=0

((
n− i− j

k

)
(1− Ps)

kP (n−i−j−k)
s

f−i−j−k∑
l=0

(
n− i− j − k

l

)
(1− Ps)

lP (n−i−j−k−l)
s

)))
, (9)

facing Byzantine and faulty nodes [128]. Scalability is often
related to communication overhead [36], latency and through-
put [129], [130], so it can be combined with the latter into
consensus efficiency to promote the efficient operation of 6G.
In addition, the communication resources required by WBC in
6G often involve communication costs, communication power
or energy consumption, deployment costs, etc. To summarize,
this tutorial will concentrate on the consensus performance
of WBNs within 6G, as shown in Fig. 7. It will provide a
detailed examination of how techniques such as sharding, node
deployment, and message propagation can enhance consensus
performance, including the consensus success rate, consensus
efficiency, and consensus overhead. The above content pro-
vides the basis and groundwork for Sections III-IV.

Tutorial with an Example: In this part, we present a
thorough analysis of the performance of a classic consensus,
PBFT within a 6G environment as a case study for this tutorial.
Because it has been widely used in many network fields [131],
and is favored by 6G [82], [132].

PBFT allows a maximum of Byzantine or faulty nodes f
that exist in WBNs, as long as the relationship f ≤

⌊
n−1
3

⌋
is

satisfied, where n is the total number of nodes in the WBN
[19]. Upon receiving a consensus request from the client, the
consensus process of PBFT is structured into four distinct
stages: pre-prepare, prepare, commit, and reply. Among them,
the pre-prepare stage is the primary node that broadcasts a
pre-prepare message to each replica. Additionally, the prepare
and commit stages involve n-1 and n nodes making global
broadcasting, respectively. Finally, each node feeds back to
the client the judgment result of the transaction. In accordance
with the fault tolerance threshold of PBFT, the consensus
messages received by nodes at each stage must exceed 2f .

According to the derivation in [133] and [134], the prob-
ability of reaching PBFT consensus can be expressed as
the probability product of the smooth progress of the four
stages, i.e (9). The Ps denotes the probability of successful
transmission between two nodes, and its value is related to
the wireless environment and geographical distribution. In
order to accurately characterize the performance of PBFT
in 6G wireless networks, the wireless environment involved
will consider high-frequency signals such as THz or mmWave
signals deployed in 6G [135], [136].

Furthermore, the authors assume that the consensus nodes
of PBFT also conform to PPP, with a node density λ. Subse-
quently, they randomly select a node to serve as the sending
node, establishing it as the center of a circular area with a
radius Ra within which the other receiving nodes are dis-
tributed. Based on the two-dimensional Poisson distribution,
the probability density function that describes the distance

r between the sending node and a receiving node can be
formulated as follows

f(r) =
d(r2/R2

a)

dr
=

2r

Ra2
. (10)

If the communication between any two nodes satisfies
Rayleigh fading, its SINR can be represented as

γ=
pPBFThr

−τ

σ2 + I
, (11)

where pPBFT is the node’s transmission power. Moreover, to
create a 6G environment, the value of path loss exponent τ
are adopted as 2.229 [137] and 1.7 [138], corresponding to the
0.22 THz signal and 28 GHz mmWave signal, respectively.

Next, the authors define the sensitivity of receivers for the
SINR as η. Accordingly, the average transmission success rate
between the two nodes can be expressed as follows

Ps =

∫ Ra

0

P{γ > η}f(r)dr

=
2πλ

n

∫ √
n/(πλ)

0

exp{−(σ2 + I)rτz

pPBFT
}rdr. (12)

On the basis of obtaining Ps , not only the consensus success
rate of wireless PBFT can be derived, namely (9), but also the
consensus latency can be obtained according to the following
equation [139], [140].

1− Ps = fQ

(
NTBC −NTBR+ logNTB

2

(log e)
√
NTB

)
, (13)

where fQ represents the Q function. R and C are the trans-
mission rate and channel capacity, respectively. T denotes
latency for a channel and N is the number of subcarriers,
which are closely related to the number of channels connected
by nodes, in authors set N = 1. Therefore, the first three
stages of the PBFT can be denoted as t1, since these stages
involve broadcasting messages to n − 1 nodes. Conversely,
the reply latency can be represented by t2, which is just P2P
communication. As a result, the consensus latency is

tPBFT = 3t1 + t2 = 3(n− 1)T + T. (14)

Moreover, to assess the extent to which consensus on WBN
aligns with the requirements for sustainable and low-energy
consumption in 6G, the authors evaluate the transmission
energy consumption with wireless PBFT. Specifically, the four
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Fig. 8. The success rate of Wireless PBFT in 6G. (a) The value of Ps . (b)
PBFT consensus success rate.

stages of the PBFT consensus process necessitate communi-
cations involving n − 1, (n − 1)2, n(n − 1), and n nodes,
respectively, resulting in a total energy consumption as

EPBFT = (2n2t1 − 2nt1 + nt2)pPBFT . (15)

Building upon the preceding theoretical analysis, the authors
subsequently conduct simulations to further validate the per-
formance of PBFT within a 6G wireless network. The specific
scenarios involved are divided into THz and mmWave signals.
Specifically, for the THz scenario, τ = 2.229, σ2 + I = 0.2
W, pPBFT = 1 W, B = 10 GHz, C = 80 Gbps, R = 40
Gbps; for the mmWave scenario, τ = 1.7, σ2 + I = 0.2 W,
pPBFT = 1 W, B = 800 MHz, C = 8 Gbps, R = 4 Gbps. In
addition, to explore the influence of node density and receiver
sensitivity on consensus performance, three sets of parameters
are designed for comparison in both signal scenes, namely η =
6 dB, λ = 2 nodes/m2; η = 6 dB, λ = 5 nodes/m2; η = 4
dB, λ = 5 nodes/m2.

Fig. 8 (a) illustrates the success rate Ps . It is observed that
as the number of nodes increases, the value of Ps decreases.
This trend can be explained by the principles of the PPP,
which indicate that a proliferation of nodes within a wireless
network leads to increased distances among certain nodes.
Concurrently, as these distances grow, the effects of channel
fading become more pronounced, resulting in a diminished
Ps . Additionally, a smaller η enhances the signal recovery
capability of the receiving node, thus contributing to an
increased transmission success rate. Conversely, a smaller λ
signifies a greater distance between nodes, correlating with a
reduced Ps . Moreover, under conditions where η and λ are
held constant, the performance of mmWave signals is inferior
to that of THz signals when the number of nodes is low.
However, as the number of nodes increases, the performance
of mmWave surpasses that of THz. Fig. 8 (b) shows the
consensus success rate of PBFT in 6G networks. The observed
decrease in the PPBFT value with n indicates that mmWave
and THz signals are not well-suited for communication in
long-distance wireless PBFT networks. Importantly, the results
reveal that THz signals exhibit a higher consensus success
rate in wireless PBFT networks compared to their mmWave
counterparts. This suggests that, in scenarios where the value
of n is insufficiently large, a τ within the PPP corresponds to
an enhanced consensus success rate.

Figs. 9 (a) and (b) illustrate the PBFT consensus latency
experienced at each stage under THz and mmWave signals,
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Fig. 9. PBFT consensus latency in 6G. (a) THz signals. (b) mmWave signals.
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Fig. 10. PBFT consensus energy consumption in 6G. (a) THz signals. (b)
mmWave signals.

respectively. The unit of results is as (1as = 10−18s). Both
figures exhibit similar fluctuation patterns as the values of n
change. However, in the case of mmWave signals, the PBFT
latency is two orders of magnitude greater than that observed
with THz signals. This disparity suggests that THz signals
offer greater bandwidth than mmWave signals, resulting in
higher communication rates. Furthermore, the parameters η
and λ appear to have minimal impact on latency variations.
These results suggest that the influences of receiver sensitivity
and node density can be excluded from further evaluations of
consensus energy consumption.

Figs. 10 (a) and (b) demonstrate the consensus energy con-
sumption of PBFT under THz and mmWave signals, respec-
tively. In both cases, the consensus energy consumption shows
a cubic increase trend concerning the number of nodes n.
This trend indicates that, within WBNs, energy consumption
may emerge as a critical limiting factor impacting scalability,
potentially more so than communication overhead and storage
overhead, which exhibit only a square increase concerning n
[23], [36]. Such significant growth in energy consumption di-
rectly contradicts the sustainability objectives outlined for 6G.
Moreover, in a wireless environment, blockchain devices often
face challenges in obtaining timely energy supplies, increasing
the likelihood of disconnection due to power depletion, which
adversely affects the normal operation of the WBN. Therefore,
designing a low-energy consensus mechanism for WBNs is
necessary to cope with 6G requirements.
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III. KEY TECHNOLOGIES IN WIRELESS BLOCKCHAIN
NETWORKS

In this section, we will introduce the key technologies
underpinning WBN from WBC, sharding, node deployment,
and message propagation. These elements play a crucial role in
facilitating the efficient execution, dissemination, and practical
implementation of transactions within WBN.

A. Wireless Blockchain Consensus

The consensuss mechanism is fundamental to the
blockchain system, as it enables participating nodes to add
blocks in a synchronized and unique order [17], [41], [141].
This mechanism is critical for maintaining consistency within
the network, thereby eliminating the necessity for intervention
by a trusted third party [142].

Based on the classification of blockchains, various types of
blockchains employ distinct consensus mechanisms. In public
chains, PoW is one of the most well-known early consensus
protocols, initially applied in Bitcoin, which was proposed
by Nakamoto [18]. This consensus incentivizes participating
nodes to compete in solving complex cryptographic puzzles,
with the first node resolving the puzzle assuming the role of
the leader successfully. The leader is granted the authority
to generate a new block and append it to the blockchain.
However, this mechanism has faced significant criticism due
to its substantial computational power requirements and high
electricity consumption [143], [144]. Proof of Stake (PoS)
consensus is currently being implemented in Ethereum as
a viable alternative to PoW, primarily due to its energy-
efficient properties [145], [146]. In this mechanism, the leader
responsible for generating a new block is selected through
a cryptographic random algorithm. The likelihood of a node
being chosen as the leader is proportional to the amount of
cryptocurrency it has staked. Consequently, this system intro-
duces certain drawbacks, such as the potential concentration
of resources among nodes with greater financial interests, a
phenomenon often referred to as the Matthew effect [147].
Proof of Solution (PoSo) is another prominent consensus
mechanism utilized within public chains, specifically devel-
oped to address mathematical optimization problems [148].
This approach simulates the principles of PoW by substituting
the arbitrary mathematical puzzles characteristic of PoW with
meaningful optimization challenges. Building upon the public
chains, consortium chains enhance the identity verification
process for participating nodes. In this model, authority is
distributed among multiple governing entities, thereby there is
no trust relationship between nodes [149], [150]. Unlike public
chains, the consensus mechanisms employed in consortium
chains predominantly utilize Byzantine Fault Tolerance (BFT),
which aims to achieve consistency among nodes through the
regulation and allocation of voting rights. An example is the
PBFT consensus, which features a fault tolerance threshold of
1/3 and exhibits a communication overhead of O(n2) [19].
To address the high communication overhead issue, various
strategies have been proposed, including two-layer PBFT [36]
and novel consensus such as HotStuff [151] and Vote-as-a-
Proof (VaaP) [152]. The two-layer PBFT reorganizes nodes

to achieve a communication overhead of O(n4/3). Addi-
tionally, both HotStuff and VaaP utilize threshold signatures
to disseminate transaction information, significantly reducing
communication overhead to O(n). For the private chains,
characterized by a more stringent access control mechanism,
restrict participation to members of the organization operating
the blockchain, resulting in a higher degree of exclusivity
[153]. This restricted access facilitates increased transaction
processing efficiency, as these systems are less susceptible to
Byzantine attacks [129]. Consequently, the consensus mecha-
nism employed in private blockchains typically relies on Crash
Fault Tolerance (CFT), such as Paxos [154]. It is recognized
as the first consensus to achieve strong consistency within
an asynchronous network, enabling a distributed system to
function logically as a standalone entity. Building upon this
work, Raft consensus addresses the notable disparity between
consensus theory and practical system implementation that is
evident in Paxos [20]. By decoupling the consensus phase
and ensuring consistency through stringent constraints, Raft
minimizes uncertainty in consensus processes. Consequently,
Raft has emerged as a predominant choice for consensus
mechanisms in private chains [155].

Nevertheless, the consensus mechanisms utilized across
various types of blockchains are predominantly designed for
wired environments. In WBNs, the propagation of both trans-
actions and blocks is inherently reliant on wireless channels.
As evidenced by the modeling of PBFT in a 6G environment
discussed above, factors such as path loss in wireless sce-
narios pose significant challenges to the effective operation
of these consensus mechanisms. This challenge is particularly
pronounced for consortium and private chain consensus mech-
anisms, which depend on multiple rounds of voting facilitated
through communication. In contrast, the impact on public
chain consensus is comparatively minimal, as consensus is
achieved through problem-solving processes, affecting only
the propagation of blocks after consensus attainment [156].
This is why most research efforts on WBC performance have
focused on consortium and private chains [133], [134]. To
further clarify the role of WBC in WBN, we also use PBFT as
an example to demonstrate its performance when implemented
with the IEEE 802.11 protocol [157], [158]. This protocol is
one of the standards of the wireless local area network, and is
an important basis for constructing wireless networks [159].

The consensus success rate of wireless PBFT under the
IEEE 802.11 protocol can also be evaluated according to the
derivation in (9). The sole distinction lies in the success rate
of the consensus messages transmitted within the channel. To
quantify this metric more accurately, the authors further inves-
tigate the actual PBFT traffic by evaluating the performance of
the IEEE 802.11 protocol under unsaturated traffic conditions.
Then, the probability of a node broadcasting a message in a
random time slot can be obtained [160], namely

Pr =

(
1

Ppw
+ 1 +

(W − 1)

2(1− Pt)

)−1

, (16)

where W represents the backspace window size, Ppw is the
probability that there is a packet waiting for transmission
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Fig. 11. Wireless PBFT consensus performance with IEEE 802.11. (a)
Consensus rate. (b) Consensus latency.

in the node buffer, and Pt denotes the probability that a
transmission is in progress in the channel [161]. Furthermore,
the probability of successful transmission of the consensus
message in the channel can be deduced by

Ps =
(n− 1)Pr(1− Pr)

(n−2)

1− (1− Pr)(n−1)
. (17)

Consensus latency represents another critical metric war-
ranting evaluation. Unlike the latency assessment of PBFT in
6G discussed previously, the authors incorporate the general
medium access latency associated with the IEEE 802.11 pro-
tocol involving n competing nodes. If the transfer is successful
i times, the latency can be expressed as follows [162]

t(i) = iT +
1− (1− Pr)

i − iPr(1− Pr)
i−1

Pr(1− Pr)i−1
T +

1− Pr

Pr
ts,

(18)
where ts is the idle time slot. Based on this, the latency of
pre-prepare, prepare, commit, and the consensus latency of
PBFT consensus can be obtained successively.

Furthermore, this study also points out that consensus
latency is related to view change, which is neglected in the
modeling of PBFT in 6G. A view change may occur when a
node receives multiple pre-prepare messages that contain the
same view and serial number, or when it receives a prepare
message from the primary node, even in instances where the
primary has not sent the corresponding prepare message [163].

Subsequently, the authors set the sizes of the Medium
Access Control (MAC) and Physical (PHY) headers to 24
bytes and 16 bytes, with a payload size of 1023 bytes. The
channel capacity C and transmission rate R are established at
1 Mbps. The time slot and idle time slot are defined as 20 µs
and 1 µs. Additionally, the Short InterFrame Space (SIFS) and
Distributed InterFrame Space (DIFS) durations are established
at 10 µs and 50 µs. The following simulation results are
derived based on these parameters.

Fig. 11 (a) illustrates the variation in the PBFT consensus
success rate as the number of nodes increases within this
protocol. The decline in success rate can be attributed to
the heightened probability of message collisions that occur
with an increasing number of nodes. Moreover, the figure
demonstrates the impact of the backoff window size on the
consensus success rate. As the value of the backoff window W
increases, there is a corresponding decrease in the consensus
success rate. Fig. 11 (b) depicts the relationship between the

wireless PBFT consensus latency (unit: s) and the number
of nodes n. Specifically, it illustrates the latency associated
with the prepare and commit phases, as well as the overall
consensus process. The results indicate that, as the number of
nodes increases, the latency escalates rapidly.

These findings serve as a valuable reference for optimiz-
ing the latency in the design of wireless PBFT consensus
mechanisms utilizing the IEEE 802.11 protocol. In addi-
tion, there are many modeling works on the performance
of blockchain consensus in wireless networks, such as the
fork probability analysis of WBC [164], the performance
analysis of wireless Raft consensus [155], [165], and the
comparison of the consensus performance of Raft and HotStuff
in wireless networks [166]. These works, in conjunction with
the previously discussed modeling of PBFT in 6G, not only
facilitate a comparative analysis of WBC performance across
various wireless environments but also establish a practical
foundation for optimizing WBC performance in Section IV.

B. Sharding for WBN

The intricate blockchain operations, particularly those as-
sociated with complex consensus processes, contribute to its
reduced efficiency in transaction processing. Notably, as the
number of nodes increases, the efficiency of processing trans-
actions declines significantly, thereby imposing constraints
on the scalability of the blockchain system [130], [167].
This limitation poses a substantial challenge to the seamless
integration of blockchain with 6G, which aspires to facilitate
massive communication and ubiquitous connectivity.

To enhance the scalability of blockchain, various solutions
have been proposed, including side chains [168], child chains
[169], multi-chains [84], [170], payment channels [171], [172],
and Directed Acyclic Graph (DAG) structures [173], [174].
However, the design of these chain structures is not closely
related to the characteristics of wireless network environments.
Consequently, this part will concentrate on sharding schemes
to improve the performance of the WBN and WBC, because its
performance is related to the communication and location dis-
tribution between nodes. The sharding scheme is regarded as a
significant approach to enhancing the scalability of blockchain
[63], [175]. This mechanism involves partitioning the nodes
within the blockchain network into multiple groups, referred
to as shards [176], based on specific criteria. Transactions are
subsequently divided and processed in parallel across these
shards, with consensus achieved concurrently within each
group [120]. This parallelization significantly improves the ef-
ficiency of the blockchain’s transaction processing capabilities.

Elastico [177] represents one of the earliest sharding
methodologies and offers novel approaches for enhancing
consensus performance. This framework efficiently manages
network messages and is capable of tolerating up to one-
quarter of Byzantine nodes. Following this, OmniLedger [178]
augmented Elastico by integrating Atomix, which is based
on lock validation, along with Byzcoin [179] to bolster node
validation security. Additionally, RapidChain [120] advanced
the OmniLedger model from a cross-shard perspective. In the
cross-shard PBFT and PoW shard model, [180] and [181]
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have analyzed security performance, comparing it to the non-
cross-shard model. Furthermore, several hierarchical sharding
schemes have been proposed to clarify the consensus process
of sharding to facilitate node management. Notably, [36]
introduces a two-layer PBFT sharding scheme designed to
minimize communication overhead and extend its application
to scenarios involving multiple layers. Subsequently, Hong et
al. [121], [182] have explored cross-shard transactions within
hierarchical sharding frameworks, culminating in the design
of a Pyramid structure that achieves 3.2 times the throughput
of other works. Liu et al. [183] have provided a scalable
decentralized identity (DID) management architecture for Web
3.0 by using a multi-layer sharding structure. Given that the
number of nodes within a shard is typically smaller than the
total number of nodes in the network, there exists a heightened
risk of control by colluding Byzantine nodes. Therefore, in
addition to enhancing performance, several sharding schemes
have been developed to bolster consensus security following
the implementation of sharding [184]. For example, [185] has
proposed a monitoring sharding architecture termed CoChain,
which ensures the correctness of shard consistency outcomes
through monitored shards. In addition, Zhang et al. [186]
have designed the node allocation scheme based on node
trust to avoid excessive aggregation of malicious nodes in a
certain shard. While, Zhai et al [187] work to anonymize the
nodes of the election committee in the shard, thereby reducing
Distributed Denial of Service (DDoS) attacks.

However, the application of these sharding schemes, orig-
inally designed for wired network scenarios, presents sig-
nificant challenges in 6G wireless networks due to several
issues. First, these schemes often randomly assign nodes to
each shard or focus solely on cross-shard transactions or node
trust factors, without accounting for the geographical location,
distance, and communication environment that significantly
influence node interactions in a wireless network. Second,
6G aims to achieve the goal of ubiquitous connectivity within
the SAGIN, yet existing sharding schemes struggle to accom-
modate high-speed mobile entities such as vehicles, drones,
and satellites. Third, blockchain nodes in wireless scenarios
frequently face difficulties in securing a reliable power sup-
ply, making energy consumption a critical factor that limits
blockchain scalability. There are few current sharding schemes
to improve the scalability and sustainability of blockchain in
wireless networks from the perspective of energy consumption.

With respect to the first two issues, [26], [188] offers
partial solutions. In [26], the authors integrated vehicular fog
computing to develop an efficient and stable sharding scheme
that takes into account factors such as vehicle driving direction,
speed, and geographical location. Additionally, the research
presented in [188] introduces a shard scheme that leverages
vehicle behavior in conjunction with deep reinforcement learn-
ing. For the third problem, Chen et al. [189] have designed
an energy-efficient sharding scheme for mobile IoDs from
the perspective of sustainable work. Meanwhile, Luo et al.
[190] have presented a low-energy consumption sharding for
6G wireless networks for PBFT on the basis of [134]. Below
we will use this work as an example to introduce the WBN
sharding work in 6G networks.

Node distribution

Green sharding

After sharding

Shard 2Shard 1 Shard y

Distance: d1

d 2

Committee node

w

d2 d2

Fig. 12. Green sharding scheme.

According to the simulation results of PBFT performance
in 6G, the sensitivity γ of the receiver is closely related to
SINR η. As long as γ is not greater than SINR η, then the
receiving node must be able to receive the consensus message
to ensure the smooth progress of the wireless consensus [134],
the following formula can be obtained

r ≤
(

pPBFTh

γ(σ2 + I)

)−τ

. (19)

Tthe authors further postulate that the nodes are situated
within a rectangular region characterized by a length d1 and
a width w, with a uniform distribution of nodes throughout
this area. The authors then propose a low-energy consumption
sharding design, known as Green Sharding (GS). As shown
in Fig. 12, the rectangle is evenly divided into y subregions
based on length. Each subregion corresponds to a shard, and
each shard has x nodes executing PBFT in parallel. Then y,
y, and n satisfy xy = n. Then, each shard elects a leader as
a committee node (CN). Therefore, y CNs were selected for
PBFT again to achieve global consistency.

Assume that the maximum distance for intra-shard commu-
nication after sharding is d2. This is the result of assuming
that the diagonal distance of the rectangle is approximately
the length of the rectangle. Then, the relationship between d1
and d2 can be expressed by d2 = d1

y .
Furthermore, in order to ensure the smooth progress of

wireless consensus, the following formula can be obtained
according to the inference of (19).

d1 ≤
(

pPBFTh

γ(σ2 + I)

)−τ

,

d2 ≤
(

pGSh

γ(σ2 + I)

)−τ

. (20)

where pGS is the transmitted power required by the node
after sharding. To achieve consensus by an energy-efficient
approach, it is necessary to equate the two equations in (20).
Furthermore, to eliminate interference resulting from simulta-
neous operations of different shards within the same frequency
band (FB), frequency division multiplexing is employed within
the WBN. Subsequently, based on d2 = d1

y and (20), the
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Fig. 13. Energy consumption comparison under THz signals. (a) n = 20. (b)
n = 40.

relationship between node transmission power before and after
sharding can be articulated as follows pGS = pPBFT y

−τ .
Then, according to (15), the authors obtain the consensus

energy consumption after wireless PBFT sharding, i.e

EGS =(2x2t3 − 2xt3 + xt2)pGS+

2y2t4 − 2yt4 + yt2)pPBFT , (21)

where t3 and t4 denote the average latency associated with the
first three phases of the PBFT consensus execution for each
shard and the overarching network, respectively. t2 remains
unchanged, as the latency incurred during the reply phase is
independent of the number of nodes [133] and [134]. Addi-
tionally, the authors ascertain from the performance simulation
of PBFT in 6G that the latency corresponding to the first three
phases of PBFT can be approximated as a linear function that
crosses zero concerning n. Consequently, they further express
t4 in terms of t3 y2

n . Then, x and pGS can be substituted with
n/y and pPBFT y

−τ . Thus, the consensus energy consumption
following the wireless PBFT sharding can be articulated by

EGS =

[
2

n
y4 − 2

n
y3 − 2ny−τ + 2n2y−(τ+1)

]
t3pPBFT .

(22)

The authors consider EGS as a function of y and subse-
quently compute its derivative. Notably, its second derivative
is consistently greater than zero, indicating convexity. There-
fore, when its first derivative equals zero, it allows for the
determination of the value of y that minimizes EGS . This
relationship can be expressed as follows

8

n
y3 − 6

n
y2 + 2τny−(τ+1) − 2(τ + 1)n2y−(τ+2) = 0. (23)

Once the number of nodes n is established, the values of x
and y can be derived by xy = n and (23). This node allocation
minimizes energy consumption for the GS scheme.

Drawing upon the simulation parameters for PBFT in 6G,
the authors have conducted simulations to compare the per-
formance of the GS scheme with that of both the two-layer
[36] and Pyramid [121] sharding schemes, specifically under
THz and mmWave signals. Figs. 13 and 14 respectively show
the energy consumption comparison between GS and the other
schemes, where Pyramid schemes 1 and 2 represent two and
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Fig. 14. Energy consumption comparison under mmWave signals. (a) n =
20. (b) n = 40.

three shards in WBN. Meanwhile, the simulation results are
quantified in consensus energy consumption per second for
statistical standardization purposes. Irrespective of the signal
environment and node number, the GS scheme consistently
demonstrates the lowest consensus energy consumption. This
outcome underscores its potential to support the sustainable
operation of WBN within 6G, thereby overcoming the energy
consumption limitations that impact the WBN scalability.

C. Node Deployment

When blockchain is required to effectively support wireless
network operations, such as 6G, the deployment of blockchain
becomes a critical subject. This encompasses not only the
functionality and capabilities of WBN but also incorporates
considerations regarding the associated deployment costs.

Currently, several initiatives have commenced initial efforts
toward the practical deployment of blockchain. For instance,
in [191], the authors have implemented blockchain within
smart meters to facilitate the distributed management of local
energy markets, conducting a pilot project in 18 residential
buildings in Switzerland. They have concluded that memory
requirements present a limitation to blockchain deployment.
Furthermore, Luo et al. [40] have investigated the Vehicle-
to-Grid (V2G) enabled by blockchain and developed a de-
ployment scheme for charging nodes that minimizes commu-
nication costs. Additionally, research conducted in Malaysia
regarding the use of blockchain in small building manage-
ment identified obstacles to blockchain deployment, including
technical, operational, regulatory, and economic challenges
[38]. In [192], the authors have implemented the deployment
of blockchain at the United Arab Emirates University and
evaluated network latency and bandwidth. Moreover, Tran et
al. [39] have proposed the adoption of a software frame-
work designed to automate the deployment and evaluation of
blockchain networks, thereby reducing both the threshold and
costs associated with blockchain implementation.

However, these efforts exhibit limitations in wireless net-
works, as they do not adequately account for the communica-
tion resources necessary for the operation of blockchain nodes,
nor do they consider the unique characteristics of wireless
communication scenarios. [122] represents an early wave of
research focused on the deployment of WBN nodes. In these
works, blockchain and its PoW consensus mechanism are
implemented within wireless IoT environments. The authors
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have employed a spatiotemporal Poisson distribution model
to analyze node and transaction arrival rates, subsequently
deriving the distribution of SINR, consensus success rate,
and throughput. Meanwhile, they have proposed an optimal
deployment scheme for blockchain nodes aimed at maximizing
transaction throughput, with the term “optimal” referring to
the utilization of the minimum number of consensus nodes
possible in order to reduce the costs associated with blockchain
deployment. Additionally, Onireti et al. [193] have investigated
the effective coverage of wireless PBFT in practical deploy-
ment scenarios, identifying what is termed the “viable area.”
Building upon this analysis, they optimized both the number
of nodes and the transmission power of these nodes, thereby
establishing a foundational framework for the low-cost deploy-
ment of wireless PBFT consensus mechanisms. Additionally,
numerous researchers have directed their attention toward
the practical deployment of the Raft consensus mechanism.
For instance, in [194], the authors examine the consensus
range and security performance of Raft in the presence of
malicious node interference. Concurrently, Yu et al. [140]
integrate Raft consensus within industrial IoT (IIoT) scenarios
and analyze its deployment’s effects on the number of nodes
and the reliability of wireless channels. Furthermore, [195]
facilitates the adoption of blockchain at the hardware level.
This research employs the Micro Controller Units (MCU)
to manage the operation of a network of 3-7 vehicles that
runs Raft consensus. It not only ensures the consistency and
security of the data transmitted among the vehicles but also
enables distributed synchronization of vehicle actions.

Here, we once again utilize PBFT consensus as a case study
to present a cost-effective deployment strategy for blockchain
in the IoT [123]. This approach aims to facilitate a successful
consensus while simultaneously minimizing both the number
of blockchain nodes and the transmission power of the nodes.
In this deployment scenario, the system comprises IoT nodes
(IoTNs) and blockchain nodes (BNs), as illustrated in Fig.
15 (a). The blue nodes in the figure represent IoTNs. When
valuable information is exchanged among IoTNs, it is treated
as a transaction that is transmitted via wireless communication
to the BNs, where it is confirmed and subsequently recorded
on the blockchain. To prevent communication interference
between BNs and IoTNs, which could negatively impact
consensus performance, each BN is interconnected through a
high data rate link utilizing a dedicated interface. The BNs are
organized such that there is one primary node and n−1 replica
nodes. To maximize consensus coverage, the primary node is
always positioned at the center of the circle, represented by the
orange node in Fig. 15 (b), while the remaining green nodes
serve as replicas, and the curve is the node’s coverage area.
In addition, these BNs are also subject to PPP.

First, the authors determine the minimum number of BNs
to meet IoTNs throughput requirements. They define the
maximum throughput TTPS required by the user. According to
[122], it can be expressed as TTPS = NαtPBFTLPBN , where
N is the number of IoTNs, α denotes the transaction arrival
rate, L and PBN represent the packet length and the successful
rate of BNs receiving the message. Then, the authors give an
expression for PBN ,

(a) (b)

Fig. 15. The low-cost blockchain node deployment. (a) IoTNs. (b) BNs.
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Fig. 16. The deployment cost of Wireless PBFT consensus. (a) Number of
IoTNs vs number of BNs. (b) Number of BNs vs total power of the entire
WBN.

PBN = 2π(n− 1)dI,B

∫∫
Ω

1

Ω
exp

(
− k

Ω
πd2I,B

)
dΩ, (24)

where dI,B is the mean distance between IoTN and the nearest
BN. Ω is the communication area of the primary node.

However, owing to the complexity of the (24), deriving the
value of n through it and TTPS proves to be challenging.
Consequently, the authors initially define the search region
for the value of n and subsequently seek its optimal value
within this defined region. The process for determining n can
be organized into the following three steps.

(1) Begin by setting the initial value of n as n0. If
NαtPBFTLPBN < TTPS , then update n0 to 2n0 and reeval-
uate the relationship between NαtPBFTLPBN and TTPS .

(2) Define a = n0

2 , b = n0, and express n0 = (a+b)
2 . If

NαtPBFTLPBN < TTPS , set a = n, and conversely, if the
condition is not met, assign b = n.

(3) Iterate through Step (2) until the |b−a| < ε is satisfied,
where ε denotes an infinitesimally small value. The final value
of n obtained at this stage represents the minimum number of
blockchain nodes required to meet the throughput condition.

Furthermore, the authors optimize the transmission power of
these nodes. By the 1/3 fault tolerance threshold of PBFT, the
communication range of the primary node needs to encompass
2f replicas. Consequently, referencing the findings presented
in [193], the transmission power of the BN can be articulated
as pBN = η

KRr
τ , where Rr is the communication radius

between replicas, and K represents a constant associated with
antenna characteristics and channel attenuation.

Then, the authors simulate the proposed low-cost BNs
deployment scheme with L = 256 bits, α = 1800 per second,
η = −84.5 dBm, K = 1, τ = 4, Rr = 1000m, ε = 0.01.
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Initially, the authors have investigated the relationship between
the number of IoTNs and BNs, setting the upper throughput
limits TTPS for IoT at 10 Mbps and 20 Mbps, respectively,
as depicted in Fig. 16 (a). In the scenario where TTPS = 10
Mbps, it is observed that as the number of IoTNs gradually
approaches approximately 15,000, the growth rate of BNs
begins to decline. This phenomenon occurs because, as the
IoT throughput approaches the established upper limit, there
is diminished reliance on increasing the number of BNs to
enhance overall throughput. A similar trend is noted for the
case of TTPS = 10 Mbps. Collectively, these simulation
results demonstrate that it is possible to achieve a minimum
number of BNs sufficient to meet the throughput requirements
of the IoT. Additionally, the total power consumption (unit:
W) of the entire WBN is analyzed, and the deployment
strategy is compared with the traditional approach. In the
proposed scheme, each BN is heterogeneous; that is, each BN
can operate at different transmission power levels while only
needing to satisfy the node coverage requirements. In contrast,
the traditional method employs uniform power levels for all
BNs, resulting in significant energy waste. The simulation
results, illustrated in Fig 16 (b), demonstrate the advantages
of the proposed scheme in terms of power efficiency.

D. Message Propagation

Message propagation within blockchain networks comprises
two types of messages: transactions and block data. The propa-
gation rates of transactions reflect the operational efficiency of
the blockchain system [196], while the timely dissemination of
block data is critical for ensuring information synchronization
across networks. This widespread and rapid diffusion of infor-
mation establishes the decentralized foundation of blockchain.

Efficient propagation, also referred to as broadcast proto-
cols, fulfills two additional functions in blockchains. First, it
facilitates the implementation of consensus mechanisms, as
many consensus processes depend on broadcasting for vote
aggregation. Consequently, efficient broadcast protocols ac-
celerate the consensus process [197]. Second, these broadcast
protocols assist in addressing the network splitting problem
that can arise in blockchain environments [41]. In instances
where nodes diverge, effective broadcast protocols can inter-
vene to maintain the consistency and integrity of the network.

Furthermore, propagation protocols can be categorized into
structured and unstructured protocols based on the under-
lying network architecture. A quintessential example of an
unstructured broadcast overlay protocol is Gossip [198], which
is utilized in the Bitcoin network. This protocol employs
flooding that compels each node within the network to relay
transactions to a greater number of peers. While this approach
enhances message dissemination, it simultaneously increases
network load and diminishes overall throughput. To address
this limitation, Erlay [199] integrates a low fan-out flooding
strategy with a harmonic approach, achieving an 84% reduc-
tion in bandwidth consumption compared to the traditional
Gossip protocol employed by Bitcoin. However, in highly
dynamic environments, Erlay may encounter challenges. Ad-
ditionally, building upon the Gossip, Saldamli et al. [200]

take into account the existence of faulty nodes and propose
an improved Gossip protocol for blockchain networks. This
protocol incorporates a fault detection system and a self-
healing method that the authors have developed. In comparison
to unstructured broadcast protocols that offer extensive cov-
erage, structured broadcast protocols demonstrate enhanced
efficiency. Kadcast [126], [201] organizes nodes within a
blockchain network into a Kademlia distributed hash table
(DHT) [202], facilitating efficient message propagation with a
remarkable success rate of 99%. Additionally, Urocissa [203]
addresses the issue of latency heterogeneity by maintaining
Multiple Minimum Latency Broadcast Trees (MLBTs), which
effectively reduces block relay times and acknowledgment
latency. Today, there are semi-structured broadcast protocols
that combine the best of both. For example, Wang et al. [204]
introduce Swift, a dynamic topology adjustment method that
employs unsupervised learning and greedy algorithms. This
approach enables nodes to select optimal neighbors for data
transmission, thereby minimizing propagation hops.

In addition to optimizing network topology, compressing
the size of propagating information constitutes a critical strat-
egy for enhancing the efficiency of message propagation in
blockchain networks. Zhao et al. [205] focus on transaction
data within the Ethereum network and developed a hybrid
compact block (HCB) framework to minimize the transmitted
data volume. This approach has been shown to reduce prop-
agation latency by more than fifty percent in comparison to
the block propagation scheme in Ethereum. Furthermore, this
research team proposes that the block body can be transmitted
without prior verification during the propagation phase [206],
thereby enhancing network throughput without compromising
security. This approach effectively eliminates the dependency
of propagation time on the number of transactions contained
within the block, thereby facilitating greater scalability.

Building upon the principles of low latency and high
throughput, the researchers optimized various performance
metrics of message propagation in different network envi-
ronments, including high fault tolerance, high consistency,
and energy efficiency [125]. To achieve high fault tolerance,
the MERCURY protocol [207] employs a secure virtual co-
ordinate system (VCS) that ensures robust coordinate as-
signment for each node, thereby resisting potential attacks.
Simulation results indicate that this protocol achieves lower
latency and demonstrates superior propagation efficiency even
in the presence of 49% malicious nodes. Regarding high
consistency, the NefSBFT protocol [208] capitalizes on the
intermittent connectivity of nodes and the social characteristics
associated with frequent network partitioning to facilitate
message multicast. It enables effective transaction ordering
and block validation, thereby contributing to efficient con-
sensus achievement. For energy efficiency, Luo et al. [61]
built a broadcast energy consumption model, thereby building
a minimum-energy broadcast tree for blockchain networks.
This method has superior energy efficiency advantages over
traditional structured or unstructured broadcasting.

However, in 6G wireless networks, the above propagation
protocols encounter new challenges. The instability of wireless
channels can disrupt the message propagation process, thereby



19

adversely affecting the broadcast performance of the network.
Furthermore, the anticipated ubiquitous connectivity and high-
speed mobile communication environments of 6G involve a
diverse array of new communication devices, such as vehicles,
satellites, and drones, which exhibit greater dynamism and
uncertainty compared to the static base stations of traditional
networks. Consequently, these nodes will frequently join or
leave the WBN, interrupting the normal propagation process
within the network. This is particularly problematic for struc-
tured propagation protocols that rely on broadcast trees. When
a node goes offline, its connected counterparts become unable
to receive new transactions and block data [209].

In this regard, we introduce an efficient propagation proto-
col, designated as DHBN [210], tailored for highly dynamic
and heterogeneous wireless networks. The authors provide a
preliminary discussion on the challenges associated with nodes
joining and exiting the WBN at high frequencies.

This protocol categorizes nodes into three distinct types:
the full node (FN), coordinated node (CN), and dynamic
node (DN). The FN typically corresponds to the base stations
operated by network service providers, possessing abundant
resources in terms of bandwidth, storage, and computational
capacity. CNs include roadside units and access routers, which
exhibit relative stability in network connectivity. Such nodes
have the dual capability of both requesting services from
other nodes and acting as service providers themselves. DNs
encompass mobile vehicles and smartphones, characterized
by high levels of dynamism as they may join or exit the
network at any time. Although dynamic nodes possess certain
computational and storage capabilities, they primarily rely on
advanced nodes for service provision.

These three types of nodes collectively establish a three-tier
model for the network. To facilitate the identification of the ap-
propriate layer for each node, the corresponding label informa-
tion is assigned at the time of the node’s initial connection to
the network. This assignment process can be executed within
a Trusted Execution Environment (TEE) [211], ensuring the
accuracy of the node’s identity. Nodes are intended to form
MLBT exclusively with other nodes within their respective
layers, while message propagation between different layers
occurs through random connections. When a new message
ascends to the next layer, it disseminates rapidly through the
tree network established within that layer. This hierarchical
structure minimizes the necessity for frequent reconfiguration
within a structured network topology, accommodating the
presence of highly dynamic nodes.

Following the construction of a hierarchical network model,
the authors define the order of the MLBT as the number of
children directly connected to the root node. Each time an
additional node is integrated into the tree, the order increases
by one. As a consequence, they designate this configuration
as the Minimum Latency Broadcast Full Tree (MLBFT), as
shown in Fig 17. Subsequently, the authors designate the
MLBFT of order i as T (i), and the total number of nodes
is 2i. Within such an MLBFT, any node and its corresponding
subtree are capable of forming a new MLBFT. Then, in T (i),
there are 2i−j−1 existing sub-MLBFTs designated as T (j).
Therefore, the probability that an arbitrary node in T (i) is the

r
(a) T(2) (b) T(3)

(c) T(4)

Fig. 17. The different orders for MLBFTs.
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Fig. 18. Propagation latency comparison. (a) Number of nodes that
successfully received blocks. (b) Scalability.

root node of T (j) is

Pj =
2i−j−1

2i
. (25)

If the root of a sub-MLBFT goes offline unexpectedly, it
results in the formation of j independent MLBFTs, denoted
as T (0), T (1), T (2), . . . , T (j− 1). Upon the reconnection of
these independent subtrees to the original MLBFT, a random
node within the tree is selected to establish a connection.

Next, the authors have conducted simulations to evaluate
the performance of the DHBN protocol and compare it with
the Gossip and Urocissa protocols. The maximum capacity for
MLBFT is set to 50, 30, and 10 nodes for the FN, CN, and DN
layers, respectively, and the total number of nodes is 300, with
the block size configured at 1 MB. Fig. 18 (a) illustrates the
relationship between the propagation latency and the number
of nodes that successfully received blocks. The simulation
assumed a dynamic environment where 10% of the nodes
in the WBN change every second, either exiting or joining
the network. The measurement results demonstrate the supe-
rior latency performance of the DHBN protocol in dynamic
heterogeneous networks, resulting in 12% and 14% more
signatures compared to the Urocissa and Gossip protocols,
respectively. Fig. 18 (b) illustrates the variations in scalability
among the three protocols as the number of DNs increases.
As the proportion of dynamic nodes rises, the average latency
experienced by all three protocols also increases. However,
the performance advantage of the DHBN protocol continues
to expand.
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IV. PERFORMANCE OPTIMIZATION IN WIRELESS
BLOCKCHAIN NETWORKS

This section concentrates on performance optimization for
WBNs. As discussed in Section II-C, several key technologies
within WBN are primarily designed to enhance the functional-
ity of WBC, thereby improving the overall performance of the
WBN [212], [213]. Based on the findings presented in Section
III and a comprehensive summary of WBN performance
optimization provided in Tables II and III, we categorize the
optimization of WBN performance into three distinct aspects:
consensus success rate, consensus efficiency, and consensus
overhead, to guide the subsequent tutorial.

A. Consensus Success Rate

The consensus success rate, often referred to as consensus
security [36], [190] reflects the resilience of consensus mech-
anisms within WBN against Byzantine and faulty nodes. The
technical approach to enhancing the consensus success rate in
WBN primarily encompasses two dimensions: first, improving
the adaptability of consensus mechanisms to wireless channels
to mitigate the impact of wireless network instability on the
consensus success rate. Second, refining the consensus process
of WBC, including integrating cryptographic techniques to
bolster fault tolerance against Byzantine and faulty nodes.

Next, we present several typical optimization schemes cat-
egorized by consensus types. The first category is voting-
based consensus, commonly utilized in consortium and private
chains, with notable examples including PBFT and Raft.
Second, some studies have discussed the block propagation
success rate of public chain consensus represented by Proof
of X in wireless networks.

For the PBFT, in the study by [226], the authors intro-
duce a novel three-stage consensus for PBFT, specifically
tailored for less reliable communication channels within the
IoV. This mechanism addresses challenges posed by potential
inaccuracies in local sensor readings. The proposed frame-
work comprises veto collection and gossip stages, meticu-
lously designed to accommodate the stringent and multifaceted
demands associated with vehicle mobility. Simulation out-
comes indicate that this enhanced consensus remains effective
even under suboptimal wireless communication conditions and
scenarios involving faulty vehicles. While the SCBC repre-
sents a committee-based consensus mechanism specifically
engineered for Byzantine fault-tolerant protocols [234]. This
mechanism encompasses three core components: a robust
committee selection algorithm, a highly scalable consensus
algorithm, and an efficient consensus-supporting threshold
signature scheme. These elements collectively enhance the
security and scalability. A security analysis demonstrates that
SCBC is resilient against many attacks and exhibits a com-
mendably high consensus success rate. In [237], Zhou et al.
have proposed an innovative framework for implementing the
PBFT consensus mechanism within wireless cellular networks.
They have assumed a scenario where the network infrastruc-
ture is predicated on BSs, with nodes relying exclusively
on these base stations for communication. Consequently, the
effective coverage area of each base station plays a pivotal

role in determining the likelihood of a random node accurately
decoding received signals, which directly impacts the success
rate of achieving PBFT. The authors employed the PPP on a
two-dimensional plane to model the spatial distribution of both
base stations and nodes. By conducting a thorough coverage
probability analysis, they were able to derive the success
probabilities for both uplink (from nodes to base stations)
and downlink (from base stations to nodes) communication
channels. Simulation results collectively demonstrated that
the integration of base stations into the PBFT significantly
enhances the consensus success rate, thereby underscoring the
potential benefits of leveraging cellular network infrastructure
for improving Byzantine fault tolerance mechanisms. For this
consensus, it is particularly important to resist FBS attacks.

For the Raft, in [218], Cao et al. have introduced a two-hop
Raft consensus, to enhance its applicability in distributed sys-
tems with geographically dispersed nodes. Specifically, it ad-
dresses the challenge of distant nodes communicating with the
leader by incorporating intermediary one-hop nodes, thereby
facilitating efficient information exchange across larger dis-
tances. This modified Raft consensus mechanism holds par-
ticular relevance for IoV applications, where it can facilitate
autonomous decision-making processes among vehicles by
ensuring timely and accurate consensus. Simulation-based
evaluations presented in the work reveal that the proposed two-
hop Raft outperforms the traditional Raft consensus in consen-
sus success rate. In [222], the authors posit that the consensus
performance within WBN is predominantly influenced by the
reliability of wireless channels, which are stochastic and con-
strained by limited communication resources. Consequently, to
augment the consensus performance of wireless Raft, they em-
phasize the necessity for a judicious communication resource
allocation strategy. The authors delve into an investigation
aimed at identifying the optimal number of nodes of consensus
success rate performance under these constraints. Through
rigorous derivation and subsequent simulation-based valida-
tion, their findings substantiate the assertion that strategic
allocation of communication resources significantly enhances
the consensus success rate within WBN environments, thereby
contributing to more robust and reliable distributed consen-
sus operations. Moreover, Buttar et al. [223] examine the
implications of interference and impersonation attacks within
wireless Raft networks. Employing stochastic geometry, they
derive closed-form expressions for the coverage probabilities
associated with both uplink and downlink transmissions. These
probabilities are correlated with the consensus success rate
of Raft. Then, in response to the above attack scenarios,
the authors propose an innovative countermeasure whereby
the receiving node utilizes the path loss characteristics of
the transmitting node as a unique fingerprint. This approach
facilitates the implementation of a binary hypothesis testing
mechanism to mitigate the effects of attacks. Simulation out-
comes corroborate the efficacy of this method, demonstrating a
notable improvement in the consensus success rate for wireless
Raft networks under adversarial conditions.

For these voting-based consensus mechanisms, Luo et al.
[227], [236] have conducted an analysis highlighting the crit-
ical reliance on multi-round communication processes, which
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TABLE II
SUMMARY OF WBN PERFORMANCE OPTIMIZATION

Year Ref. Contributions Concerned
performances

2019 [193] Study the coverage of wireless PBFT, and save the consensus
overhead by optimizing node numbers

Energy consumption, de-
ployment cost

2019 [122] Optimize the number of consensus nodes and transmit power
in wireless IoT supported by PoW consensus

Energy consumption, de-
ployment cost

2020 [34] Design a Proof of Communication (PoC) consensus for single-
hop wireless networks with times complexity O(log n)

Consensus latecny

2020 [214] Optimize the mining energy consumption when wireless mobile
nodes works in PoW consensus Energy consumption

2021 [215]
Based on [34], present a new consensus named Fault-Tolerant
PoC (FTPoC) for wireless networks with times complexity
O((f + 1) log n)

Consuses success rate,
consensus latecny

2021 [216]
Propose wChain by using archical spanner as communication
backbones to achieve efficient fault-tolerant consensus for mul-
tihop wireless networks with times complexity

Consensus success rate,
consensus throughput

2022 [217] Present an energy-efficient and efficient consensus mechanism
for multi-hop wireless IoT using a spanner

Consensus success rate,
consensus latency, en-
ergy consumption

2022 [218] Design a fast and efficient two-hop Raft consensus for IoV by
consensus and communication jointly optimization

Consensus success rate,
consensus latency

2022 [219] Present a fault-tolerant consensus for mobile wireless networks
is optimized by non-orthogonal multiple access (NOMA) Consensus latency

2023 [156] Model the energy consumption and block confirmation proba-
bility of PoW consensus in wireless networks

Consensus success rate,
energy consumption

2023 [220] Propose a double auction mechanism of transaction costs for
mobile WBN nodes

Communication cost, en-
ergy consumption

2023 [221]
Based on broadcast communication and Channel competition,
propose a Proof of CHannel (PoCH) consensus for single-hop
wireless networks under an adversarial SINR model

Consensus success rate,
consensus latency and
throughput

2023 [222]
Design an optimal allocation scheme of communication re-
sources for wireless Raft consensus, and study the optimal
nodes numbers

Consensus success rate,
consensus latency, de-
ployment cost

2023 [223] Use the path loss of the sending node as a fingerprint to improve
the security of wireless Raft when attacked by malicious nodes Consensus success rate

2023 [224] Present an efficient Byzantine fault-tolerant consensus for ma-
jority problem in edge wireless networks

Consensus success rate,
consensus latency

2023 [225] Based on [34], use multi-agent reinforcement learning to im-
prove the consensus success rate of PoC consensus Consensus success rate

2023 [226] Combine veto collection and Gossip to design an improved
three-stage reliable PBFT consensus for IoV Consensus success rate

2023 [227]
Propose a Symbiotic PBFT (S-PBFT) consensus based on
cognitive backscatter communication and symbiotic communi-
cation for wireless PBFT

Consuses success rate,
energy consumption

2024 [123] Provide a low-cost node deployment solution for IoT supported
by wireless PBFT consensus

Energy consumption, de-
ployment cost

2024 [158]
Consider the contention of non-consensus nodes for wireless
channels, optimizing the transaction arrival rate and contention
window size in wireless PBFT consensus

Consensus success rate,
consensus latecny

2024 [189] Design a sustainable and low energy consumption sharding
scheme for PBFT-based IoD

Consensus latency and
throughput, energy con-
sumption
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TABLE III
CONTINUING FOR THE SUMMARY OF WBN PERFORMANCE OPTIMIZATION

Year Ref. Contributions Concerned
performances

2024 [190] Optimize the energy consumption of PBFT consensus by shard-
ing in 6G wireless networks

Consensus latency and
throughput, energy con-
sumption

2024 [228] Design a low-latency and reliable Byzantine fault-tolerant con-
sensus Protocol (LRBP) for single-hop wireless networks

Consensus success rate,
consensus latency and
throughput

2024 [229] Considering node entry and exit, propose an adaptive Raft
consensus to enhance its robustness in wireless networks Consensus success rate

2024 [230] Design a Byzantine fault-tolerant over-the-Air Consensus (Air-
Con) for WBN based on over-the-Air Computation (AirComp)

Consensus success rate,
communication cost

2024 [231]
Use the distributed randomized multi-channel communication
algorithm to achieve BFT consensus in the abstract media
access control (MAC) layer of wireless networks

Consensus latency

2024 [232]
Based on digital twins, construct a virtual static consensus
space for IoD, and propose a Proof of Network Coding (PoNC)
consensus

Consensus success rate,
consensus latecny

2024 [233]
Optimize the leadership election process of wireless Raft con-
sensus and design a robust consensus named RoUBC for the
mobile WBN,

Consuses success rate,
consensus latency and
throughput

2024 [234]
Design a scalable credible-committee-based blockchain con-
sensus (SCBC) to suppress broadcast redundancy and improve
consensus efficiency for multi-hop wireless networks

Consuses success rate,
consensus latency and
throughput

2024 [235] Present a consortium blockchain based on Quorum for 6G
wireless networks and optimize its scalability

Consensus latency and
throughput

2024 [236]
Based on [227], propose the Symbiotic Blockchain Consensus
(SBC) by further extending the method to almost consensus
that relies on broad voting

Consuses success rate,
consensus latency, com-
munication cost, energy
consumption

2024 [237] Use a novel timeout mechanism and combine with the base
station to improve wireless PBFT consensus

Consuses success rate,
consensus latency and
throughput, communica-
tion cost

2025 [238] In the interference environment, design a jamming-resilient
distributed four-stage consensus Consuses success rate

exposes such mechanisms to the unstable channels prevalent
in wireless network environments. To address this challenge,
the authors cleverly combined WBN with symbiotic com-
munication, using backscattering technology to design a new
paradigm called SBC Within this symbiotic communication, a
secondary transmitter (STx) is empowered to convey messages
with minimal energy expenditure by harnessing the radio
frequency (RF) signals broadcast by a primary transmitter
(PTx). Reciprocally, the STx enhances the communication
reliability of the PTx through the provision of multipath
gain, thereby establishing a mutually beneficial exchange that
optimizes resource utilization. The authors have demonstrated
its universal applicability by enabling 6 PBFT-like and 4
RAFT-like consensus. Simulation results show that SBC can
increase the consensus success rate of PBFT-like and RAFT-
like by 54.1% and 5.8%, respectively.

For consensus mechanisms akin to Proof of X, which
eschew reliance on iterative communication rounds in favor
of deterministic puzzle-solving to ascertain block legitimacy,
such as PoW [18] and PoSo [148]. As a result, researchers
have redirected their optimization efforts towards enhancing
the block propagation success rate as a means to bolster
the consensus success rate within WBN [156]. A case in
point is the wChain framework devised by Xu et al. [216],
which addresses the issue of block propagation within multi-
hop wireless networks. This architecture ingeniously employs
a spanner as its communication backbone, thereby ensuring
robust block propagation performance. This design enables
WBN to maintain consistency despite the failure of up to half
of the nodes. Furthermore, the research team extended their
innovation to single-hop wireless networks by introducing a
novel consensus termed PoCH [221]. It adeptly adapts the
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adversarial SINR environment, selecting the most advanta-
geous propagation channel for block transmission based on
real-time assessments. Such channel selection significantly
enhances the resilience and efficacy of block propagation,
thereby contributing to an elevated consensus success rate in
potentially unstable wireless environments.

B. Consensus Efficiency

Consensus efficiency includes consensus latency and
throughput, the former represents the time required to reach
consensus, and the latter represents the ability of WBN to
process transactions.

In the pursuit of this performance enhancement, the con-
struction of an efficient block propagation framework emerges
as a pivotal strategy, exemplified by contributions such as
the wChain protocol and PoCH consensus. In [219], the
authors integrate Non-Orthogonal Multiple Access (NOMA)
to streamline the consensus process and mitigate latency. This
approach bears resemblance to the integration of symbiotic
communication techniques outlined in [227] and [236], under-
scoring a shared trend towards harnessing advanced commu-
nication technologies to augment consensus efficiency.

In [229], Yu et al. address the dynamism of nodes within
wireless networks, that nodes may dynamically join or depart,
thereby potentially compromising the efficacy of communica-
tion protocols tailored to the original protocol. To counteract
these challenges, the authors leverage the Raft consensus
algorithm as a case study, incorporating a node-counting
module managed by clients. This innovation ensures that
candidates possess accurate knowledge of the total node count
prior to initiating the leader election phase. Moreover, they
achieve state synchronization via the implementation of a log
synchronization phase. In tandem with this, they devise a
sophisticated node joining and exiting mechanism grounded
in a routing protocol akin to Ad-hoc On-demand Distance
Vector (AODV) [239]. This design facilitates the maintenance
of consensus consistency even amidst dynamic changes in
node states, thereby enhancing the resilience and adaptability
of the network to topological shifts. Finally, simulation results
show that the adaptive Raft consensus has a lower consensus
latency than the original design.

It is also a technical path to improve consensus efficiency to
realize batch forwarding of blocks based on network coding.
This approach is exemplified in [228], where the authors
introduce the LRBP consensus. It leverages the bulk forward-
ing capabilities of stochastic linear network coding to ensure
reliable and efficient block transmission across the network.
This integration not only optimizes bandwidth utilization but
also enhances resilience against packet losses and network
congestion. The simulation results presented substantiate the
rationality and effectiveness of the proposed scheme, demon-
strating significant improvements in both throughput and under
varying network conditions. In a parallel endeavor, Luo et al.
[232] have developed the PoNC consensus, which capitalizes
on the intrinsic network coding capabilities of nodes within the
IoD. This consensus is adept at identifying the optimal routing
node, termed the ”coder”, thereby enhancing path transmission

and data dissemination efficacy. Through simulations, it has
been demonstrated that PoNC significantly outperforms con-
ventional mechanisms in network throughput and consensus
latency, underscoring its potential as a transformative solution
for next-generation wireless networks.

In addition, the leader node in the blockchain consensus
plays the role of opening the consensus and collecting the
opinions of other nodes. Once it does not work properly,
the steps to re-elect the leader, such as view change [158],
will be initiated. Therefore, a stable and robust leader is
essential for consensus efficiency. In [34], [215] the authors
introduce a PoC consensus tailored for wireless networks,
which incorporates crucial leadership selection procedures.
This protocol employs robust listening signals to identify the
most active node as the leader, thereby ensuring consensus
consistency with relatively low time complexity. Building
upon this foundation, the research team further devises an
anti-interference consensus framework encompassing stages
such as leader election, leader broadcast, leader aggrega-
tion, and leader announcement [238]. By determining the
leader through a competitive process, the proposed mechanism
achieves asymptotically optimal time complexity for reaching
consensus. Meanwhile, Wang et al. [233] have devised an
efficacious and robust leader election mechanism tailored for
the Raft consensus within Flying Ad Hoc Networks (FANET),
specifically addressing the challenges posed by substantial
packet loss prevalent in such networks. This leader election
strategy ingeniously integrates multi-criteria decision-making
processes with a link prediction algorithm to enhance re-
liability. Empirical evaluations indicate that their proposed
scheme markedly outperforms the conventional Raft approach,
achieving a noteworthy improvement in consensus efficiency
by approximately 25%.

C. Consensus Overhead
Consensus overhead represents the cost of the actual deploy-

ment of the WBN, and typically includes consensus energy
consumption, communication cost, and node deployment cost.

A tailored sharding scheme for WBN emerges as a potent
solution to mitigate consensus energy consumption and reduce
communication overhead [26], [36]. For instance, in [190],
Luo et al. have proposed GS scheme for wireless PBFT
consensus demonstrating its efficacy in minimizing energy
expenditure during the consensus process while concurrently
optimizing communication cost. Building upon this ground-
work, Chen et al. [189] have advanced the concept by de-
veloping SusChain, a sustainable sharding scheme specifically
for a mobile wireless network, IoD. This innovation not only
excels in promoting energy sustainability but also boasts an
exceptionally low storage overhead, thereby enhancing the
overall network environmentally friendly.

Moreover, the SBC framework delineated herein leverages
the unique attributes of symbiotic communication, employing
the passive backscatter communication modality to supplant
active communication modes that consume [240]. This strate-
gic substitution substantially mitigates both communication
overhead and consensus-related energy expenditure. Simula-
tion evidence presented in [236] corroborates this assertion,
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revealing that the proposed methodology effectively dimin-
ishes the consensus energy consumption for PBFT-like and
Raft-like consensus by 9.2% and 23.7%, respectively.

Regarding the deployment costs associated with nodes, the
work in [193] delineates the coverage range of wireless PBFT
consensus nodes and proffers an optimization strategy for node
transmission power. In a related study, Sun et al. [122], delve
into the optimal configuration of consensus nodes within a
wireless IoT empowered by PoW, aiming to minimize the req-
uisite number of consensus nodes while ensuring the requisite
throughput for IoT applications. Additionally, [123] elaborates
on an optimized scheme concerning both the number of nodes
and their respective powers when employing PBFT consensus,
with comprehensive details provided in Section III-C.

V. WIRELESS BLOCKCHAIN NETWORKS FOR
HRLLC IN 6G

A. Fundamentals of HRLLC

HRLLC in 6G represents an extension of the URLLC within
5G [241]. This evolution underscores a stringent mandate
for both elevated levels of communication reliability and
minimized latency thresholds. Within the intricate architecture
of wireless networks, latency is a multifaceted phenomenon
influenced by several pivotal components. They are the net-
work management strategy, signal processing schemes such
as the modulation and coding of the end-to-end part, and the
propagation latency of the signals in the network [242].

In alignment with the IMT-2030, hyper-low latency re-
quirements necessitate adherence to a stringent range of 0.1
to 1 ms [71]. This benchmark is instrumental in facilitating
the realization of 6G use cases. Meanwhile, 6G essentially
requires a hyper-reliable network foundation. In particular, for
mission-critical applications such as autonomous vehicles and
industrial automation, the network must concurrently satisfy
stringent reliability standards from 10−5 to 10−7 [71], while
concurrently achieving the aforementioned hyper-low latency
objectives. It is this synergistic fulfillment of hyper reliability
and low latency that constitutes the cornerstone of HRLLC.

B. Applications of WBN in HRLLC

While addressing the hyper-low latency requirements of the
6G, blockchain technology assumes a three-faceted role. First,
it ensures an elevated communication success rate within the
network, thereby mitigating the likelihood of message trans-
mission failures and consequent re-transmissions that would
otherwise exacerbate communication duration. Additionally,
as delineated in Section IV, performance optimizations for
consensus mechanisms contribute to a reduction in the oper-
ational latency associated with consensus processes, thereby
aligning more closely with the stringent latency demands
of 6G wireless networks. Concurrently, within the realm of
wireless networks, the integration of NFV [243], MEC [244],
AI [245], [246], and others underpinned by a WBN, facilitates
not only the secure deployment of these technologies, but also
enhances their robustness. This augmentation accelerates the
communication processes to 6G wireless networks. According
to the conclusion of many works, the deployment of WBNs

in wireless environments is instrumental in realizing and
supporting the hyper-low latency communication essential for
6G advancements [247], [248].

It is expected that WBN will support HRLLC needs in
various wireless scenarios, especially Connected and Au-
tonomous Vehicle (CAV), industrial automation, telemedicine,
and more. Such scenarios have extremely strict requirements
on communication reliability and latency. For CAV, consen-
sus between vehicles will break through the performance
bottleneck of traditional centralized management, and rely
on self-decision-making to determine the next driving route
efficiently and reliably. Zhang [249] has proposed Wireless
Distributed Local Consensus (WDLC), which enables driving
decisions to require notification and consent from other nearby
vehicles to avoid conflicts and collisions between vehicles. For
industrial automation, the reliable decision-making blockchain
provides is essential for industrial production. In addition,
smart contracts can also be used to automate product pro-
duction, thereby improving production efficiency. In [250],
the authors look forward to the benefits of WBN combined
with 6G for industrial automation. For telemedicine, it aims
to provide patients with the most convenient and lowest-
cost medical services across space constraints. Since medical
privacy data and even surgical decisions are involved, the data
and processes involved in telemedicine have raised various
concerns in real-time and reliability. Ahmed et al. [251] have
designed a blockchain-based telemedicine service for COVID-
19 to improve patients’ medical experience by providing a
transparent and secure platform for storing patient data.

C. A Case Study: A WBN-driven IoV
In this part, we take IoV as an example to introduce how

CAVs work independently based on blockchain to show the
supporting role of WBN for HRLLC communication in 6G.

Currently, many of the emerging AI-based CAVs are consid-
ered far less reliable than real-world requirements and hardly
considered usable. Meanwhile, in recent years, traffic accidents
caused by automatic driving false alarms have caused multiple
catastrophic consequences for road users [252]. Therefore,
a more comprehensive solution is needed to improve the
reliability of CAVs to enable L4 and above levels of automated
driving. At these levels, human intervention and processing
time need to be minimized. WBC can solve the above prob-
lems, which can not only make the autonomous decision-
making between CAVs to avoid human interference, but also
prevent the conflict between intelligent sensors from leading
to unreliable decision-making through fault tolerance [253].

In [254], the authors have proposed the Perception-
Initiative-Consensus-Action (PICA) protocol based on the
WBC to construct driving decisions for CAVs. In this protocol,
the initial Perception is based on local sensor acquisition, such
as Lidar, mmWave radar and cameras. Following that, the CAV
makes a request based on Perception, the Initiative, which is
then sent to the IoV for a joint decision, that is Consensus.
Finally, the CAV executes the result of the WBC, namely the
Action. Obviously, under this scheme, the driving strategy of
the CAV is no longer determined by itself, but involves the
adjacent CAVs in the IoV.
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Consensus requester
initiates the decision to join
the right lane

Consensus node that
provides joint decision for
lane changing

Node that synchronizes with
the consensus result but
does not join the decision

Fig. 19. WBC for the traffic decision with PICA protocol.

Fig. 19 illustrates a scenario wherein an autonomous truck
initially perceives its surroundings and subsequently pro-
poses a lane-change maneuver to the right, seeking validation
through a WBN comprised of proximate vehicles to ensure
maximal safety. While the truck itself deems the action as safe
to initiate, neighboring vehicles may perceive the situation dif-
ferently and convey dissenting opinions or negative feedback
within the WBN. The definitive authorization for the truck’s
intended movement is contingent upon corroborative verifi-
cation from these adjacent vehicles, which have collectively
established their own WBN, thereby reinforcing the decision-
making process. Consequently, this validation mechanism sig-
nificantly enhances the robustness and dependability of the
ultimate maneuver approval. Furthermore, within the proposed
PICA framework, a synchronization procedure is integrated
atop the WBC. Specifically, this enhancement mandates that
CAVs which are not engaging in the consensus receive the
consolidated consensus outcome disseminated by the CAV that
initiated the consensus. This measure guarantees a uniform
comprehension across the entire IoV regarding the precise
geolocation of the CAV in question, thereby reinforcing data
consistency and system coherence.

Taking into account both node failure and communication
link interruption, the authors derive the consensus success rates
of PBFT and Raft consensus with the synchronization step
respectively. Here, we take Raft consensus, which has not
been shown before, as an example to analyze its reliability and
latency. The consensus process is relatively simple, consisting
of only two steps: downlink and uplink transmission [155],
[255]. The node that initiates the consensus is called the leader,
and it sends the consensus message to other nodes, called
followers, via downlink. Then, the followers send consensus
feedback to the leader by uplink. This consensus has a fault
tolerance threshold of n−1

2 [20].
In this consensus, only the leader knows the consensus result

at the end, so the authors add a synchronization phase after
uplink. The communication process is similar to the downlink
phase to let all other CAVs know about the driving decision for
that CAV. Its consensus success rate with the synchronization
phase is shown below,
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Fig. 20. Raft consensus failure rate.
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where Pn represents the reliability of the node (i.e., CAV), and
Pl is the transmission success rate of the communication link.
The first two summation symbols in this equation represent
the downlink and uplink success rates, respectively. And the
last summation symbol represents the success rate of the
synchronization phase. Together, they have formed a wireless
Raft consensus success rate within the PICA framework.

Then, the authors give the consensus latency of this wireless
Raft, considering that the consensus leader fails and needs to
be re-elected, as follows

tRaft =

∞∑
nf=1

[(1− PRaft)
nfPRaft(nf te + 2tn)]

+ PRafttn, (27)

where nf denotes the number of leader re-elections that take
place, which is related to the consensus failure rate. tn and
te represent the normal operation required for wireless Raft
and the extra time required for leader re-election, respectively.
Specifically, the nf te + 2tn illustrates the latency for each
leader re-election.

To verify that the scheme meets the vision of 6G in IMT-
2030, the authors have conducted simulations for the consen-
sus success rate and latency of the derivation. Fig. 20 shows
the consensus success rate under the three groups of node reli-
ability and communication link interruption probability, which
is expressed as the logarithm value of the consensus failure
rate. The results illustrate that we can adjust the number of
nodes according to the reliability of nodes and the probability
of communication link interruption to achieve hyper-reliable
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Fig. 21. Raft consensus latency.

CAVs driving. In addition, when the number of CAVs on the
road is determined, to achieve hyper-reliable driving decisions,
the results also provide a reference range of node reliability
and communication link interruption probability. For example,
when Pn = Pl = 0.99 and the number of CAVs on the
road is greater than 10, the PICA framework with wireless
Raft consensus can be made to meet the range specified in
IMT-2030 for hyper-reliable communication, that is, 10−5 to
10−7. Fig. 21 illustrates the consensus latency of wireless Raft,
which takes consensus reliability as the horizontal coordinate.
This curve intuitively shows that consensus latency is strongly
correlated with consensus reliability. When the WBN-driven
IoV is hyper-reliable (i.e., the failure rate is less than 10−5),
its communication latency is much lower than the description
of hyper-low latency in IMT-2030, namely less than 1 ms.

The above findings collectively illuminate the latent capa-
bilities of WBN in facilitating IoVs, while also underscoring
the profound synergy between WBN and the forthcoming 6G
communication. This integration is poised to significantly en-
hance the communication system’s proficiency in accomplish-
ing the stringent requirements of URLLC, thereby advancing
toward the realization of HRLLC objectives.

VI. WIRELESS BLOCKCHAIN NETWORKS FOR
MASSIVE COMMUNICATIONS IN 6G

A. Fundamentals of Massive Communications

Massive communication in 6G is an enhanced version of
mMTC compared to 5G and aims to exceed the connection
density of 5G by 10-100 times, to reach 100 per square meter
or 100 million per square kilometers [256]. More and richer
device access in the communication network will strongly
support intelligent applications, such as smart cities, intelligent
transportation, etc., which involve a large number of terminals.

Within this vision, it is essential to ensure an adequate
provision of spectrum, computational power, storage capacity,
and other critical resources for the extensive communication
terminals. Nonetheless, the finite nature of these resources
in the physical realm necessitates the exploration of novel
technologies aimed at enhancing resource utilization efficiency

or facilitating resource-sharing mechanisms. Furthermore, the
integration of large-scale communication devices in a network
introduces concomitant security challenges that require metic-
ulous attention and innovative solutions [257].

B. Applications of WBN in Massive Communications

When WBN is assigned to 6G, the trusted transaction
environment it provides can help the sharing and exchange
of various network resources, helping to achieve massive
communications. Xu et al. [258] have pioneered the use of
blockchain to effectively manage the utilization of resources
in 6G. They also have discussed multiple 6G scenarios for
resource sharing, such as device-to-device communication,
network slicing, etc. Then, Sun et al. [259] emphasized that
smart contracts can ensure the intelligence and automation
of spectrum resource exchange, and proposed a highly effi-
cient spectrum-sharing method. In [260], the authors propose
the concept of SpectrumChain, focusing on the potential of
blockchain in 6G spectrum sharing, and propose a dynamic
sharing framework. In addition, for innovations in WBN, [261]
and [262] have designed a DAG chain-based and hierarchical
blockchain architecture, both providing sufficient scalability
for the spectrum exchange of 6G large-scale devices.

The data privacy management of these massive devices is
similar to the application of WBN in ubiquitous connectivity,
discussed in Section VIII. The only distinction lies in the em-
phasis placed by ubiquitous connectivity on accommodating
the heterogeneity of communication apparatus, including mo-
bile platforms. Thus, we should optimize WBN architectures
for mobile node participation. Conversely, in scenarios involv-
ing mass-scale communications, the WBN implementation is
geared towards enhancing scalability to support an extensive
network of devices, such as [26], [190].

C. A Case Study: A WBN-enabled Symbiotic Communications

Based on the exchange of network resources, Liang et
al. [263] have introduced symbiotic communication, a new
paradigm for resource and service reciprocity. The concept
compares radio systems to nature. Living things in nature
consume resources such as food, water, and light, and com-
munication systems also require spectrum, computing, and
storage resources. Furthermore, they expect to build reciprocal
resource exchange relationships in the communication system,
namely, symbiotic communication. In this paradigm, all Sym-
biotic Devices (SDs) are expected to gain performance through
the exchange of resources and services. As a result, SDs can
make full use of network resources and break through the
resource constraints caused by massive communication [264].

Specifically, symbiotic relationships can be divided into
obligate and facultative relationships [263]. An obligate re-
lationship is when an SD relies heavily on the collaborative
efforts of other SDs to provide communication services to the
UE because it cannot achieve its communication goals inde-
pendently. For example, cognitive backscatter communication
[240]. As shown in Fig. 22, SD 2 cannot provide network
access services to UE 1 without intermediate support from
SD 1, illustrating this inherent dependency. This relationship
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Fig. 22. Throughput with removing a new domain.

is very similar to that between plants and bees, where plants
provide the bees with essential pollen for food and, in turn,
the bees help pollinate. Neither of these entities can grow
autonomously in their natural habitat. In addition, a facultative
relationship means that each SD can perform communication
tasks as an independent server, but together they can provide
higher-quality communication services to the UE. As shown
in Fig. 22, both SD 3 and SD 4 can independently provide
network access services for UE. Through resource sharing,
they can provide better communication services for end users.
The relationship is similar to the one between sharks and
remora. The remora gets extra nutrients by cleaning food
debris and parasites from the shark’s teeth.

The limited network resource bottleneck can be obtained
through symbiotic relationships, but unreliable information
sharing between heterogeneous SDs poses a serious challenge
to trusted transactions. Especially when there is a Byzantium
SD, initiating malicious resources to exchange information
to fool other SDs or UEs will harm symbiotic relationships.
Cheng et al. [265], [266] have proposed that blockchain
can provide a trusted environment for exchanging resources
and services and promote the construction of symbiotic re-
lationships. Their simulation results show that the proposed
DAG-based blockchain scheme can enable auxiliary symbiotic
communication to accelerate the transmission of services in
both non-attack scenarios and malicious attack scenarios.

Here, we introduce a scheme that designs a low-energy
consumption sharding for S-PBFT consensus serving sym-
biotic communications [267]. It provides a sustainable and
trustworthy networking function for 6G. In this work, the
authors summarized symbiotic services into four categories:
relaying, transferring, computing, and charging. The relaying
service is when an SD uses its spectrum resources to relay
radio signals for the UE so that it can connect to a network
provided by another SD that would otherwise be difficult
to connect directly. Transferring service indicates that when
an SD cannot provide necessary network services for a UE,
the responsibility for network access is transferred to another
SD. The computing and charging services are that when the
computing power or energy of one SD is insufficient, the other
SD can perform computing or power support through task
unloading or wireless charging.
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In addition, they also point out how WBN provides an
efficient and trustworthy environment for symbiotic communi-
cations. First, consensus, as a key evaluation tool for network
decision-making, enables all SDs to independently evaluate the
legality of transactions based on factors such as account bal-
ance, transaction amount, and timestamp, without third-party
intervention. When all SDs reach consistency, transactions are
securely recorded on the blockchain in the form of hashes,
ensuring reliability, security, and traceability. Then, in order
to improve the transaction processing efficiency of WBN,
the authors also design a scalable, energy-efficient sharding
scheme for the possible implementation of S-PBFT consensus.
The idea is similar to the GS scheme we introduced in Section
III-B [190], so the details are not given here.

Figs. 23 (a) and (b) respectively show the energy consump-
tion and latency required when the scheme is integrated into
symbiotic communication employing ablation experiments.
Where NA, FA, and BA represent that there are no attackers
in SD, 10% of SDs are faulty nodes that do not participate
in the symbiotic service and WBN consensus, and 10% of
SDs are Byzantine nodes that generate false transactions in
the symbiotic service and WBN consensus. To get closer
to the 6G network requirements and scenarios, they adopted
SAGIN in the simulation, and the parameters were from [268].
Collectively, they exhibited the efficacy of the sharded WBN
in facilitating symbiotic communication. The ablation study
indicates that the integration of sharding, SBC, and symbiotic
communication collectively enhances energy efficiency and
minimizes latency in 6G network communications. Notably,
when amalgamated with WBN, this approach demonstrates
robust resilience against both attacks.

Consequently, the synergy between WBN and symbiotic
communication emerges as a potent technological strategy for
realizing massive communication for 6G networks.

VII. WIRELESS BLOCKCHAIN NETWORKS FOR
IMMERSIVE COMMUNICATIONS IN 6G

A. Fundamentals of Immersive Communications

Immersive communication will become one of the key ser-
vice categories for 6G and is a further iteration of eMBB in 5G
[242]. It will introduce interactive services such as Augmented
Reality (AR) and Virtual Reality (VR), holographic commu-
nications, and others over cellular networks. A case in point
is a live VR concert, which, when simultaneously accessed
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by thousands of participants, imposes stringent requirements
on the wireless network infrastructure to sustain high data
rates without compromising the Quality of Experience (QoE)
for end-users. In alignment with the IMT-2030 vision for
immersive communication, the projected peak throughput is
poised to reach an extraordinary threshold of 1 Tbps [71].

Metaverse and Web 3.0 are the most typical application
cases [29]. As the successor to the mobile Internet, they are
gaining popularity. Web 3.0 is the poster child for the shift of
the Internet to decentralization. Metaverse is expected to be a
virtual world populated by User Generated Contents (UGCs)
[269]. These provide users with ubiquitous immersive services,
allowing them to interact with digital avatars in the virtual
world in real time, expanding people’s living, entertainment,
office, and learning space.

B. Applications of WBN in Immersive Communications

In juxtaposition with the content-centric ”read” paradigm
of Web 1.0 and the ”read-write” paradigm of Web 2.0, Web
3.0 adopts a user-centric ”read-write-own” model [270]. This
paradigm shift signifies a platform where data sovereignty is
vested in users, eschewing centralized control mechanisms.
The deployment of Web 3.0 applications operates on decentral-
ized and transparent principles, which inherently mitigate risks
associated with malicious program installations. Nevertheless,
this paradigm may inadvertently facilitate unwarranted data
utilization, uneven value distribution, and privacy breaches.
Furthermore, in identity management, Web 3.0 empowers local
users to generate verifiable identities across decentralized ap-
plications, serving as proof of ownership for their data. These
user identities and associated data are securely stored via
blockchain’s distributed ledger technology, enabling seamless
transferability across various applications with user consent,
thereby addressing the issue of data siloing.

Complementing these advancements, the emergent concept
of the Metaverse has garnered significant interest from both
industry and academic sectors due to its potential to craft a
fully immersive and self-sustaining virtual reality ecosystem.
Technologies such as VR and AR offer users an immersive
experience. Notably, blockchain plays a pivotal role within
the virtual world ecosystem by ensuring fairness, transparency,
and genuine entitlement to digital assets [271]. These sophis-
ticated technologies facilitate the creation of digital replicas
of the physical world, generating unique virtual content and
paving the way for a hyper-realistic digital universe [272].

However, none of these blockchain technologies and ap-
plications are related to wireless networks, as the traditional
Metaverse and Web 3.0 architectures rely on wired networks. It
is foreseeable that with the further expansion of Metaverse and
Web 3.0 deployment and service scope, the wireless network
scenario will be included in them [273], [274], which will
significantly free up the service capabilities.

C. A Case Study: A WBN-enabled Web 3.0

According to the Web 3.0 technology and industry ecolog-
ical development report released by the China Academy of
Information and Communications Technology (CAICT) [275],
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the current deployment of blockchain in Web 3.0 is mainly
cloud platform hosting, as shown in Fig. 24. This means that
there is a disconnection between edge-end deployment, which
makes it difficult to release the service capacity of the whole
network, since the participation of edge nodes and terminal
devices is missing. This setting is due to the unstable channel
environment and limited node resources of the edge wireless
network, it is difficult to manage and schedule the resources
of the blockchain deployed on the edge side.

Due to real-world constraints, the blockchain deployment
scenario requires users to host code and data to a cloud service.
This deviates from the original intention of Web 3.0’s design
of “autonomous management and distributed interconnection”.
With the continuous upgrading of hardware devices, a large
number of servers and terminals deployed at the edge of the
network can store and trade crypto assets locally. As a result,
deploying blockchains in a distributed manner or locally at the
end is bound to become the future trend of Web 3.0.

Unlike the data center networks where cloud servers reside,
most devices on the edge side communicate over wireless
networks with greater flexibility and coverage. However, as
we have described for WBNs before, the channel is less
stable than the wired connection in the data center, which will
seriously affect the performance of WBNs.

Based on the evaluation of WBN performance in [133],
[134], [158], and optimization methods in Tables II and III, we
have preliminary schemes for the deployment and operation of
blockchain network in a wireless environment on the side. This
can not only further expand the scale of Web 3.0 application
and deployment scope, but also the only way for Web 3.0 to
achieve “user co-construction, co-governance, and sharing”.
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Fig. 25. Web 3.0 performance. (a) Throughput. (b) Consensus success rate.

Fig. 25 shows the throughput and consensus success rates
of Web 3.0 with and without edge nodes over wireless con-
nections. This result is performed when the total number of
nodes is 30 and PBFT consensus is used. As the proportion of
edge nodes increases, both features of Web 3.0 that cover edge
nodes are optimized. Conversely, Web 3.0 performance with-
out covering edge nodes deteriorates further. The reason is that
edge nodes can also provide users with reliable services such
as digital asset transactions, contributing to the popularization
and improvement of 6G immersive communications.

VIII. WIRELESS BLOCKCHAIN NETWORKS FOR
UBIQUITOUS CONNECTIVITY IN 6G

A. Fundamentals of Ubiquitous Connectivity

With the continuous exploration of the natural world, the
communication needs of satellites, spacecraft in space, un-
manned probes in the deep sea, and other equipment cannot
be ignored. To meet a wider range of ”anytime, anywhere”
connectivity needs, 6G proposes ubiquitous connectivity. It
is a new communication requirement of 6G compared with
5G [71], [276], which aims to connect all communication
equipment from space, sky, sea, etc., in addition to the ground
network, to build a three-dimensional SAGIN [277], [278].
This metric and its unprecedented communication coverage
express the vision of connecting unconnected users and provid-
ing them with low-cost, ubiquitous communication services.

Nevertheless, the augmentation of connectivity and the
omnipresence of communication are poised to introduce mul-
tifaceted challenges in network administration. These include
the authentication of numerous device identities and concerns
regarding the disclosure of users’ communication privacy [11].
As network coverage extends, it inadvertently furnishes mali-
cious actors with enhanced opportunities for cyber-attacks.

B. Applications of WBN in Ubiquitous Connectivity

The security guarantee provided by WBN for the 6G
network can make it realize ubiquitous connectivity without
worry. Its decentralized identity authentication, privacy pro-
tection, covert communication, etc., can provide 6G with a
powerful and secure toolbox [279].

Furthermore, the proliferation of communication devices
within the 6G, governed by distinct administrative entities,
necessitates the establishment of a multi-domain communi-
cation paradigm. This scenario introduces complexities in

device identity verification and privacy preservation, given
the potential for disparate communication protocols across
domains. Concurrently, the huge number of terminals presents
scalability issues for WBNs, thereby significantly impinging
upon blockchain’s operational efficiency and hindering the
attainment of HRLLC objectives. Therefore, the design of
the cross-domain security protection mechanism for ubiqui-
tous connectivity based on WBN is put forward to ensure
information security on the basis of taking into account
6G communication efficiency, for example, the blockchain-
assisted cross-domain data sharing [81], and the cross-domain
identity authentication based on the split chain [84].

In addition to identity management, the ubiquitous net-
work also accesses large-scale communication, computing,
and storage resources. How these resources work together to
serve the 6G network to achieve efficient communication also
needs to be solved [280]. The processes involved in resource
management, sharing, and trading will also concern attackers,
leading to security issues. This is similar to the massive
communication need for WBN described in Section VI. A
typical example is the layered multi-chain architecture [262],
which not only can optimize blockchain communication and
storage cost, but also can resist the wireless spectrum resource
deals in the period of interferences and attacks.

C. A Case Study: A WBN-enabled SAGIN

In this part, we use blockchain-enabled cross-domain au-
thentication for SAGIN to demonstrate how WBN can help
6G achieve ubiquitous connectivity. As previously discussed,
security and privacy concerns significantly restrict commu-
nication and data exchange among the multitude of devices
within the SAGIN framework, confining interactions to their
designated administrative domains. This limitation severely
impedes the potential for inter-domain data sharing. To fa-
cilitate seamless data sharing and resource exchange across
disparate domains, robust identity authentication mechanisms
are imperative. Traditional authentication approaches, par-
ticularly those reliant on Public Key Infrastructure (PKI),
have been foundational in securing electronic communications
[281]. However, these centralized systems exhibit several
vulnerabilities, with the most critical being the SPF [282].
In a PKI system, the compromise of a central authority or
key distribution center can have far-reaching consequences,
compromising the overall system security.

For cross-domain authentication, blockchain constructs a
distributed network that eliminates the above disadvan-
tages. Nonetheless, despite the plethora of studies investi-
gating blockchain-based cross-domain authentication frame-
works [47], [83], [84], a notable gap exists in addressing
the dynamic nature of managing domain interactions. This is
particularly important in dynamic networks such as SAGIN,
where drones, satellites, and vehicles are mobile and often join,
exit, or transition between domains. A prevailing issue with
most existing blockchain solutions is their static configuration,
which does not accommodate fluid and evolving relation-
ships between domains. This shortcoming may precipitate
operational challenges and diminish flexibility in practical
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Fig. 26. The cross-domain authentication architecture.

applications, compromising both the blockchain performance
and the authentication efficacy.

Therefore, to better serve SAGINs, Luo et al. rely on WBN
to design a novel cross-domain authentication that supports
dynamic node changes [283]. At its core, it allows node join
and exit processes to be perfectly merged into the normal
consensus flow, thereby optimizing the consensus efficiency.

This scheme leverages an Identity-Based Signature (IBS)
approach to administer device identities within SAGIN, to
mitigate storage costs [284]. Each SAGIN device is assigned
a unique identifier that functions as its public key. While the
corresponding private key is generated by the Management
Server (MS) located within the same administrative domain.
In cross-domain authentication, the initiating SAGIN device is
required to incorporate a valid signature within its request to
substantiate its legitimate identity. The authenticating device
subsequently verifies the request by scrutinizing the requester’s
public key and accompanying signature.

Furthermore, the authentication architecture, as depicted
in Fig. 26, comprises three layers: a blockchain layer, a
management layer, and a device layer. The device layer
encompasses a myriad of SAGIN devices, including satel-
lites, drones, vehicles, and sensors. Given their constrained
computational and storage capacities, these devices are ill-
suited for executing the computationally intensive algorithms.
Consequently, they delegate these responsibilities to the MS.
The management layer possesses significantly augmented
computing power relative to SAGIN devices. The primary re-
mit of these servers is to generate and disseminate private keys
for the devices. Additionally, MS registers the identifiers of
SAGIN devices on the blockchain, thereby facilitating subse-
quent cross-domain authentication procedures. The blockahin
layer comprises BlockChain Servers (BCSs) that maintain the
immutable blockchain ledger. During the system initialization
phase, BCS inscribes the public parameters pertaining to each
domain and the public key information of registered SAGIN
devices onto the blockchain.

Then, for the consensus, as the core of WBN supporting
SAGIN dynamic device authentication, the authors employ
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Fig. 27. Throughput. (a) Removing a domain. (b) Adding a domain.

a strategy analogous to the piggybacking mechanism in the
Transmission Control Protocol (TCP) protocol [285]. The
central tenet of this approach involves integrating dynamic
participation events into the conventional consensus process,
thereby mitigating the efficiency loss associated with the
frequent joining and exiting of SAGIN devices. When adding
a new domain to the blockchain is necessitated, its correspond-
ing BCS, herein referred to as the applicant, submits a formal
application to the nearest BCS within the existing WBN. The
receiving BCS then proceeds to verify the legitimacy of the
applicant’s identity, which may involve the authentication of
digital certificates. Should the domain exhibit a history of
misconduct, for instance, repeated failure to engage in the
consensus process, the request to join the network is duly
rejected. Conversely, if no such record exists, the JOIN
request is broadcast to other BCSs for further consideration
and validation, i.e. ⟨JOIN,DC, TS⟩Ei, where DC denotes
the applicant’s digital certificate, TS is timestamp the re-
quest initiated, and Ei represents an endorsement provided
by BCSi. After receiving the application, once the other
BCSs confirm that the DC of the applicant is legitimate, its
public key information will be included in the next round of
consensus voting. In addition, legitimate applicants need to
regularly participate in consensus.

Domains are not allowed to exit the blockchain prematurely
before consistency is reached. Otherwise, the leader reserves
the right to add the public key of the exiting BCS to the
blacklist. After the consensus ends, the domain can initiate
an EXIT request, namely, ⟨EXIT,DC, TS⟩Ei.

To empirically assess the cross-domain authentication effi-
cacy of the proposed consensus under dynamic SAGIN device
participation, the authors have configured the simulation with
4 domains, the 20 MB block size, and set the authentication
request arrival rate at 120 per second. For the comparison
purpose, two dynamic blockchain consensus mechanisms are
selected: Dynamic PBFT (DPBFT) [286] and Fast, Dynamic
and Robust Byzantine Fault Tolerance (FDRBFT) [287]. Figs.
27 (a) and (b) illustrate the throughput of a WBN during
the domain joining and exiting, at the 10th second. In both,
the proposed scheme demonstrates a significant advantage.
Consequently, the simulation reflects a quicker response time
to domain connection or interruption requests of this scheme
and has little impact on performance. Conversely, FDRBFT
exhibits a longer consensus cycle, with approximately 25
seconds required for a domain to successfully join the network.
Furthermore, DPBFT temporarily halts the normal consensus
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process to exclusively manage the domain join or exit event
upon receiving a domain join or exit request, resulting in a
complete cessation of authentication request processing and a
consequent drop in throughput to zero.

These outcomes substantiate the WBN capability to support
6G in achieving ubiquitous connectivity while effectively
managing dynamic node participation and departure.

IX. PRACTICAL APPLICATION CASES

At this stage, telecom operators are adopting blockchain
mainly as a way to build a lower-cost infrastructure and
provide trustworthy network services to users on this basis.

A. Blockchain for Lower-cost Infrastructures

China Mobile: As the largest operator in China, it led
the launch of the construction of blockchain interconnection
infrastructure for telecom operators in 2023 [288]. This in-
frastructure is designed to enable the sharing of trusted data
between different operators to meet the needs of users across
operator needs.

PCCW Global: Based in Hong Kong, China, partnering
with Syntropy in 2022 to monetize unused bandwidth based
on blockchain and make it available on demand to Web
3.0 application developers or network infrastructure engineers
[289]. This move allows network operators to benefit from
underutilized links in the networks they operate. This network
infrastructure will significantly reduce bandwidth costs.

AT&T: As one of the largest operators in the United
States, it released a blockchain-enabling network infrastructure
scheme together with Microsoft and IBM as early as 2018
[290]. It combines IoT technology to automate low-cost de-
ployment of network facilities and achieve traceability in the
deployment process.

Telefónica: It is a large multinational telecommunications
operator based in Spain. In 2024, this company and Nova Labs
adopted blockchain technology to reduce the operating cost
of network infrastructure, thereby expanding their communi-
cations coverage in Mexico [291]. The basic principle is that
Telefonica can safely offload peak data traffic to the Helium
network operated by Nova Labs, thereby easing congestion in
the cellular network.

SK Planet: As the largest information and communications
technology company in South Korea, it announced in 2024
that it will jointly build Web 3.0 applications for South Korea
with the flagship platform of Web 3.0, Mocaverse [292]. The
app will offer a variety of Web 3.0 experiences including
immersive games, sports, and IP-based products.

B. Blockchain for Trustworthy Network Services

China Mobile: In 2022, it released the China Mobile
Blockchain-as-a-Service (CMBaaS) [293]. This technology
can coordinate the trust between multiple users, and is suitable
for various scenarios such as trusted data flow and trusted data
asset storage between multiple users, such as data security
sharing between different medical institutions.

China Telecom: As another well-known operator in China,
it released a blockchain Subscriber Identity Module (BSIM)

card in 2023 [294]. Each BSIM card serves as a blockchain
node. Compared with the traditional card, this card can gen-
erate and store the user’s public and private keys, and has
portability, high security, and high performance characteristics,
which will promote Web 3.0 Innovation and development.

PCCW Global: It is one of the first companies to in-
corporate blockchain into telecom network operations. As
early as 2018, it jointly designed the Proof of Concept
consensus with Colt Technology Services and used it in
the settlement of cross-border roaming services [295]. By
using blockchain, they were able to reduce this labor-intensive
process from hours to minutes. This practical case shows that
blockchain can enable roaming to be automatically verified
and settled between operators, and provide users with efficient
and trusted cross-border roaming services. In 2022, PCCW
Global also partnered with Sandbox to develop the world’s
first blockchain-based virtual mobile network and a Metaverse
modeled on Hong Kong [296].

Vodafone: As one of the world’s largest network operators
in the United Kingdom, it has launched the Digital Asset Bro-
ker (DAB) blockchain network, which aims to enable secure
resources and financial transactions. In 2023, this company
further combined the Cross-Chain Interoperability Protocol
(CCIP) from Chainlink Labs with DAB to provide security
and interoperability for IoT devices at the network edge [297].

Telefónica: It has developed a Blockchain-as-a-Service
(BaaS), TrustOS, based on blockchain, which was showcased
at Mobile World Congress (MWC) 2024 [298]. This service
can easily provide users with traceability information on
telecom products and also support the trustworthy certification
service of data workflows and documents in the network.

X. FUTURE DIRECTIONS

A. Heterogeneous Dynamic Networks

Heterogeneous Dynamic Networks (HDNs) are the in-
evitable form of networking caused by ubiquitous connectivity.

• Considering underwater node: The presently contem-
plated SAGIN framework does not encompass the com-
munication prerequisites for submerged submersibles. In
an underwater context, radio signal attenuation is signif-
icantly more pronounced, with high-frequency transmis-
sions, as envisaged in 6G, experiencing particularly se-
vere degradation. The exploration of alternative commu-
nication modalities such as underwater acoustic systems
[299], visible light communication [300], and infrared
transmission [301] is underway. However, these methods
exhibit incomplete compatibility and integration capabil-
ities with the prospective 6G network. Consequently, a
critical need arises to investigate the development of a
WBN that can seamlessly interface with diverse under-
water communication apparatus, thereby facilitating the
establishment of a holistic and trustworthy 6G network.

• More flexible data storage: To safeguard the integrity
and security of system data storage, each node within the
WBN maintains a comprehensive backup of transactional
information about the entire network. Within the HDNs,
the heterogeneity and dynamic nature manifest in nodes’
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propensity for mobility, including arbitrary entry into and
departure from the network at any time. Consequently,
this fluidity poses challenges for newly integrated nodes,
as they grapple with making informed judgments on novel
transactions due to their lack of historical transactional
context. Concurrently, nodes in the process of exiting
the network must implement robust measures to mitigate
the risk of inadvertent transactional data disclosure. In
addition, for sharding scenarios, when the mobile node
changes shards, its transaction record needs to be updated
in time to maintain synchronization. These problems need
urgent attention to be solved in the HDN.

• Adaptive WBN topology: While the above WBN con-
sensus allows node entry and exit, it still impacts WBN
performance. Specifically, broadcasting and consensus
are intimately tied to the geographical distribution of
nodes and the network topology. Perturbations in these
parameters can precipitate substantial detrimental effects
on both broadcast efficacy and consensus mechanisms.
Presently, digital twin-based strategies offer a means to
construct virtual static environments for mobile nodes,
contingent upon establishing timely and precise infor-
mation interactive protocols between virtual and physical
realms [232]. Nonetheless, the adaptive WBN topology
to accommodate fluctuations in node positions remains
an underexplored domain.

B. Integrated Sensing and Communications
ISAC is an important scenario of 6G, but also a link that is

not fully combined with WBN at present. This part discusses
the benefits and roles that WBNs can provide for ISAC.

• Sensing data protection: In the ISAC system, it is
imperative that perceptual data not only maintains its
authenticity but also adheres to robust privacy protection
protocols, particularly for sensitive information such as
human biometrics and geographical mappings. The incor-
poration of WBNs enhances the traceability of perceptual
data, thereby mitigating the potential for data fabrication.
Concurrently, blockchain offers reliable mechanisms for
privacy preservation, capable of withstanding diverse
cyber threats [302]. Furthermore, in scenarios involving
cross-domain sensing data sharing, there emerges a press-
ing requirement for WBN to implement decentralized
identity management for inter-domain nodes, facilitating
seamless sensing data flow and collaborative exchange.

• Incentive mechanism: Within the ISAC systems, WBNs
have the potential to introduce an incentive-compatible
governance paradigm. It involves implementing a gam-
ified point system or adopting a token economy model,
where ISAC nodes are rewarded for their active participa-
tion and contribution to sensing data-sharing endeavors.
Such mechanisms not only incentivize user engagement
but also promote the generation and dissemination of
perceptual data. Complementarily, integrating a penalty
system that penalizes the submission of inaccurate or
fraudulent data ensures data integrity and quality, thereby
facilitating the acquisition of comprehensive and high-
fidelity perceptual datasets essential for ISAC systems.

C. Integrated Artificial Intelligence and Communications

Consistent with ISAC, IAAC is also one of the important
scenarios in 6G, and its data collection, training, and transmis-
sion can use WBN to build secure and trustworthy solutions.

• Semantic communication: Semantic communication
deeply integrates wireless communications with AI, en-
abling the extraction of semantic information from com-
munication content. This innovation transcends the Shan-
non capacity limit in information theory, enhancing both
the communication capacity and efficiency [303]. Cur-
rently, research efforts of WBN and semantic communi-
cation primarily concentrate on leveraging blockchain to
facilitate semantic data sharing among disparate semantic
knowledge bases [304], [305]. However, there is a lack
of work in WBN to enable the semantic communication
process, because attackers can send malicious semantic
data with similar semantic information but expect differ-
ent content to interfere with the receiving node [306].

• Wireless AI large model: Currently, Large Language
Models (LLMs) serve people in the AI-Generated Con-
tent (AIGC) form, which is widely used in consulting,
healthcare, and education [307]. Due to concerns about
the privacy of user interaction data, LLM deployment is
moving from the cloud to the edge side [308], giving birth
to the concept of Wireless AI Large Model (WAILM)
and gradually applied to wireless communications [309].
WBN can provide them with the reliable learning corpus,
secure training process, and traceable generated content
[310]. However, the consensus adapted to WAILM needs
to be studied urgently, and its consensus process and
decision must consider the communication optimization
gain provided by WAILM deployed on edge nodes.

XI. CONCLUSION

In this tutorial, we delve into the potential of WBN in
shaping trusted 6G networks. We take a WBN-assisted cellular
network to defend against attacks as an example, introducing
how WBN transforms the 6G network. Meanwhile, we high-
light the key technologies in WBN, as well as the methods
and main directions of performance optimization. In addition,
case studies have been conducted on the enabling effects of
WBN in various 6G applications, such as HRLLC, massive
communications, immersive communications, and ubiquitous
connectivity. These explorations prove the practicality and
effectiveness of WBN in 6G. Finally, this tutorial predicts
future research directions for WBN in building 6G networks,
such as HDN, ISAC, and IAAC. In general, it is expected
that this tutorial provide a valuable introduction to research
in the field of WBN and 6G networking, encouraging further
exploration in this promising area.
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