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Abstract

Atomic force microscopy-infrared (AFM-IR) spectroscopy has become an essential tool

for nanoscale chemical imaging, offering spatial resolution beyond the diffraction limit of

conventional infrared spectroscopy. A typical AFM-IR setup directs a pulsed IR laser onto

the sample, precisely at the tip of an AFM cantilever, detecting local absorption indirectly

as photothermal expansion via the tip. This combination of AFM’s high spatial resolution

and infrared spectroscopy’s chemical specificity enables detailed studies of a wide range

of materials, from polymers and biological tissues to nanomaterials. However, the factors

influencing AFM-IR signal generation and spatial resolution-especially in complex and

inhomogeneous samples-remain challenging to fully understand and predict.

While AFM-IR is a well-established technique for chemical imaging across various fields,

existing theoretical models often rely on simplified geometries that do not fully capture

the complexities of real-world samples. Early models, such as those by Dazzi et al. [1,

2], describe thermal expansion in homogeneous materials but overlook spatial resolution.

Later refinements [3, 4] account for interfaces between distinct materials, yet they assume

idealized boundary conditions that rarely apply to heterogeneous systems. Many prac-

tical samples, including biological structures, thin films, and composite materials, con-

sist of absorbers embedded within a larger matrix, leading to complex signal transduc-

tion mechanisms. These limitations highlight the need for a more comprehensive model

that accurately accounts for sample heterogeneity, spatial resolution, and realistic thermal

interactions-key challenges our study seeks to address.

This thesis addresses these challenges by introducing several advancements in AFM-IR

theory and application. First, an analytical point spread function (PSF) model that ac-

counts for key factors such as absorber size, position, surrounding matrix properties, and

laser parameters is developed. By using Green’s functions, this model offers a computa-

tionally efficient and accurate description of the signal generation process, outperforming

conventional finite element method (FEM) simulations. FEM verification and experimen-

tal validation confirm the model’s accuracy, revealing how variables like laser pulse width,

repetition rate, and interfacial thermal resistance affect AFM-IR’s signal amplitude and

spatial resolution. This PSF model provides deeper insights into the AFM-IR response and

serves as a versatile tool for optimizing experimental setups, opening the door to advanced
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AFM-IR techniques.

Beyond theoretical advancements, this thesis investigates the impact of sample’s size, ge-

ometry, and surface topography on AFM-IR signal generation. Advanced nano-fabrication

techniques are employed to create samples with controlled absorber sizes and complex sur-

face features. The findings highlight the significant role of surface topography, particularly

in complex three-dimensional structures, in shaping the detected signal. These insights are

crucial for accurate interpretation of AFM-IR data, especially in applications related to

nanoelectronics, energy materials, and biological systems, where complex geometries are

common.

Advancements in optomechanical AFM probes are also introduced, integrating opti-

cal micro-ring resonators with suspended cantilevers. These optomechanical AFM probes

achieve unprecedented displacement and force sensitivities, enabling piconewton-scale force

detection and sub-femtometer displacement measurements. Experimental validation con-

firms the superior performance of these probes compared to conventional AFM cantilevers.

The experimental validation of the micro-ring resonator design demonstrates its enhanced

performance, with applications extending to material characterization and biological stud-

ies. The integration of optical and mechanical systems represents a significant advancement

in nanoscale sensing.

Further improvements in AFM sensing capabilities are introduced by integrating pho-

tonic crystal cavities with suspended cantilevers, leveraging the high-quality factor and

resonance characteristics of photonic crystal cavities. Additionally, designs incorporat-

ing Bragg gratings on micro-cantilevers fabricated on silicon-on-insulator (SOI) wafers are

explored through Multiphysics simulations, integrating mechanical bending-induced re-

fractive index changes into electromagnetic wave simulations. These sensors enable highly

accurate and quantitative measurements of force and displacement, improving sensitivity

and broadening the dynamic range. The implementation of this novel photonic transducer

expands the scope of AFM applications, particularly in environments requiring precise

measurements.

By bridging gaps in both theoretical and experimental aspects of AFM-IR and optome-

chanical AFM probes, this thesis advances high-resolution nanoscale imaging and sensing.

The integration of novel theoretical models, advanced fabrication techniques, and optome-

chanical AFM probes expands the capabilities of AFM, offering new opportunities for

research and applications in nanotechnology, materials science, and biomedical research.
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Kurzfassung

Die Kombination von Infrarotspektroskopie mit Rasterkraftmikroskopie (AFM-IR) hat sich

als unverzichtbares Werkzeug für die chemische Bildgebung im Nanometerbereich etabliert

und bietet eine Ortsauflösung, die weit unter das Beugungslimit konventioneller Infrarot-

spektroskopie hinausgeht. In einem typischen AFM-IR-Aufbau wird ein gepulster IR-Laser

gezielt auf die Probenoberfläche im Bereich der Spitze eines AFM-Kantilevers fokussiert

und die lokale Absorption mittels der AFM Spitze indirekt über photothermische Expan-

sion detektiert. Diese Kombination aus der hohen lateralen Auflösung der AFM und der

chemischen Spezifität der IR-Spektroskopie ermöglicht detaillierte Untersuchungen einer

Vielzahl von Materialien – von Polymeren und biologischen Geweben bis hin zu Nanoma-

terialien. Dennoch sind die Mechanismen der Signalerzeugung und die erzielte Ortsauflö-

sung, insbesondere bei komplexen und inhomogenen Proben, nach wie vor nicht vollständig

verstanden und schwer vorhersagbar.

Obwohl AFM-IR mittlerweile eine etablierte Methode zur chemischen Bildgebung in un-

terschiedlichen Anwendungsfeldern darstellt, beruhen viele theoretische Modelle auf stark

vereinfachten Geometrien, die die Komplexität realer Probenstrukturen nur unzureichend

erfassen. Frühere Modelle, beispielsweise von Dazzi et al. [1, 2], beschreiben die thermische

Ausdehnung homogener Materialien, berücksichtigen jedoch nicht die laterale Auflösung.

Spätere Erweiterungen [3, 4] integrieren Materialgrenzflächen, basieren jedoch auf ideali-

sierten Randbedingungen, die in heterogenen Systemen selten erfüllt sind. Viele praktische

Proben – etwa biologische Strukturen, Dünnschichten oder Verbundmaterialien – bestehen

aus absorbierenden Domänen, die in eine größere Matrix eingebettet sind, was zu kom-

plexen Signaltransduktionsmechanismen führt. Diese Einschränkungen verdeutlichen den

Bedarf nach umfassenderen Modellen, die Probeninhomogenität, laterale Auflösung und

realistische thermische Wechselwirkungen adäquat berücksichtigen – zentrale Herausforde-

rungen, denen sich diese Arbeit widmet.

Im Rahmen dieser Dissertation werden mehrere Fortschritte in Theorie und Anwendung

der AFM-IR vorgestellt. Zunächst wird ein analytisches Modell der Punktverteilungs-

funktion (Point Spread Function, PSF) entwickelt, das wesentliche Einflussfaktoren wie

Größe und Position des Absorbers, Eigenschaften der umgebenden Matrix sowie Parame-

ter des Laserpulses berücksichtigt. Durch die Verwendung von Green’schen Funktionen
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ermöglicht dieses Modell eine recheneffiziente und zugleich genaue Beschreibung der Si-

gnalentstehung und übertrifft dabei herkömmliche Finite-Elemente-Simulationen (FEM)

in Bezug auf Rechenzeit und Interpretierbarkeit. FEM-Simulationen und experimentelle

Validierungen bestätigen die Genauigkeit des Modells und zeigen auf, wie Parameter wie

Pulsdauer, Repetitionsrate und interfacialer thermischer Widerstand die Signalintensität

und Ortsauflösung beeinflussen. Das PSF-Modell liefert damit ein vertieftes Verständnis

der AFM-IR-Antwort und dient als vielseitiges Werkzeug zur Optimierung experimenteller

Konfigurationen.

Über die theoretischen Fortschritte hinaus untersucht diese Arbeit den Einfluss von

Probengröße, -geometrie und Oberflächentopographie auf die AFM-IR-Signalerzeugung.

Mithilfe moderner Nanofabrikation werden Proben mit definierten Absorberdimensionen

und komplexen topographischen Strukturen hergestellt. Die Ergebnisse zeigen, dass ins-

besondere die Oberflächentopographie – vor allem bei dreidimensionalen Strukturen – das

gemessene Signal maßgeblich beeinflusst. Diese Erkenntnisse sind entscheidend für die prä-

zise Interpretation von AFM-IR-Daten, insbesondere in Anwendungsbereichen wie Nano-

elektronik, Energiematerialien und biologischen Systemen, in denen komplexe Geometrien

typisch sind.

Darüber hinaus werden neuartige optomechanische AFM-Sensoren vorgestellt, die opti-

sche Mikroringresonatoren mit freitragenden Cantilevern integrieren. Diese Sensoren er-

reichen eine bisher unerreichte Empfindlichkeit hinsichtlich Auslenkung und Kraft, mit

Nachweisgrenzen im Sub-Femtometer- bzw. Pikonewton-Bereich. Die experimentelle Va-

lidierung bestätigt die überlegene Leistungsfähigkeit dieser Sensoren im Vergleich zu kon-

ventionellen AFM-Kantilevern. Die verbesserte Mikroringstruktur eröffnet vielfältige An-

wendungen in der Materialcharakterisierung und in biologischen Studien. Die Kopplung

optischer und mechanischer Komponenten stellt einen bedeutenden Fortschritt in der hoch-

präzisen Nanosensorik dar.

Weitere Verbesserungen der AFM-Sensortechnologie werden durch die Integration von

Photonischen Kristallkavitäten mit freitragenden Cantilevern erreicht. Aufgrund ihrer ho-

hen Qualitätsfaktoren und Resonanzeigenschaften ermöglichen diese Strukturen äußerst

empfindliche Messungen von Kräften und Verschiebungen. Zusätzlich werden Designs

mit Bragg-Gittern auf Mikrocantilevern untersucht, die auf Silicon-on-Insulator (SOI)-

Substraten gefertigt und mithilfe von Multiphysik-Simulationen charakterisiert werden.

Diese Simulationen koppeln mechanisch induzierte Brechungsindexänderungen mit elek-

tromagnetischen Wellenmoden und ermöglichen hochpräzise, quantitative Messungen mit

erweitertem Dynamikbereich. Die Umsetzung dieses neuartigen photonischen Transduk-

tors erweitert den Anwendungshorizont der AFM-Technik insbesondere in Umgebungen,
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in denen höchste Präzision erforderlich ist.

Indem diese Arbeit bestehende Lücken in der theoretischen Modellierung wie auch in

der experimentellen Umsetzung von AFM-IR und optomechanischen Sonden adressiert,

leistet sie einen bedeutenden Beitrag zur Weiterentwicklung der hochauflösenden Nano-

Bildgebung und Sensorik. Die Integration neuartiger Modelle, innovativer Fertigungstech-

niken und optomechanischer AFM-Sonden eröffnet neue Möglichkeiten für die Forschung

und Anwendung in der Nanotechnologie, Materialwissenschaft und Biomedizin.
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1. Introduction of the thesis

This thesis is part of the OPTAPHI project, funded by the European Union’s Horizon

2020 research and innovation programme under the Marie Skłodowska-Curie grant agree-

ment No.860808. Within the framework of Project 1.5, the aim is to combine integrated

photonics and infrared spectroscopy to enable the next generation of nanoscale molecular

imaging techniques.

This project has two main goals:

1. Designing a novel nanophotonics-enhanced transducer for near-field IR imaging

The design leverages integrated photonics to measure photothermal expansion with

an atomic force microscope (AFM) coupled to a pulsed, tunable mid-IR laser. The

newly developed transducer, which achieves high sensitivity through integrated pho-

tonic detection, is pivotal for enabling spectroscopy at the monolayer or even single-

molecule level. However, ensuring the transducer’s robustness, dynamic range, and

material compatibility with AFM-IR imaging poses a significant engineering chal-

lenge. The devices are fabricated using the cleanroom facilities at MTU and the

Tyndall National Institute, and subsequently characterized at TU Wien.

2. Gaining a deeper understanding of photothermal and photoacoustic signal genera-

tion

This objective focuses on studying the emergence and propagation of photothermal

and photoacoustic waves following IR absorption in materials, with the goal of opti-

mizing sensor performance. Surprisingly, the detailed processes by which these waves

are generated and propagate are not yet fully understood in the literature. Develop-

ing a comprehensive understanding is crucial for advancing this technique. As part

of this project, detailed mathematical studies on the generation and propagation of

signal waves are conducted at TU Wien.

To achieve the project’s goals, this thesis addresses two main perspectives.

1. The first involves designing and fabricating novel nanophotonic AFM transducers,

for which three different types of optomechanical AFM probes have been developed:

a) Ring-resonator-based AFM probes on a silicon-on-insulator (SOI) platform.
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b) Photonic-cavity-based AFM probes on a silicon nitride (SiN) platform.

c) Integrated Bragg gratings on microcantilevers on both SOI and SiN platform.

These works are conducted in collaboration with OPTAPHI members Artem S.

Vorobev, Gautham Paikkath and Savda Sam, all from the MTU research group.

2. The second involves developing one- or three- dimentional photothermal and ther-

malelastic models in cylindrical and cartesian coordinates, by using Green’s function

method.

a) In the cylindrical coordinates, a point spread function (PSF) model has been

developed for AFM-IR, which is verified with finite element method (FEM)

simulations and validated with AFM-IR experiments. This model accounts for

sample properties, sample geometries, absorber size, position, and laser param-

eters.

b) Based on the PSF model, this thesis further investigates the impact of sample

size, geometry, and surface topography on AFM-IR signal generation. Advanced

nano-fabrication techniques are employed to create samples with controlled ab-

sorber sizes and complex surface features to experimentally confirm theoretical

models.

c) This thesis develops one-dimensional models to enhance the understanding of

signal generation and detection in photothermal-based techniques.

This thesis is organized as:

• Chapter 1 provides a comprehensive theoretical overview, beginning with the funda-

mental principles of Infrared (IR) spectroscopy and atomic force microscopy (AFM).

It then introduces atomic force microscopy-infrared spectroscopy (AFM-IR), describ-

ing how AFM can be combined with infrared spectroscopy to enable nanoscale chem-

ical characterization and imaging. Additionally, the chapter offers a conceptual ex-

planation of photonic resonators.

• Chapter 2 presents detailed theoretical derivations and analytical models relevant

to the thesis. It begins with comprehensive derivations of analytical solutions for

photothermal, thermoelastic and photoacoustic phenomena, which describes signal

generation in photothermal-based AFM-IR techniques.

• Chapter 3 summarizes the key publications resulting from this thesis work. Each

publication is introduced with context, highlighting its main contributions, the mo-

tivation behind the study, and its relevance within the broader scope of the thesis.
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2. Theory and Background
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2.1. Infrared Spectroscopy and Imaging

2.1.1. Principles

This section is informed by the works of Barbara H. Stuart [5], John M. Chalmers and Peter

R. Griffiths [6], James M. Thompson [7], and Thomas Mayerhöfer [8]. Readers seeking a

more in-depth treatment of vibrational and infrared spectroscopy, as well as wave optics

in these contexts, are encouraged to consult these references.

IR spectroscopy examines the interaction between electromagnetic waves and matter in

the wavelength range of 0.8 µm to 300 µm.This interaction occurs through the absorption of

IR light, which excites molecular vibrations, rotations, and lattice modes. The IR spectrum

is typically divided into three regions, classified by wavelength and their corresponding

wavenumbers, as follows:

• Near infrared (0.8 µm to 2.5 µm), 14 000 cm−1 to 4000 cm−1

• Mid infrared (2.5 µm to 25 µm), 4000 cm−1 to 400 cm−1

• Far infrared (25 µm to 300 µm), 400 cm−1 to 10 cm−1

The energy of light is inversely proportional to its wavelength, therefore, shorter wave-

lengths correspond to higher energy. This relationship is described by the equation:

E = hc/λ (2.1)

where E is the energy of light, h is the Planck’s constant, c is the speed of light, and λ is

the wavelength.

Figure 2.1.: A potential energy diagram displaying the harmonic oscillator approximation
(blue parabola) superimposed with the anharmonic Morse potential (green curve).
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In the IR range, the photon energy excites molecular vibrations, allowing the analysis of

vibrational modes that reflect the underlying molecular structures. However, this energy

is insufficient to break chemical bonds or induce electronic transitions.

Basic properties of molecular vibrations can be explained using the simple diatomic

oscillator model, where two atoms are treated as point masses connected by a spring. The

fundamental vibrational frequency (ν) of this oscillator can be calculated as:

ν =
1

2π

�
k

µ
(2.2)

Here, k is the force constant of the bond, representing the stiffness of the "spring" (bond

strength). µ is the reduced mass, calculated as µ = m1m2
m1+m2

, where m1 and m2 are the

masses of the two atoms. This model describes vibrational modes such as stretching

(changing the bond length) or bending (changing the bond angle).

Higher-order vibrational energy Ev of a simple harmonic oscillator can be described as

[9]:

Ev = hν(v +
1

2
) (2.3)

where v = 0, 1, 2... is the vibrational quantum number, representing the mode number. In

this equation, the term 1
2 accounts for the zero-point energy, which is the minimum energy

of the oscillator even in its ground state (v = 0).

The harmonic approximation, depicted as blue curves in Fig. 2.1, models the potential

energy of the oscillator as a symmetric parabolic shape. In this model, only transitions

with Δv = ±1 are allowed [9], and transitions between the vibrational ground state and

the first excited state (v = 1) are referred to as fundamental transitions.

Mid-infrared (MIR) spectroscopy detects fundamental vibrational transitions of func-

tional groups within a sample. The energy differences between these vibrational states de-

termine the specific frequencies of light absorbed. These absorption frequencies correspond

to the characteristic vibrational modes of various bond types [5], such as CH2 rocking vibra-

tions of alkanes at 730 cm−1 or C-C stretching at 1400 cm−1. This makes MIR spectroscopy

an essential tool for identifying and analyzing molecular groups/functions/composition in

a sample.

In contrast, the Near-infrared (NIR) region enables the study of overtones and harmonic

or combination vibrations. Overtones occur when a molecule transitions from the ground

state to an excitation level above the first state (v > 1), producing a series of integer

multiples of the fundamental frequency 2.2 [10]. These actual transitions can be described

using an anharmonic (Morse-type) potential function, which accounts for deviations from

the ideal harmonic oscillator model at higher energy states. This anharmonic behavior is
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illustrated in Fig. 2.1 as green curves, where the potential energy is approximated by the

following equation [9]:

Ev = hν(v +
1

2
) + hνx̂(v +

1

2
)2 (2.4)

where x̂ is the anharmonic constant. Non-fundamental vibrations typically produce weaker

absorption bands, resulting in lower peak intensities in the NIR range compared to the MIR

range.

On the other hand, the Far-infrared (FIR) region is commonly used to study lattice vi-

brations and other collective low-energy excitations in solid materials [11]. These modes are

typically not accessible in the NIR and MIR regions, making FIR spectroscopy particularly

valuable for investigating solid-state dynamics and crystal structure.

The position of IR absorption bands in the spectrum, typically expressed in wavenumbers

(cm−1), is determined by the the atoms involved, the nature of their bonds and molecular

structure. The wavenumber (ν̃) of the molecular vibration band is related to the vibrational

frequency (v) of the molecular given by the following expression:

ν̃ =
v

c0
(2.5)

where c0 is the speed of light in the vacuum.

According to Eq. 2.2 and 2.5, the expression for the wavenumber of the band can be

rewritten as:

ν̃ =
1

2πc0

�
k

µ
(2.6)

From Eq. 2.6, we observe that the position of the vibrational band is influenced by three

key variables:

• The wavenumber increases with greater bond strength, represented by the force con-

stant k. Stronger bonds vibrate at higher frequencies.

• The wavenumber is inversely related to the reduced mass µ of the vibrating atomic

pair. A smaller reduced mass results in a higher vibrational frequency.
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2.1.2. Fourier Transform Infrared Spectroscopy

Figure 2.2.: schematic of FTIR spectrometer

Fourier transform infrared (FTIR) spectrometer is currently the predominant instrument

used for MIR absorption spectroscopy. FTIR spectroscopy [9] employs an interferometer

to simultaneously collect data over a wide range of wavelengths. The basic principle of this

interferometer is illustrated in Fig. 2.2. A broad-spectrum IR light source emits radiation

that is directed through a beam splitter. Half of the beam is sent to a fixed mirror,

while the other half is directed to a mirror that moves at a constant velocity. These two

beams are reflected and recombined, creating a path length difference (δ) that generates

an interference pattern due to constructive and destructive interference. At wavenumber

(ν̃), the intensity ad the detector is given by [9]:

I ′(δ) = 0.5I(ν̃)(1 + cos 2πν̃δ) (2.7)

where I ′(δ) is the intensity of the beam at the detector, δ represents the optical path

difference. It can be seen that I ′(δ) is composed of a constant (DC) component equal to

0.5I(ν̃) and a modulated (AC) component equal to 0.5I(ν̃) cos 2πν̃δ. Only the AC compo-

nent is important in spectrometric measurements, as it contains the spectral information.

This modulated component is generally referred to as the interferogram, I(δ), is given by:

I(δ) = 0.5I(ν̃) cos 2πν̃δ (2.8)
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The resulting data is processed using a Fourier transform, which produces an absorption

spectrum that shows the absorption intensity across different wavenumbers.

There are several other ways to obtain IR spectra, which are generally categorized into

two main approaches: direct and indirect techniques. Direct techniques measure changes

in light intensity, phase shifts [12, 13] or changes in the polarization [14, 15, 16] after

the incident IR light interacts with the sample. Indirect techniques, on the other hand,

measure effects that occur in the sample or the surrounding medium as a result of IR

absorption. Each of these techniques has its own strengths and weaknesses, which will be

discussed in the following sections.

2.1.3. Direct Techniques

In direct IR measurements, the signal arises from intrinsic changes in the IR light due to its

interaction with the sample—without the need for external transducers or probes. These

techniques can be broadly categorized based on the nature of the detected optical signal:

intensity change, phase shift, or polarization change. This classification offers insight into

the underlying detection mechanisms and helps guide the selection of suitable methods for

different material systems and experimental objectives.

To measure intensity changes, techniques such as transmission IR spectroscopy, reflec-

tion–absorption IR spectroscopy, and attenuated total reflection (ATR) spectroscopy are

commonly employed. These methods generally fall under the umbrella of absorption spec-

troscopy, where IR light is attenuated due to vibrational transitions within the sample.

To detect phase shifts, techniques such as phase-resolved Fourier transform infrared

(FTIR) spectroscopy and infrared dispersion spectroscopy are used. These approaches ex-

ploit interferometric or dispersive methods to resolve time- or frequency-dependent changes

in the phase of IR light.

Absorption spectroscopy

Absorption spectroscopy, a type of direct measurement technique, measures changes in

light intensity and is the most commonly used method in MIR spectroscopy. It quantifies

the amount of light absorbed by a sample across a range of wavelengths following the

interaction of light with the sample. In transmission-based measurements, the sample is

positioned between the IR light source and the detector.

According to the Beer-Lambert law, the absorbance (A) is directly proportional to the

concentration of the analyte (c), the pathlength (d) and the molar extinction coefficient
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(ϵ) of the sample [17]:

A(ν̃) = − log10

�
I(ν̃)

I0(ν̃)

�
= ϵ(ν̃) · d · c (2.9)

where I0(ν̃) and I(ν̃) are the intensity of light before and after the sample, respectively.

This relationship enables the determination of the concentration of analytes in a sample

by analyzing the absorbance at specific wavelengths.

The Beer-Lambert law is an empirical and widely accepted principle for quantitative

analysis; however, it tends to break down at very high concentrations [8]. At these levels,

the relationship between absorbance and concentration becomes nonlinear due to molecular

interactions [18], as well as changes in the solution’s refractive index.

While direct IR spectroscopy is widely used for its simplicity and ability to provide

direct vibrational information, it suffers from several limitations. One key drawback is

its susceptibility to scattering effects, particularly in heterogeneous, rough, or particulate

samples. Scattering can distort the baseline, reduce spectral contrast, and complicate

quantitative analysis. In addition, strong absorption or optically thick samples can lead

to signal saturation, while very thin films may produce signals below the detection limit

[9, 19, 20]. Furthermore, direct techniques are fundamentally limited by the diffraction

limit of IR light, restricting spatial resolution to several micrometers and making them

unsuitable for nanoscale or localized measurements. These challenges have motivated the

development of indirect techniques that circumvent many of these limitations by detecting

secondary effects instead of relying on direct IR transmission or reflection.
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2.1.4. Indirect Techniques

Indirect IR techniques offer several key advantages over conventional direct methods. Most

notably, they enable nanoscale spatial resolution, far beyond the diffraction limit of mid-

infrared light, making them ideal for studying heterogeneous materials, nanostructures, and

ultra-thin films. Additionally, these methods can be applied to optically opaque or strongly

scattering samples, which are often inaccessible to traditional transmission or reflection-

based IR spectroscopy. Indirect techniques also support localized measurements, such as

probing a single point on a surface, and can be integrated with complementary modali-

ties—such as atomic force microscopy—to provide correlated topographical and chemical

information [21, 22, 23, 24].

In indirect IR techniques, the signal intensity does not arise from the direct detection of

absorbed IR light, but rather from a secondary physical response—such as thermal expan-

sion, photothermal deflection, or scattered near-field radiation—induced by IR absorption.

Consequently, the signal strength depends not only on the absorption cross-section of the

sample but also on its thermal conductivity, mechanical properties, probe sensitivity, and

local field enhancement. While this can introduce complexity in quantitative interpreta-

tion, it also enables high sensitivity to localized vibrational features, even in samples where

direct detection would be limited by weak absorption or optical diffraction.

In this work, we primarily focus on three representative indirect techniques: photother-

mal spectroscopy and photoacoustic spectroscopy. Each of these methods leverages a dis-

tinct physical mechanism to convert IR absorption into a measurable signal, offering versa-

tile platforms for probing chemical and structural information in challenging or nanoscale

systems.

Photothermal Spectroscopy

Photothermal spectroscopy (PTS) is a form of absorption spectroscopy that detects density

changes in a sample resulting from the conversion of absorbed optical energy into heat.

Unlike direct techniques for IR absorption, where scattering and reflection can cause losses,

these effects do not generate photothermal signals. Consequently, PTS provides precise

measurements of optical absorption in scattering solutions and at interfaces [25]. This

accuracy makes it particularly valuable for surface and solid absorption studies, as well as

research in scattering media [26].

PTS typically involves two key components: an excitation laser (most commonly used

mid-IR pulsed tunable QCLs), which induces a temperature change in the sample, and a

probe, which detects either the corresponding changes in the refractive index or the surface

deformation caused by thermal expansion at certain IR wavelength. The photothermal sig-
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nals are influenced by the sample’s thermodynamic and energy transfer properties, making

this technique useful for analyzing the thermal structure of materials.

The photothermal signal is generally proportional to the temperature change (ΔT ) in

the sample. This temperature change, in turn, is directly proportional to factors such as

the laser power (P ), sample’s absorption coefficient (α) and the optical pathlength (d).

Conversely, it is inversely proportional to the sample’s density (ρ), heat capacity (Cp),

laser modulation frequency (flaser) and volume of interaction (V ), as illustrated in the

following equation [27]:

Photothermal Signal ∝ ΔT ∝ P (ν̃) · α(ν̃) · d
ρ · Cp · V · flaser (2.10)

Therefore, the higher the power or energy, the stronger the resulting signal. For this

reason, the external cavity-quantum cascade laser (EC-QCL) [28], with its high power (up

to the watt range), narrow linewidth and a broad tuning range, is an ideal source for MIR

spectroscopy. Recent studies have demonstrated the versatility and precision of the EC-

QCL in photothermal spectroscopy (PTS) for IR measurements, successfully applying it

to both liquid [29] and solid [30] phases.

In PTS, the probe used to detect signals can be either light-based optical probe or atomic

force microscopy (AFM)-based mechanical probe, each designed for specific principles and

applications. Light-based probes, typically visible laser focus on the sample surface, detect

changes induced by optical heating, which alters the medium’s optical properties, such as

refractive index or optical path length. The change of real part of refractive index (Δn)

due to temperature change is given by:

Δn =
∂n

∂T
·ΔT (2.11)

where ∂n
∂T represents the rate of change of the refractive index with respect to temperature.

These alterations can cause variations in the laser beam’s focus or deflection. Conversely,

cantilever-based probes quantify mechanical responses, including thermal expansion, pro-

viding complementary insights into the sample’s properties.

For the AFM-based methods, which will be elaborated upon in Section 2.3 focusing on

atomic force microscopy-infrared spectroscopy (AFM-IR), provides the key advantage of

achieving nanoscale spatial resolution in chemical imaging, an accomplishment unattain-

able with light-based probes. For related methods, such as photo-induced force microscopy,

readers are encouraged to consult the review paper by Sifat et al. [31].

Photoacoustic Spectroscopy

Photoacoustic spectroscopy (PAS) [25] detects pressure waves generated in a sample fol-

lowing the absorption of light and resulting phtothermal expansion. Although both pho-
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toacoustic and photothermal spectroscopies arise from the same underlying photothermal

effects, they are traditionally regarded as distinct methods. PTS focuses on monitoring

temperature-induced changes in the refractive index, often employing a probe laser. In

contrast, PAS detects pressure variations caused by modulated continuous wave (CW) [32]

or pulsed laser [33] heating of the sample. Light absorption in a localized area generates

heat waves, which subsequently induce pressure waves as the thermal energy causes local-

ized expansion and contraction in the sample. These pressure waves propagate through

the sample at frequencies corresponding to the light source modulation. Typically, a mi-

crophone or another pressure transducer is used to detect the resulting acoustic waves.

Pulsed excitation is generally preferred over CW excitation due to its higher photoacoustic

signal-to-noise ratio (SNR), even though CW lasers are more cost-effective than EC-QCL

lasers [32].

Thus far, we have explored the principles of IR spectroscopy. Beyond this, IR microscopy

has gained widespread application by combining the chemical specificity of IR spectroscopy

with spatial resolution. This powerful combination enables the detailed analysis of complex

samples, offering spatially resolved chemical insights across a wide range of fields. However,

like other optical microscopes, it relies on far-field imaging through optical systems that

are fundamentally constrained by optical diffraction. The limitations of IR microscopy

techniques spatial resolution will be discussed in the following section.

2.1.5. Spatial Resolution of IR Microscopy

In far-field optical imaging, light is assumed to propagate as a plane wave, with a sufficiently

long distance from the radiating source to the aperture. Additionally, the aperture size

is considered much larger than the wavelength of light. Due to the wave nature of light,

diffraction occurs at the aperture, producing a symmetric pattern at the center of the

detector. This phenomenon is well described by Fraunhofer diffraction theory [34].

The Fraunhofer diffraction pattern arises when a beam of light is focused through a lens

of focal length f and passes through a circular aperture with a diameter D (Fig. 2.3). The

resulting pattern of the focused spot is [35]:

I(x, y) = I0



2J1(πDρ/λf)

πDρ/λf

�
, with ρ =

�
x2 + y2 (2.12)

where x and y are spatial coordinate, ρ is the radius of the spot. I0 is the peak intensity

power of the input light, J1(πDρ/λD) is the Bessel function of order one, and λ represents

the wavelength of the light. The first minimum of the intensity distribution occurs at the

position of the first zero of the Bessel function J1(πDρ/λf), which can be numerically cal-

culated as approximately 3.8317. The first zero of the intensity distribution-corresponding
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to the first dark ring in the Airy pattern [35]-is often used to define the resolution-limiting

radius of the system:

ρs =
3.8317

π
λ
f

D
≈ 1.22λ

f

D
(2.13)

Figure 2.3.: Schematic of a diffraction pattern produced by a point light source in an optical
microscope. A point source is considered, and its light is diffracted by the optical
components of the microscope objective, resulting in a circularly symmetric in-
tensity distribution at the detector. This pattern, known as an Airy disk, defines
the fundamental limit of resolution in far-field optical systems due to diffraction.

The number of photons collected by the objective depends on the size of the objective

aperture angle (θ) and the refractive index (n) of the surrounding medium. As shown in

the diagram in Fig. 2.3, the numerical aperture (NA) of the objective is defined as:

NA = n sin θ = n sin

�
arctan

�
D

2fn

��
≈ D

2f
(2.14)

The numerical aperture specifies the maximum acceptance angle of the objective. Substi-

tuting Eq. 2.14 into Eq. 2.13, we can rederive the expression for the focused spot radius.

This is commonly known as the Rayleigh criterion [34], which describes the minimum dis-

tance (Δx) between two point sources that is required to resolve them as two distinct

points in an optical system. This concept is illustrated in Fig. 2.4. According to this

criterion, two sources are considered resolvable when the central maximum of one Airy

disk [35] coincides with the first minimum of the other. The minimum distance is given

by:

Δx = 0.61
λ

NA
(2.15)

From Eq. 2.15, a fundamental limitation of mid-IR microscopy becomes evident: the

mid-IR wavelength range-typically between 2.5 µm and 25 µm are too large to resolve

nanoscale features. For a commonly used numerical aperture of 0.6 [36], the diffraction-

limited spatial resolution directly proportional to the wavelength.
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The spatial resolution can be improved by increasing the acceptance angle of the ob-

jective through the use of a wider lens and a shorter working distance. Recently, PIKE

Technologies released new reflective objectives with enhanced optical designs and numer-

ical apertures ranging from 0.7 to 0.8 [37]. These high-NA objectives deliver significantly

improved spatial resolution, reaching values below 3 µm for the 40x objective—surpassing

the performance of commonly used lower-NA objectives and approaching the theoretical

diffraction limit. In addition to enhanced resolution, they also provide superior signal-to-

noise ratios (SNR) compared to standard objectives of similar magnification in conventional

FTIR microscopes. As a result, these objectives offer substantial performance advantages

in both transmission and transflection geometries, even when used with standard thermal

IR sources [37].

Figure 2.4.: Images of two point sources positioned at various distances demonstrate whether
they are resolvable, meet the Rayleigh criterion, or remain unresolvable. The
point spread functions of the two independent sources are shown in blue, while
their combined intensity profile is represented in red.

Despite these advancements, the resolution of IR microscopy remains constrained by

both wavelength and numerical aperture. A promising approach to further enhancing

spatial resolution is increasing the refractive index of the internal reflection element, as

utilized in attenuated total reflection (ATR) microscopy [38]. This technique involves

placing a high-refractive-index material in direct contact with the sample surface. Germa-

nium (Ge), with a refractive index of approximately n ≈ 4, is the highest-refractive-index
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IR-transparent material available. Incorporating germanium can improve lateral resolution

by a factor of four [39]. However, even with this enhancement, the achievable resolution

remains limited to the micrometer scale, falling short of the nanoscale resolution required

for many emerging applications. Consequently, the diffraction limit imposed by mid-IR

wavelengths continues to restrict spatial resolution in conventional far-field spectroscopy.

Recent studies [40, 41] have introduced advanced experimental setups that use a visible

laser as a probe to detect refractive index changes and photothermal expansion induced by

infrared absorption-a technique known as optical photothermal infrared (O-PTIR) (Opti-

cal Photothermal Infrared) spectroscopy. This approach enables sub-micrometer spatial

resolution, which is notably independent of the IR excitation wavelength, thereby over-

coming the diffraction limit inherent to conventional mid-IR optics. For a comprehensive

review of this method, readers are referred to the work by Prater et al. [42].

High spatial resolution chemical imaging with IR spectroscopy is non-destructive and

label-free, making it a powerful tool for advancing research in materials science, nan-

otechnology, and biology. AFM-based IR spectroscopy and microscopy techniques, such

as Photothermal induced resonance (PTIR) or AFM-IR, have been developed to achieve

nanoscale spatial resolution, allowing in-depth analysis of molecular and structural prop-

erties that traditional methods cannot capture. In the following sections, we will explore

the fundamentals of AFM and AFM-IR, highlighting their potential and applications.
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2.2. Atomic Force Microscopy

AFM is a scanning probe technique used for high-resolution imaging of surface morphology,

as well as for mechanical characterization at the nanoscale. It is capable of achieving spatial

resolutions down to the atomic level. This technique was first introduced by Binnig, Quate,

and Gerber in 1986 [43]. Unlike conventional optical and electron microscopes, scanning

probe microscopes measure the sample’s surface with a probe (typically sharp tip) that

physically moves across it, rather than relying on the focusing of photons or electrons to

gather information.

Specifically, AFM measures the interaction forces between the probe tip and the sample

surface, such as van der Waals forces [44, 45], thermal expansion [22, 46], electrical forces

[47], magnetic force interactions [48], single molecule [49, 50] and more. AFM does not

necessarily require a vacuum and can be operated in air, liquid, or controlled atmospheres

[48, 51].

This non-destructive technique is capable of analyzing a wide range of materials, from

soft biological tissues and polymers to hard crystalline structures. Its versatility has estab-

lished AFM as an indispensable tool in nanotechnology [52], materials science [53, 46], and

biology [11, 54, 55, 50]. It has become indispensable for high-resolution and rapid mor-

phological imaging, and excels in nanoscale characterization of properties such as thermal

[56], electrical [57], mechanical [58], and chemical properties [59].

2.2.1. Instrumentation

Figure 2.5.: Simplified schematic of the main components of an AFM setup.

A typical AFM setup is illustrated in Fig. 2.5, highlighting its key components: the

cantilever, deflection laser, four-quadrant photodetector, piezoelectric stage, and feedback
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controller. The cantilever is mounted on a fixed support at one end, with a sharp tip located

at its free end. This tip interacts with the sample surface, which is typically positioned on

a piezo stage capable of precise movement in the x, y, and z directions.

A core aspect of AFM is force transduction, which in conventional cantilever-based

AFM probes is typically achieved using the beam-deflection method. This widely used

approach involves focusing a diode laser onto the reflective backside of the cantilever, with

the reflected beam directed onto a position-sensitive photodetector to monitor cantilever

deflection in response to tip–sample interactions. The laser beam reflects off the cantilever

and is directed toward the center of a four-quadrant photodiode detector, which tracks the

position of the laser spot. As the AFM tip scans across the sample surface, variations in

surface height cause the cantilever to bend upward or downward, depending on the local

topography. This bending results in a change in the slope of the cantilever at the point

where the laser is focused, which in turn deflects the reflected beam. This deflection is

detected by the difference in voltages between the upper and lower parts of the photodetec-

tor. As the distance between the cantilever and photodetector is large, a small movement

of the cantilever causes a large change in the laser spot position at the detector. This ge-

ometric amplification makes the beam-deflection method highly sensitive to subtle height

variations at the sample surface. As a result, AFM instruments typically achieve vertical

(axial) resolution down to the nanometer scale [51], enabling precise surface profiling and

nanoscale imaging.

Another key component of the AFM system is the feedback controller, which is responsi-

ble for maintaining a constant interaction force between the probe and the sample surface.

When the probe registers an increase in force—typically due to the cantilever encountering

a raised feature on the sample—the feedback system instructs the piezoelectric actuator

to retract the probe slightly. Conversely, if the force decreases, the probe is brought closer

to the surface. This real-time adjustment ensures that the force between the tip and the

sample remains constant throughout the measurement.

During scanning, the z-axis movements of the piezoelectric stage required to maintain

this constant force are recorded at each (x, y) position. These recorded height values are

then used to reconstruct the surface topography of the sample, providing a high-resolution

three-dimensional image of the surface.

The feedback controller, primarily a proportional-integral-derivative (PID) controller, is

widely used to regulate the scanner and maintain the optimal force between the sample and

the probe by continuously adjusting their relative distance [60, 61]. It combines propor-

tional (P) control for immediate error correction, integral (I) control to address cumulative

errors, and derivative (D) control to predict and mitigate overshoot, thereby enhancing sta-
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bility, precision, and automation while reducing reliance on manual adjustments. However,

the D term is rarely used due to its sensitivity to noise, which can destabilize the system.

As a result, most AFMs rely on PI control, though the term “PID” is still commonly used

for convenience. The PID is governed by equation [62]:

Zv = P × Zerr + I ×
�

Zerrdt+D × dZerr

dt
(2.16)

where dt represents the time difference, Zerr denotes the error signal, defined as the differ-

ence between the setpoint and the measured input signal. In contact mode, the input is

typically the cantilever deflection (measured as a voltage difference) [63, 64], while in tap-

ping mode, it corresponds to the oscillation amplitude (also in volts) [65]. The controller

output Zv represents the output signal from the controller, typically measured in volts.

The combined PID output-based on Zerr-is applied to the z-axis piezoelectric actuator,

which adjusts the vertical position of the sample or probe to restore the interaction force

to its target value. For effective tracking performance, the PID parameters (I and P gains)

must be properly tuned for each experiment [66], due to variations in cantilever properties,

sample type, and imaging conditions. As a result, parameter optimization process becomes

a critical aspect of AFM operation [67].

2.2.2. AFM Cantilevers

Figure 2.6.: Sketch of a beam-shape cantilever.

The key component of AFM setup is the cantilever, whose length, width and material

directly influence its mechanical frequencies and spring constant. These parameters, in

turn, determine the cantilever’s force sensitivity, response time, and suitability for different

imaging modes. The most commonly used cantilever shape is beam-shaped. A sketch of the

cantilever is shown in Figure 2.6. The cantilever can be modeled using the Euler-Bernoulli
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beam theory [68]:

EI
∂4z(x, t)

∂x4
+ ηρA

∂z(x, t)

∂t
+ ρA

∂2z(x, t)

∂t2
= 0 (2.17)

where z(x, t) is the transverse displacement of the cantilever along the beam axis x over

time, E is the Young’s modulus of the beam material, I = W · H3/12 is the moment of

inertia of the beam cross-section, η is a damping coefficient, ρ is the density, and A = W ·H
is the cross-sectional area of the beam.

For a damped cantilever, the damping factor η is not negligible and is mainly caused by

two factors: (1) structural damping, which depends on the geometry and internal friction of

the cantilever, and (2) environmental damping, caused by interaction with the surrounding

medium, such as air or liquid [69].

z(x) is the deflection from the rest position of the length element at x. ∂z/∂x is the

beam slope and EI ∂3z
∂x3 is the shear force at position x. To solve the equation, we assume

a modal solution of the form:

z(x, t) = φ(x)qn(t) (2.18)

where φ(x) represents the mode shapes of the beam, corresponding to the deformation

profiles of the cantilever during its various vibrational modes. These mode shapes are

determined by the boundary conditions, and qn(t) the time-dependent amplitude of each

mode. Substituting the Eq. 2.18 into Eq. 2.17 yields:

EI
∂4φ(x)

∂x4
qn(t) + ηρAφ(x)

∂qn(t)

∂t
+ ρAφ(x)

∂2qn(t)

∂t2
= 0 (2.19)

Dividing by φ(x)qn(t):

EI

ρA

∂4φ(x)

∂x4
1

φ(x)
= − 1

qn(t)
(η

∂qn(t)

∂t
+

∂2qn(t)

∂t2
) = ω2 (2.20)

where ω2 is a separation constant that emerges from the method of separation of variables.

Thus, the spatial equation becomes:

∂4φ(x)

∂x4
=

ρAω2

EI
φ(x) = k4φ(x) (2.21)

where k is a characteristic wavenumber, which defines the spatial frequency of the mode

shape and is related to the beam’s mechanical and geometrical properties. The general

solution for φ(x) is [70]:

φ(x) = C1 cosh(kx) + C2 sinh(kx) + C3 cos(kx) + C4 sin(kx) (2.22)
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where C1, C2, C3, C4 are constants determined by boundary conditions. cosh(kx) and

sin(kx) represent exponentially growing and decaying terms, while cos(kx) and sin(kx)

represent oscillatory motion.

In the case where one side of the beam is clamped and the other side is free without

contact (typical configuration of the cantilever in an AFM), the boundary conditions are:

BC1 : φ(0) = 0 (no displacement at fixed end x =0)

BC2 :
dφ

dx

���
x=0

= 0 (no slope at x =0)

BC3 :
d2φ

dx2

���
x=L

= 0 (no moment at free end x =L)

BC4 :
d3φ

dx3

���
x=L

= 0 (no shear force at x =L)

(2.23)

Applying BC1 and BC2, we get: C1 = −C3 and C2 = −C4. Then applying BC3 and BC4,

we get:

C1(cosh(kL) + cos(kL)) + C2(sinh(kL) + sin(kL)) = 0

C1(sinh(kL)− sin(kL)) + C2(cosh(kL) + cos(kL)) = 0
(2.24)

These two conditions form a characteristic equation that determines the eigenvalue kn:

cos(knL) cosh(knL) + 1 = 0 (2.25)

The first five roots of this transcendental equation are approximately knL =

1.875, 4.694, 7.855, 10.996, 14.137. These values define the eigenmodes of the system and

can be used to plot the corresponding mode shapes of the beam.

The deflection φ(x) of each mode can be described by equation:

φ(x) = C1



(cosh(knx)− cos(knx))− cosh(knL) + cos(knL)

sinh(knL) + sin(knL)
(sinh(knx)− sin(knx))

�
(2.26)

where C1 is the vibrational amplitude. The first five mode shapes derived from Eq.2.26

are shown in Fig.2.7.
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Figure 2.7.: Simulated first five mode shapes based on Eq. 2.26.

While the mode shapes of the AFM cantilever can be determined analytically using

Eq.2.26, they can also be obtained numerically using finite element method (FEM) simula-

tions. The first five vibrational modes computed via FEM are shown in Fig.2.8, providing

both validation and a more flexible framework for modeling non-ideal geometries or bound-

ary conditions.

Figure 2.8.: FEM simulations were conducted to analyze the first five resonance modes of
the cantilever, providing insights into its vibrational characteristics and dynamic
behavior.
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The time-dependent equation of motion can be derived from Eq. 2.20:

∂2qn(t)

∂t2
+ η

∂qn(t)

∂t
+ ω2

nqn(t) = 0 (2.27)

where ωn denotes the angular frequency of the nth vibrational mode. Assuming a solution

of the form qn(t) = Aeλt, which we substitute into Eq. 2.27:

λ2 + ηλ+ ω2
n = 0 (2.28)

For the damped case, we have solution for λ:

λ =
−η ±�

η2 − 4ω2
n

2
(2.29)

If we replace the damping coefficient with the damping ratio η = 2ζωn, Eq. 2.29 can be

rewritten as:

λ = −ζωn ±
�
1− ζ2ωn (2.30)

Finally, the time-dependent solution for the damped harmonic oscillation of the beam

displacement-corresponding to its oscillatory motion (i.e., vibrating up and down), is given

by:

qn(t) = Ae−ζωnt cos(wdt+ ϕ) (2.31)

where wd =
�

1− ζ2ωn [71] is the damped natural frequency, ϕ is the initial phase angle

of the oscillation.

The spring constant (kc) of the beam-shape cantilever can be calculated from the static

deflection when a force acts at x = L,

kc =
EI

3L3
(2.32)

Quantifying the damping factor of a cantilever can be challenging, so a common and

practical approach is to determine it indirectly by measuring the quality factor (Q) of the

cantilever. For a harmonic oscillator, the Q factor is defined as the ratio of the resonance

frequency (ω) to the full width at half maximum (FWHM) of the resonance peak (Δω),

expressed as Q = ω/Δω. Alternatively, the quality factor can be related to the damping

ratio ζ, with the relation Q = 1/2ζ for systems with slight damping (ζ ≪ 1) [71]. A

high Q factor indicates that the cantilever dissipates energy slowly, enabling it to sustain

oscillations over a longer duration in a steady-state regime. Conversely, a low Q factor

implies rapid energy dissipation, resulting in quickly damped oscillations.

In this section, the theoretical modeling of the cantilever was discussed, with a focus

on its mechanical behavior, vibrational modes, and the governing equations that describe
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its dynamic response. While these models provide critical insights into the cantilever’s

performance, the actual behavior of the system also strongly depends on the material

properties of the cantilever itself. Parameters such as Young’s modulus, density, internal

damping, and thermal conductivity directly influence its resonance frequency, stiffness,

and sensitivity. Additionally, fabrication techniques—including lithography, etching, and

material deposition—play a crucial role in defining the cantilever’s geometry, surface qual-

ity, and mechanical stability. The following section introduces commonly used cantilever

materials and outlines important fabrication considerations that inform the design of high-

performance AFM probes.

2.2.3. AFM Cantilever Materials

The most commonly used materials for AFM cantilevers are silicon (Si) and silicon nitride

(Si3N4). These materials are typically fabricated using silicon-on-oxide (SOI) wafers [72]

or Si3N4 deposited on silicon wafers [73] by lithography. Low-stress Si3N4 is particularly

advantageous for cantilever fabrication, as its thickness can be precisely controlled through

chemical vapor deposition (CVD) [74, 75]. Additionally, Si3N4 is resistant to etching in

common etchants, further enhancing its suitability for cantilever manufacturing [73]. Si3N4

tips can be fabricated integrally with Si3N4 cantilevers, or alternatively, carbon tips can

be deposited onto Si3N4 cantilevers using electron beam deposition [76].

Despite its advantages, Si3N4 is less suitable for precise tip manufacturing, resulting in

AFM tips that are typically less sharp and accurate compared to those made from Si. To

address this limitation, hybrid AFM probes have been introduced, featuring a silicon tip

integrated onto a Si3N4 cantilever [77]. These hybrid designs leverage the flexibility and

low stiffness of Si3N4 cantilevers while retaining the sharpness and precision of silicon tips,

offering a balanced solution for high-performance applications.

2.2.4. AFM Operating Mode

AFM can be operated in various modes depending on the environment and the specific

application. These modes are designed to adapt to different sample properties and mea-

surement goals, and can be implemented in vacuum, air, or liquid environments. A com-

prehensive overview of AFM operating modes and their physical principles can be found

in the review by Garcia and Pérez [65].

In the scope of this work, only the two most commonly used modes in ambient (air)

conditions are relevant: Contact Mode and Tapping Mode. These modes differ in how

the tip interacts with the sample surface and how the forces are measured and controlled.

Each offers unique advantages and trade-offs in terms of resolution, sample compatibility,
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and mechanical interaction.

Contact Mode AFM

Figure 2.9.: Cantilever bending occurs as a result of repulsive forces between the tip and the
sample in the contact mode.

Contact mode is the simplest and most intuitive method for operating an AFM. In this

mode, the probe maintains continuous contact (force) with the sample while raster scanning

the surface. Feedback is achieved by monitoring the cantilever deflection. In air, contact

mode requires cantilever, with low spring constant (typically ranges from 0.01 to 1Nm

[78]) to reduce the risk of damaging soft or delicate samples.

In contact mode, a PID controller continuously adjusts the height of the sample’s piezo

stage to maintain a constant set-point. This ensures stable interaction between the AFM

tip and the sample surface. Repulsive forces arising from the tip–sample contact bend

the cantilever. As the tip scans across the surface, these forces vary with changes in

surface height. By tracking the cantilever’s deflection during raster scanning, the system

reconstructs the sample’s topography, as illustrated in Fig. 2.9.

A commonly used model to describe the tip-sample interaction between the cantilever

and the surface is the Derjaguin-Müller-Toporov model (DMT model) [79]. In the DMT

model, the tip can, to some extent, indent into the sample, as presented in the formulation

found in [80]:

Fts =

−HRtip

6a20
+ 4

3Ef

�
Rtip(a0 − z)3/2 if z < a0

−HRtip

6z2
if z ≥ a0

(2.33)

where H is the Hamaker’s constant, a0 is the effective interatomic distance, Rtip is the

radius of the cantilever tip, and Ef is the effective Young’s modulus. The effective Young’s
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modulus depends on both the sample’s and tip’s Poisson’s ratio and Young’s modulus

according to the following formula:

1

Ef
=

1− ν2

E
+

1− ν2s
Es

(2.34)

where ν and νs are Poisson’s ratios for tip and sample, respectively, and E and Es are

Young’s moduli for tip and sample, respectively.

Figure 2.10.: Force-distance curve for contact mode in AFM.

The interaction between the tip and sample is characterized by the force-distance curve

described by Eq. 2.33 (Fig. 2.10), which illustrates the variation of the force between the tip

and the surface with cantilever-sample distance. As the tip approaches the sample, weak

attractive forces (negative) initially dominate. However, when the interatomic distance

(a0) becomes sufficiently small, Pauli repulsion between the electron clouds of the tip

and sample starts to increase. This repulsion counterbalances the attraction, reaching an

equilibrium at an interatomic distance, roughly equivalent to the length of a chemical bond

[81].

As illustrated in Fig. 2.9, the contact-mode imaging process begins as the cantilever tip

approaches the sample surface [step (1)]. Once the tip comes within a distance shorter

than the typical interatomic spacing, repulsive forces rapidly overcome the attractive van

der Waals forces, marking the transition into the repulsive interaction regime [step (2)]. At

this point, the total interatomic force becomes positive, indicating direct atomic contact.

This interaction bends the cantilever upward, causing the reflected laser beam to shift
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position on the photodetector [step (3)]. This beam deflection is continuously tracked to

reconstruct the sample’s topography.

Since the tip remains in continuous contact with the surface, it operates within the

repulsive regime of the force–distance curve. This constant contact leads to significant

lateral forces and friction, which can cause damage to the sample—particularly in the case

of soft or fragile materials [82]. To avoid such damage, tapping mode was introduced as an

alternative imaging technique. In this technique, the cantilever oscillates near its resonance

frequency, making intermittent contact with the surface. This reduces both normal and

lateral forces, making it ideal for imaging soft or fragile samples with high resolution. This

mode will be introduced in the following section.
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Tapping Mode AFM

In tapping mode AFM, the cantilever is driven ,e.g. by a piezoelectric actuator, to oscillate

near its resonance frequency, causing the sharp probe tip to move up and down in a

sinusoidal motion. Unlike in contact mode, the tip only intermittently touches the sample

surface during each oscillation cycle – hence the name tapping mode. This intermittent

contact significantly reduces both normal and lateral forces, minimizing friction and sample

deformation. As a result, tapping mode is particularly advantageous for imaging soft,

fragile, or loosely bound samples, while still maintaining high spatial resolution. The

operating principle is illustrated in Figure 2.11

Figure 2.11.: Simplified schematic of tapping mode AFM. When the cantilever oscillates at the
frequency fdrive above the sample surface, its resonance peak is centered at f0

(blue curve). As the tip approaches the sample, repulsive tip–sample interactions
shift the resonance to lower frequencies (orange curve), reducing the oscillation
amplitude by (ΔA). This amplitude change reflects the nonlinear force regime
the tip experiences as it transitions from long-range attractive to short-range
repulsive forces.

The dynamics of a tapping-mode AFM cantilever can be modeled using the Euler-

Bernoulli beam equation [83], assuming that one end is fixed while external forces act
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on its free end (e.g. the tip). Thus, Eq. 2.17 is modified as:

EI
∂4z

∂x4
+ ηρA

∂z

∂t
+ ρA

∂2z

∂t2
− δ(x− L)[Fts(z) + Fdrive(t)] = 0 (2.35)

where δ(x− L) is the Dirac delta function, representing a force applied exclusively at the

free end of the cantilever. Fts(z) denotes the tip-sample interaction force, which can be

modeled using the DMT-model, as described in Eq. 2.33. On the other hand, Fdrive(t)

corresponds to the external driving force acting on the fixed end of the cantilever, and is

usually modeled as a harmonic function, Fdrive(t) = A0 sin 2πfdrivet, where A0 represents

the driving amplitude, and fdrive denotes the driving frequency, which usually close to the

free resonance frequency (f0) of the cantilever. In Eq. 2.35, other forms of damping—such

as internal and hydrodynamic damping—are not considered. However, these effects are

crucial for accurately modeling cantilever dynamics, particularly in determining the quality

factor, and have been analyzed in detail in [80].

In tapping mode, the cantilever oscillates close to its resonant frequency (f0) at a con-

stant predefined amplitude. As the tip approaches the sample and begins interacting with

it, the resonance frequency shifts towards higher or lower frequencies within each oscilla-

tion cycle, depending on whether the interactions are in the attractive or repulsive force

regime, respectively [81]. These frequency shifts generate positive and negative changes in

oscillation amplitude (ΔA) of the cantilever as the tip moves through the attractive and

repulsive force regions.

In tapping mode, the cantilever oscillation amplitude (ΔA) is used as a feedback signal

for the PID, which adjusts the z scanner. This adjustment compensates for variations in

amplitude, which correspond to changes in the distance between the tip and the sample[62].

The main advantage of tapping mode is that the tip only makes brief contact with the

surface, which significantly reduces the lateral forces that could potentially damage the

sample [84, 85]. However, a key limitation of tapping mode is that it does not directly

measure tip–sample interaction forces. As a result, it cannot directly quantify mechan-

ical properties such as stiffness, elastic modulus, or viscoelastic coefficients [86], and it

makes reconstructing the full force curve from standard tapping-mode data challenging

[87]. Instead, it relies on oscillation amplitude, which is detected by a lock-in amplifier

that provides an averaged response.
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2.3. Atomic Force Microscopy–Infrared Spectroscopy

Figure 2.12.: Sketch illustrating a top-down illumination configuration AFM-IR setup. The
sample is placed on a piece of silicon (gray) and illuminated from the top with a
pulsed, tunable, infrared beam (red).

AFM-IR, also commonly referred to as PTIR, is a near-field technique combining an

AFM and IR spectroscopy. This technique enables nanoscale spatial resolution chemical

imaging, spatial resolution independent of the IR wavelength [46, 22, 88], allowing for

chemical analysis at resolutions several orders of magnitude below the diffraction limit [89,

90, 50, 91, 92]. First introduced by Dazzi et al. in 2005 [93], AFM-IR has since gained

recognition as a powerful tool for nanoscale chemical characterization [46, 94, 22, 21, 23,

24].

A typical AFM-IR setup consists of a pulsed and tunable IR laser focused on the sample’s

surface at the location of the AFM cantilever tip (see Figure 2.12). The technique operates

by detecting the thermal expansion of the sample region beneath the tip following the

absorption of pulsed IR radiation [22, 23]. When the sample absorbs the laser energy,

it undergoes periodic temperature variations, leading to photothermal and photoacoustic

effects [21]. This thermal expansion is rapide (give timescale) and induces localized surface

displacement, which in turn excites the AFM cantilever in a oscillatory motion. The

resulting cantilever motion is monitored and the oscillation amplitude is directly, with its

amplitude directly correlating to the sample’s wavelength-dependent absorption coefficient

and thermal expansion properties [89]. This mechanical detection mechanism enables
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AFM-IR to achieve high-resolution chemical imaging of local infrared absorption down

to 10 nm [95].

The fundamental principles of AFM-IR are widely recognized, and its effectiveness in

chemical imaging is well established. This technique has been applied across various fields,

including materials science [96, 97], biological systems [54, 50, 98], as well as photonics,

perovskite materials [99], and semiconductor research [22, 100].

2.3.1. AFM-IR Signal

The initial theoretical framework for AFM-IR signal generation and transduction was de-

veloped by Dazzi et al. [1]. The model assumed a homogeneous sample illuminated by a

single laser pulse, without considering the sample geometry. The cantilever was modeled

as a damped Euler-Bernoulli beam, and the amplitude of the measured AFM-IR signal

was found to be proportional to the local IR absorption, described as the imaginary part

of the refractive index at a given wavelength (Im[n(λ)]). Four proportionality constants

define this relationship, as expressed by the equation:

S̃n(ωn, λ) = HmHAFMHooptHth
Im[n(λ)]

λ
(2.36)

With:

• The mechanical contribution HM is proportional to the spring constant kz, the ther-

mal expansion coefficient αsph, and the radius of the spherical-shape sample a, as

expressed by the following equation:

Hm = kzαspha (2.37)

• The cantilever contribution HAFM depends on the properties of the AFM cantilever.

HAFM =
1

ηωn
[cos (α)δx+ sin (α)H]

D

ρAL



∂gn(x)

∂x

���
x=L

�2
(2.38)

In the equation, ωn represents the angular resonance frequency of the n-th mode, α is

the cantilever angle, [cos (α)δx+ sin (α)H] describes the influence of the cantilever’s

angle on the signal, H is the tip height and δx is the distance from the tip to the

end of the cantilever. The length of the cantilever illuminated by the laser spot is

denoted by D, and gn(x) represents the spatial distribution of the mode, while the

term ∂gn(x)
∂x

���
x=L

corresponds to the slope of the cantilever at its tip.

• The optical contribution Hopt accounts for the incident optical power of the IR laser,

represented by the squared electric field amplitude (|Einc|2), and the real part of the
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sample’s refractive index, Re(n). Under the assumption of weak sample absorption

and within the electric dipole approximation - valid when the absorber’s size is much

smaller than the wavelength - the optical contribution is given by:

Hopt =
Re(n)

(Re(n)2 + 2)2
cϵ0|Einc|2 (2.39)

where c is the speed of light and ϵ0 is the permittivity of free space.

• The thermal contribution Hth depends on the thermal properties of the sample and

is characterized by two distinct expressions, depending on the relationship between

the laser pulse duration (tp) and the thermal relaxation time (τrelax):

Hth =

��������
6π

ρsphCsph
tp(

tp
2 + τrelax) for tp ≪ τrelax

4πa2

κ



sin(

ωntp
2

)

ωn

�
for τrelax ≪ tp

(2.40)

where ρsph is the density of the sample, κ, is the effective heat conductivity and

Csph its thermal capacity. In the case of a shorter single pulse laser (tp ≪ τrelax),

the sample does not have enough time to reach to the equilibrium state during the

pulse. Instead, the energy is deposited rapidly, causing a transient temperature

rise in the sample. Once the pulse ends, the system gradually returns to its initial

temperature, following an exponential decay determined by τrelax = (ρsphCspha
2/3κ)

[1]. Conversely, when the pulse duration is much longer than the thermal relaxation

time of the sample (τrelax ≪ tp), the system has sufficient time to reach thermal

equilibrium during the pulse. As a result, the temperature increase and reach a

plateau at which it remains stable while the pulse is on. Once the pulse is turned off,

the temperature drops rapidly, producing a nearly rectangular thermal response [1].

To detect the photothermal signal, AFM-IR employs detection schemes similar to those

used in conventional AFM. In contact-mode AFM-IR (either ringdown [93] or resonance-

enhanced detection [101]), the probe maintains continuous contact with the sample at a

fixed deflection setpoint. Alternatively, tapping-mode AFM-IR [95] utilizes an heterodyne

detection scheme, where the cantilever’s resonant excitation is modulated by the nonlinear

interaction between its oscillation and the sample’s photothermal expansion. This approach

effectively suppresses background signals and enhances spatial resolution. The specific

mechanisms of each detection scheme will be discussed in the following sections.
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2.3.2. Contact Mode AFM-IR

Figure 2.13.: (a) A typical time-domain cantilever ringdown response following the absorp-
tion of a single laser pulse by the sample. (b) The Fourier transform (FFT)
of the ringdown signal, revealing the first four contact-resonance modes of the
cantilever. (c) A typical time-domain signal measured when the laser is pulsed
at a frequency resonant with one of the cantilever’s contact-resonance modes
(here at 260 kHz), referred to as resonance-enhanced mode. (d) The FFT of
the resonance-enhanced signal, showing that the cantilever response is predomi-
nantly composed of the resonant contact-mode oscillation.

In contact mode AFM-IR, two primary detection schemes are commonly employed: ring-

down and resonance-enhanced mode.

The cantilever oscillations decay (ring down) over a timescale of approximately 500 µs

(see Fig. 2.13a), which is significantly longer than the sample thermalization time, typically

on the nanosecond scale [91, 102, 103]. In the ringdown detection scheme, AFM-IR uses a

soft contact-mode cantilever and relies on short laser pulses—typically on the order of 10 ns

or shorter—to induce rapid thermal expansion in the sample. However, a wide range of
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pulse durations has been demonstrated, including ultrashort pulses of approximately 0.1 ns

using difference frequency generation sources [104], and longer pulses up to 500 ns with

quantum cascade lasers (QCLs) [105]. The laser repetition rate is generally low (around

1 kHz), provided it remains below the cantilever’s mechanical relaxation time [106]. Upon

light absorption, the sample undergoes rapid photothermal expansion, exciting multiple

cantilever modes.

The rapid photothermal expansion can be simply modeled as an excitation impulse

force (Iimpδ(t)) on the cantilever/tip. Iimp is the impulse (with unites of momentum:

N · s), proportional to the optical absorption coefficient and thermal expansion coefficient

[1]. Therefore, the equation of motion for a cantilever subjected to an impulse is:

∂2qn(t)

∂t2
+ 2ζωn

∂qn(t)

∂t
+ ω2

nqn(t) =
Iimp

m
δ(t) (2.41)

The solution to Eq. 2.41 consists of two parts: a particular solution due to the impulse,

which determines the initial displacement and velocity of the cantilever motion, and a ho-

mogeneous solution representing the free oscillations (ringdown) after the force is removed.

The latter takes the form of Eq. 2.31. The impulse force (e.g. fast photothermal expansion

of the sample) provides the initial velocity with ∂qn(t)
∂t |t=0 =

Iimp

m and zero displacement at

t = 0. With these initial conditions, the solution of Eq. 2.41 after a short impulsive force,

is given by:

qn(t) =
Iimp

mωd
e−ζωnt sin(ωdt) (2.42)

where ωd = ωn

�
1− ζ2 denotes the damped angular frequency [71].

As these oscillations (sin(ωdt)) gradually decay over time with an exponential envelope

e−ζωnt, the process is referred to as ’ringdown’ (Fig. 2.13a). The cantilever is excited

off-resonance by a short infrared pulse, and its oscillation amplitude (at t = 0) is directly

proportional to the sample’s absorption coefficient and thermal expansion coefficient, while

inversely proportional to the cantilever frequencies [94]. Fourier transformation of the

ringdown signal reveals the contact resonance frequencies of the cantilever that are excited

(Fig. 2.13b).

As indicated in Eq. 2.39, the AFM-IR signal is directly proportional to the laser inten-

sity, meaning that higher laser power theoretically results in a stronger signal. However,

simply increasing the laser power could elevate the sample temperature to its melting point,

potentially causing damage. An alternative approach to enhance the signal is to illuminate

the sample with a series of weaker pulses, rather than a single strong pulse in the ringdown

measurements [101].

In this scenario, the cantilever is excited by a train of impulsive forces rather than one

single impulse excitation—an approach known as resonance-enhanced AFM-IR.
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The periodic train of impulses is defined as:

F (t) = Iimp

∞�
n=0

δ(t− nT ) (2.43)

where T = 2π
ωIR

is the repetition period of the pulse train and ωIR is the angular repetition

frequency of the IR laser. So its Fourier series in real form is:

F (t) =
Iimp

T
[1 + 2

∞�
l=1

cos(lωIRt)] (2.44)

where l is the harmonic number. We approximate the periodic impulse train by keeping

just the DC (zero frequency) term and first harmonic in the impulse train:

F (t) =
Iimp

T
[1 + 2 cos(ωIRt)] (2.45)

We assume the cantilever starts from rest at t = 0, with no pre-displacement. Since no

constant force is acting, any average (DC) displacement due to the Fourier expansion is

excluded from the physical solution.

The cantilever motion in this regime can be described by the following damped driven

harmonic oscillator equation:

∂2qn(t)

∂t2
+ 2ζωn

∂qn(t)

∂t
+ ω2

nqn(t) =
F0

m
cos(ωIRt) (2.46)

where, ωIR is the excitation frequency, corresponding to the IR absorption frequency of

the sample, and F0 =
2Iimp

T is the dynamic force amplitude, proportional to the amount of

IR absorption.

A common solution to the harmonic response equation takes the form:

qn(t) = Aosc cos(ωIRt− ϕ) (2.47)

where, Aosc is the amplitude of oscillation at frequency ωIR and ϕ is the phase shift between

force and cantilever displacement. Substituting Eq. 2.47 into Eq. 2.46, we obtain:

(ω2
n − ω2

IR)Aosc cos(ωIRt− ϕ)− 2ζωnωIRAIR sin(ωIRt− ϕ) =
F0

m
cos(ωIRt) (2.48)

Reformulating the above equation:

(ω2
n − ω2

IR)Aosc[cos(ωIRt) cos(ϕ) + sin(ωIRt) sin(ϕ))]

− 2ζωnωIRAosc[sin(ωIRt) cos(ϕ)− cos(ωIRt) sin(ϕ)] =
F0

m
cos(ωIRt)

(2.49)
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The above equation, must hold for all t, meaning that the coefficients of cos(ωIRt) and

sin(ωIRt) must be equal. Therefore:

Aosc

�
(ω2

n − ω2
IR) cos(ϕ) + 2ζωnωIR sin(ϕ)

�
cos(ωIRt) =

F0

m
cos(ωIRt) (2.50)

Aosc

�
(ω2

n − ω2
IR) sin(ϕ)− 2ζωnωIR cos(ϕ)

�
sin(ωIRt) = 0 (2.51)

In the following, we apply a standard trigonometric identity to reformulate the expression

in Eq. 2.50 into a more compact amplitude–phase form:

A cos(θ) +B sin(θ) = Rcos(θ − φ) (2.52)

where:

R =
�

A2 +B2, tan(φ) =
B

A
(2.53)

By comparing Eq. 2.50 with Eq. 2.52, we define:

A = ω2
n − ω2

IR, B = 2ζωnωIR (2.54)

Thus:

R =
�
(ω2

n − ω2
IR)

2 + (2ζωnωIR)2, tan(φ) =
2ζωnωIR

ω2
n − ω2

IR

(2.55)

Since φ = ϕ represents the phase shift between the excitation force and the cantilever

displacement, we can solve the Eq. 2.48 for the amplitude of oscillation:

Aosc =
F0/m�

(ω2
n − ω2

IR)
2 + (2ζωnωIR)2

(2.56)

The full steady-state solution is:

qn(t) =
ωIRIimp

πm
�
(ω2

n − ω2
IR)

2 + (2ζωnωIR)2
cos(ωIRt− φ) (2.57)

By tuning the laser repetition rate to match one of the cantilever’s contact resonance

frequencies ωIR = ωn, the amplitude of oscillation at resonance simplifies to:

Aosc =
Iimp

2πmζωn
(2.58)

While both resonance-enhanced and ringdown AFM-IR rely on cantilever oscillations

initiated by sample absorption, the maximum amplitude achieved under resonance condi-

tions is typically greater than that from a single-pulse ringdown excitation. Using standard
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solutions for a driven damped harmonic oscillator and an impulsively excited system, the

ratio of the two amplitudes is given by:

Aresoance

Aringdown
=

Iimp

2πmζωn

Iimp

mωd

=

�
1− ζ2

2πζ
(2.59)

For lightly damped systems (ζ ≪ 1), the damping ratio ζ can be replaced by the quality

factor Q = 1/2ζ. Substituting this into the amplitude ratio expression yields:

Aresoance

Aringdown
=

�
4Q2 − 1

2π
(2.60)

Given that cantilevers typically exhibit quality factors much greater than one in both

air and vacuum environments [107, 108, 109], the following approximation holds:

Aresoance

Aringdown
=

Q

π
(2.61)

This ratio illustrates how resonance-enhanced detection amplifies the response relative to

the ringdown mode. It is linearly proportional to the quality factor, making the enhance-

ment particularly significant for low-damping, high-Q cantilevers.

In the resonance-enhanced configuration, the photothermal expansion of the sample

excites the AFM cantilever at its resonance frequency, selectively amplifying the AFM-IR

signal, which can then be demodulated from the AFM deflection signal, as depicted in

Fig. 2.13c and d. This resonance-enhanced AFM-IR technique achieves higher sensitivity

than traditional ringdown measurements and is currently the most commonly employed

paradigm in AFM-IR.

In resonance-enhanced measurements, it is crucial to match the pulse repetition rate

with the cantilever’s resonance frequency throughout the measurement. As the cantilever

scans the sample surface during imaging, its resonance frequencies are influenced by the

tip–sample contact stiffness. Softer materials typically cause the resonance peak to shift

to lower frequencies, while harder materials shift it to higher frequencies [110]. If the pulse

repetition rate is not adjusted accordingly this alters the AFM-IR signal amplitude. To

address this issue, the laser repetition rate can be locked to the phase of the cantilever’s

resonance using a feedback loop, commonly known as a phase locked loop (PLL) [95]. This

method monitors changes in the phase angle rather than the amplitude, which is necessary

to maintain resonance-enhanced conditions throughout the scans. At the beginning of

each measurement, the user sets a reference point corresponding to the phase angle of the

contact resonance, along with a frequency range where variations are expected. The PLL

then uses a PID controller to track the phase angle changes and adjust the laser pulse rate,

ensuring consistent resonant excitation during the measurement.
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2.3.3. Tapping Mode AFM-IR

Figure 2.14.: Schematic representation of heterodyne mixing in the Tapping AFM-IR fre-
quency domain. f1 and f2 represent the first and second resonance frequencies
of the cantilever. The cantilever is driven at ft = f1, while the laser repetition
rate is tuned to the frequency difference f2 − f1. Signal detection then occurs at
the second resonance frequency f2.

In tapping mode AFM-IR, the cantilever is driven to oscillate at one of its mechanical

resonance frequencies and intermittently makes contact with the sample (similarly to tap-

ping mode AFM). Concurrently, the sample is illuminated with a pulsed tunable IR laser

with the laser repetition rate (fIR) set to the difference between the cantilever’s second (f2)

and first (f1) resonance frequencies. This configuration facilitates a heterodyne detection

scheme [80], enabling non-linear mixing of the cantilever’s oscillation modes. Specifically,

when the cantilever is driven at its first resonance frequency (f1), setting flaser = f2 − f1

results in the generation of a signal at f2 due to the mixing process, as depicted in Fig.

2.14. The AFM-IR signal is consequently retrieved by demodulating the cantilever oscil-

lation signal at the frequency f2 using a lock-in amplifier [111]. The cantilever can also be

driven at f2, with the signal detected at f1. This configuration has been shown to enable

the acquisition of better quality tapping-mode AFM-IR spectra [112]. In this case, the

laser repetition rate (fIR) is still set to f2 − f1.
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Figure 2.15.: Sketch of tapping mode AFM-IR working principle.

To understand tapping mode AFM-IR, we examine the mixer input, given by the

tip–sample distance zts. The cantilever, typically actuated from the back using a piezo

controller, oscillates harmonically at a resonance frequency (ft), oscillating with an am-

plitude At (Fig. 2.15). Its deflection δ representing the vertical displacement of the tip,

reaches a maximum just before contacting the sample.

IR absorption in the sample induces localized heating, resulting in periodic thermal

expansion. This expansion can be approximated as a harmonic function with thermal

expansion amplitude AIR and laser repetition rate fIR = ωIR/2π.

The tip-sample distance can be expressed as:

zts(t) = zb − (δ + (At cos(ωtt))−AIR cos(ωIRt) (2.62)

where zb is the tip height setpoint, controlled by the tapping mode feedback loop at the

resonance frequency ft. δ is the cantilever displacement at x = L.

The Euler-Bernoulli beam equation (Eq. 2.35) can be solved by setting zb = 0, under

the assumption that the deflection δ = 0 during the approach cycle of the cantilever [80,

113].

If we expand the tip-sample interaction force in a Taylor series up to the second order,

we obtain:

Fts(zts) = Fts(zb − ϵ) = Fts(zb)− ∂Fts(zb)

∂z
ϵ+

1

2

∂2Fts(zb)

∂z2
ϵ2 (2.63)

The beating term is:

ϵ = At cos(ωt)t+AIR cos(ωIRt) (2.64)
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and the nonlinear mixing term is:

ϵ2 = (At cos(ωtt) +AIR cos(ωIRt))
2

= A2
t cos

2(ωtt) +A2
IR cos2(ωIRt) + 2At cos(ωtt)AIR cos(ωIRt)

= A2
t cos

2(ωtt) +A2
IR cos2(ωIRt) +AtAIR(cos((ωt + ωIR)t) + cos((ωt − ωIR)t))

(2.65)

From the nonlinear mixing term, it becomes evident that the cantilever signal can be

demodulated at ωmix = ωt+ωIR or ωmix = ωt−ωIR. Therefore, the tip-sample interaction

force at mixing frequency ωmix is:

Fmix(t) = Fmix,0 cos(ωmixt) =
1

2

∂2Fts(zb)

∂z2
AtAIR cos(ωmixt) (2.66)

In the case where the driving frequency is at f1, and the IR modulation frequency at

f2− f1. The detection frequency is given by fdet = fmix = f1+(f2− f1) = f2, as depicted

in Fig. 2.14.

Because in the tapping mode the cantilever’s resonance frequency is less affected by the

sample’s mechanical properties [94], active frequency tracking is often not done. Moreover,

this technique provides exceptional spatial resolution, achieving spectral resolutions as fine

as 10 nm [95]. Tapping mode AFM-IR preserves the advantages of tapping mode AFM,

making it ideal for analyzing soft [95, 114], sticky [111], or easily displaced samples [115],

while expanding AFM-IR applications [94, 23, 21].
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2.4. Current Limitations of AFM and AFM-IR

AFM and its infrared-enhanced counterpart, AFM-IR, have become essential tools for high-

resolution nanoscale imaging and chemical analysis. While these techniques offer unique

capabilities—such as sub-10 nm spatial resolution and localized chemical specificity—they

are subject to several inherent limitations that restrict their broader applicability. These

limitations can be broadly categorized into two areas: those related to AFM as a platform,

and those specific to AFM-IR.

2.4.1. Limitations of AFM

Despite the powerful capabilities of AFM in achieving nanometer-scale resolution and ex-

ceptional surface sensitivity, several inherent limitations constrain its broader applicability.

A primary challenge in conventional AFM is slow imaging speed. Since data is acquired

line-by-line, the technique is significantly slower than alternatives such as scanning electron

microscope (SEM), making it less suitable for large-area mapping or dynamic, real-time

imaging. High-speed atomic force microscopy (HS-AFM) has been developed to address

this by employing miniaturized cantilevers with high resonance frequencies and optimized

feedback systems [116]. HS-AFM enables video-rate imaging, particularly in liquid envi-

ronments, and has proven valuable in capturing fast biological processes. However, this

technique has trade-offs, including reduced force sensitivity, limited scan area, complex

control requirements, and challenges in mechanical and chemical property mapping. As

such, its use remains focused on niche applications.

Another limitation lies in the optical-lever detection scheme, which uses laser reflection

onto a position-sensitive photodiode to track cantilever deflection [117]. While sensitive,

this method requires bulky free-space optics and expensive lasers, and is vulnerable to

misalignment and environmental noise [118, 119]. Additionally, AFM’s temporal resolution

is limited by thermal noise and mechanical inertia, requiring low-mass, high-Q cantilevers to

achieve improved performance [120]. Further miniaturization for high-frequency operation

(e.g., >1MHz) is constrained by diffraction-limited optical detection [121, 122], ultimately

impacting signal stability and readout accuracy.

2.4.2. Limitations of AFM-IR

AFM-IR enhances AFM by enabling nanoscale infrared spectroscopy through the detection

of local photothermal expansion induced by infrared absorption. While this technique

offers chemical mapping at resolutions far below the diffraction limit, it presents two major

limitations: incomplete theoretical modeling and poor temporal resolution.
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Incomplete Theoretical Modeling

Early models of AFM-IR, such as those establishing a linear dependence of the signal on

the imaginary part of the refractive index (i.e., optical absorption), provide only a lim-

ited understanding of the signal generation process. For example, the model proposed by

Dazzi et al. [1] assumes idealized conditions and neglects important factors such as sample

geometry, surrounding matrix, and material heterogeneity. Later, Morozovska et al. [3] de-

veloped a more rigorous approach by solving the full set of thermoelastic equations, thereby

capturing how temperature distributions and mechanical displacements evolve across in-

terfaces between adjacent materials. Schwartz et al. [123] showed that shorter laser pulses

induce cantilever oscillations over a broader frequency spectrum, improving the system’s

responsiveness to materials with fast thermalization times.

Despite these advances, the current modeling framework remains insufficient for pre-

dicting signal behavior in realistic samples. In practice, AFM-IR systems often deviate

significantly from the idealized geometries commonly assumed in the literature. Many

samples of interest feature absorbers embedded within a surrounding matrix—such as in-

clusion bodies within cells [124], metal soaps in historical paint layers [125], or intracellular

organelles [126]. In these heterogeneous environments, the AFM-IR signal arises from a

complex interplay of optical absorption, thermal transport, and mechanical transduction,

all modulated by spatially varying material properties. As a result, interpreting AFM-IR

signals in such systems requires careful deconvolution of the measured response to iso-

late contributions from both the absorber and the surrounding matrix—a challenge often

overlooked in simplified models.

Another underdeveloped area is the modeling of tapping mode AFM-IR. Despite its

widespread use due to reduced lateral forces and improved imaging of soft materials, the

theoretical treatment of signal generation in tapping mode remains incomplete. Existing

models often oversimplify the influence of oscillation amplitude, tip-sample distance (set-

point), and phase dynamics. These time-dependent interactions modulate both thermal

and mechanical transduction processes, yet are not fully captured in current analytical or

numerical models.

Limited Temporal Resolution

Another fundamental limitation of AFM-IR is its inability to capture fast dynamic changes

in thermal expansion. The technique relies on detecting localized photothermal responses

to pulsed infrared excitation, which cause thermal expansion and subsequent cantilever

motion. However, the thermal diffusion and mechanical response occur on microsecond to

millisecond timescales, fundamentally limiting the temporal resolution of the technique.
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As a result, AFM-IR is not suitable for studying ultrafast or transient processes, such as

rapid heat transport, fast molecular switching, or dynamic phase transitions. This limita-

tion is further exacerbated by the mechanical bandwidth of the cantilever and the repeti-

tion rate of the IR source, which restrict the ability to resolve time-dependent absorption

changes at the nanoscale [91]. While some efforts have been made to improve time resolu-

tion—such as single-pulse excitation or heterodyne detection—true time-resolved AFM-IR

spectroscopy remains a significant challenge.

2.4.3. Addressing Current Challenges

To address the limitations of slow imaging speed, limited sensitivity, and poor tempo-

ral resolution—while also enabling new sensing modalities—recent advances in cavity op-

tomechanics have demonstrated ultra-sensitive displacement detection of nanomechanical

resonators, in some cases approaching or reaching the standard quantum limit [127, 128,

129, 130, 131]. These systems exploit evanescent coupling between a mechanical resonator

and an optical microcavity, allowing for non-contact, highly sensitive displacement readout

within compact, integrated platforms [132, 133, 134]. Such optomechanical approaches are

promising candidates for integration into AFM systems [91, 102], offering enhanced sig-

nal stability, sensitivity, and scalability compared to conventional optical-lever detection

schemes.

In the following section, we introduce the fundamental principles of photonic resonators

and explore their application to optomechanical AFM probe systems. These developments

and their potential impact on nanoscale imaging and spectroscopy are discussed in detail

in Chapters 3.3, 3.4, and 3.5.

To overcome the limitations of current AFM-IR models, this work presents the develop-

ment and validation of a point spread function (PSF) model that provides a comprehen-

sive analytical framework for signal generation. The model accounts for optical absorption,

photothermal expansion, and cantilever response, incorporating critical parameters such as

absorber size, depth, and surrounding matrix properties. By employing Green’s functions

[135], the PSF model achieves closed-form solutions with significantly lower computational

cost compared to conventional finite element method (FEM) simulations. Further details

of this model and its implications are presented in Sections 2.1, 2,2. 3.1 and 3.2

To specifically address the limitations of tapping mode AFM-IR, we present extended

theoretical derivations that explicitly incorporate the effects of the setpoint and tip–sample

interaction dynamics. These developments are discussed in greater detail in Section 2.4.

Nevertheless, the tapping-mode model proposed in this work remains theoretical and re-

quires experimental validation to confirm its accuracy and practical applicability.
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2.5. Photonic Resonators

In this section, the fundamentals of photonic resonators will be introduced, with a focus

on the theoretical principles and optical properties of Bragg gratings, photonic crystals,

and ring resonators.

Optical waveguides are key components in photonics, guiding light over various distances

by confining it within a physical structure through total internal reflection [136, 137]. In

integrated photonics, a common dielectric waveguide consists of a high-index silicon nitride

(Si3N4) core surrounded by a lower-index cladding, such as air, with silicon dioxide (SiO2)

as the substrate (Fig. 2.16a). The mode profile, which describes the spatial distribution of

the electromagnetic field, determines how light is confined and interacts with the material.

In single-mode waveguides, this profile typically exhibits a Gaussian-like shape centered

in the core, as shown in Fig. 2.16b from a FDTD simulation. The concept of effective

refractive index neff arises because the mode propagates through a medium that is nei-

ther purely core nor cladding; instead, neff represents an averaged refractive index that

determines the phase velocity of the guided mode.

Figure 2.16.: (a) Schematic of a ridge waveguide consisting of a silicon nitride core atop a
silicon dioxide substrate. (b) FDTD-simulated mode profile of the fundamental
transverse electric (TE) mode in a dielectric waveguide, showing the spatial
distribution of the electric field intensity predominantly confined within the high-
index silicon core.

While waveguides confine and direct light along a defined path, additional control can

be achieved through photonic resonators—localized structures that trap light at specific

frequencies via interference and resonance effects [138]. These optical cavities enhance the

local optical field through constructive interference, enabling discrete spectral resonances

characterized by high quality factors (Q). Unlike waveguides that support continuous light

propagation, photonic resonators provide precise control over optical properties such as
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wavelength selectivity [139, 140, 141], field enhancement [142, 143], and slow light prop-

agation [144, 145]. Resonant confinement is typically achieved by introducing reflective

boundaries or defects—such as Bragg mirrors, periodic modulations, or photonic crystal

patterns—into dielectric structures. Among the most widely used resonator geometries are

Bragg gratings, photonic crystals, and ring resonators, each offering distinct advantages

for applications in lasers, sensors, nonlinear optics, and cavity optomechanics.

Beyond their role in purely optical applications, photonic resonators also serve as the

foundation for cavity optomechanics [127, 128, 129, 146]: a field that explores the inter-

action between light and mechanical motion at the nanoscale. Optomechanical systems

based on photonic resonators utilize radiation pressure or gradient forces to drive and

probe mechanical motion with high precision. In particular, micro-ring resonators [147,

148, 149], photonic crystal cavities [150, 131, 151], and Bragg gratings [152, 153] have

been extensively studied for their ability to enhance optomechanical coupling, leading to

applications in force sensing, displacement metrology, and quantum optomechanics.

In this section, we introduce the fundamental theory of Bragg gratings, photonic crystals,

and ring resonators. These structures form the basis for various optical sensing platforms

due to their high quality factors and strong light–matter interactions. In this thesis, we

present the design and development of three distinct optomechanical AFM probes, each

based on one of these resonator types: Bragg gratings, photonic crystals, and ring res-

onators. Detailed descriptions of these designs are provided in Sections 3.3, 3.4, and 3.5.

2.5.1. Bragg Gratings

Bragg gratings are fundamental optical elements with a periodic refractive index variation

that selectively reflect or transmit light based on wavelength, acting as wavelength-selective

filters or reflectors. They are widely used in optical sensing applications, telecommuni-

cations and signal processing [154, 155, 156, 157]. Integrated Bragg gratings offer the

advantages of compact size and large-scale manufacturability and have gained significant

attention due to their enhanced sensitivity and compact form factor. Recent advancements

in silicon photonics have enabled the successful integration of Bragg gratings onto Silicon-

on-Insulator (SOI) substrates, demonstrating their potential for advanced optical sensing

applications [158, 159, 160].

In addition to sensing applications, Bragg gratings are also integral to photonic signal

processing. Chirped Bragg gratings, where the periodicity gradually varies along the prop-

agation direction, are especially effective in compensating for group velocity dispersion

in optical fibers. This specificity restores pulse integrity and enables pulse compression,

making these gratings essential for high-performance optical communication systems [161,
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Figure 2.17.: Schematic of a uniform strip waveguide grating.

162].

In its simplest configuration, a Bragg grating is a structure with a periodic modulation

of the effective refractive index along the propagation direction of the optical mode. This

modulation is typically achieved by altering either the refractive index or the physical

dimensions of the waveguide. At each boundary created by the modulation, a portion of

the traveling light is reflected. The relative phase of the reflected light depends on both

the grating period and the wavelength of the incident light.

The periodic modulation of the effective refractive index leads to multiple distributed

reflections along the grating. These reflected signals interfere constructively only within a

narrow spectral range centered around a specific wavelength, known as the Bragg wave-

length. Within this range, light is strongly reflected. For other wavelengths, the reflections

interfere destructively, canceling each other out, allowing the light to pass through the

grating.

The Bragg grating structure used in this work consists of a waveguide with a central

width of W and sidewall corrugations of width ΔW . Figure 2.17 illustrates a Bragg grating

with square corrugations, periodically repeated with a period Λ. The total length of the

grating is L = N × Λ.

Based on coupled mode theory (CMT) [136, 163], and considering only the coupling

between the forward and backward propagating fundamental modes with amplitudes a(z)

and b(z), respectively, for a uniform grating, the CMT equation can be written as [164]:

d

dz

�
a(z)

b(z)

�
= −i

�
Δβ κ

−κ −Δβ

�
·
�
a(z)

b(z)

�
(2.67)

Here, the time dependency is neglected and κ is the coupling coefficient given by the

grating strength and can be interpreted as the amount of the reflection per unit length. z
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represents the propagation direction along the waveguide, symbol i =
√−1 is the imaginary

unit. Δβ represents the propagation constant offset from the Bragg wavelength (or the

phase detuning factor), and is defined as [165]:

Δβ = βu + κ′ +
π

Λ
(2.68)

where βu is the propagation constant of the unperturbed waveguide, κ′ is the self-coupling

coefficient and Λ is the periodicity of the grating.

For the forward propagating mode, with the boundary condition a(0) = 1, b(L) = 0,

where L is the length of the grating, the solution for a(z) is given by:

a(z) = eγz (2.69)

with

γ2 = κ2 −Δβ2 (2.70)

The reflectance for a uniform grating is described by [164]:

R =
κ2 sinh2(γL)

γ2 + κ2 sinh2(γL)
(2.71)

The reflected wavelength(λB) is known as Bragg wavelength, is given as:

λB =
2πΛneff

π − κ′Λ
(2.72)

where neff is the average effective index of the Bloch mode [166](the natural eigenmodes

of a wave in a periodic medium, described as a periodic function multiplied by a plane

wave.) of the grating.

For the case where Δβ = 0, the reflectance reaches its maximum with γ = κ. Using Eq.

2.71, the peak power reflectivity at the Bragg wavelength can be expressed as:

Rpeak =
κ2 sinh2(γL)

κ2(1 + sinh2(γL))
=

sinh2(γL)

cosh2(γL)
= tanh2(γL) (2.73)

The bandwidth is also an important figure of merit for Bragg gratings, which deter-

mines the spectral range over which the grating efficiently reflects or filters light. This is

crucial for applications such as wavelength-selective filtering, sensing, and optical signal

processing [156]. A narrow bandwidth allows for high spectral selectivity—ideal for distin-

guishing closely spaced wavelengths—while a broader bandwidth can enhance tolerance to

wavelength drift or fabrication imperfections [167].
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The bandwidth between the first nulls around the resonance can be determined by:

Δλ =
λ2
B

πng

�
κ2 + (π/L)2 (2.74)

where ng = n − λ(Δn/Δλ) is the group index. Note that for long gratings, Δλ =

λ2
Bκ/(πng). Fig. 2.18 shows an example of a Si3N4 Bragg grating with a SiO2 cladding,

obtained using finite-difference time-domain (FDTD) simulations.

Figure 2.18.: FDTD-simulated transmission spectrum of a Si3N4 grating with a SiO2 cladding,
where the grating parameters are: width w =1.35 µm, modulation depth
Δw =0.575 µm, period Λ =0.456 µm, and number of periods N = 240.

When the self-coupling coefficient is neglected, Eq. 2.72 simplifies to λB = 2Λneff ,

indicating that the Bragg wavelength depends only on the grating period and the effective

index.

To determine the grating coupling coefficient parameter, we use reflection coefficients

which are found by based on Fresnel equations. For a stepwise effective index variation:

Δn = neff2 − neff1, (2.75)

subscripts 1 and 2 correspond to the regions in the air and waveguide, respectively. The

reflection at each interface can be written as Δn/2neff according to the Fresnel equations.

Each grating period contributes two reflections. For the case of a rectangular grating

profile, the coupling coefficient is:

κ = 2
Δn

2neff

1

Λ
=

2Δn

λB
· π

π − κ′Λ
(2.76)
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A specialized variant of Bragg gratings, known as phase-shifted Bragg gratings (PSBGs),

incorporates a localized perturbation in the periodic structure, forming a first-order Fabry-

Perot cavity between two Bragg reflectors [168]. This modification introduces a narrow

spectral passband within the optical bandgap, making PSBGs particularly valuable for

high-resolution biosensing [152], as well as temperature and strain sensing [153].

Figure 2.19.: Schematic of a quarter-wave phase shifted waveguide grating.

The phase shift primarily affects the spectrum by introducing a transmission peak at the

center of the transmission stop-band and significantly increasing the bandwidth between

between the first nulls. The bandwidth for the quarter-wave phase shifted Bragg grating

is [169]:

Δλ =
λ2
B

πng

�
κ2 + (π/L)2 + (2π/L)2 (2.77)

An additional term, (2π/L)2, appears in the bandwidth expression compared to Eq.2.74,

as a result of the phase shift introduced in the grating structure. This phase shift creates

a defect mode — a localized resonance — within the photonic bandgap, allowing light at

a specific wavelength within the stopband to transmit through the grating. The presence

of this resonant cavity alters the dispersion characteristics and effectively broadens the

spectral response. Consequently, the inclusion of the (2π/L)2 term leads to a significant

increase in bandwidth relative to a conventional Bragg grating without a phase shift, as

illustrated in Fig. 2.20.
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Figure 2.20.: FDTD-simulated transmission spectrum of Si3N4 grating with (orange solid line)
and without (blue dashed line) the quarter-wave phase shift.

2.5.2. Photonic Crystals

Photonic crystals (PhCs) are materials with a periodically varying dielectric constant along

specific directions, analogous to how electrons in semiconductors experience a periodic en-

ergy potential that forms allowed and forbidden energy bands [170]. Structurally, PhCs

are similar to Bragg gratings, which manipulate light through periodic refractive index

variations. However, the refractive index modulation in PhCs is significantly stronger

than in typical Bragg gratings [171]. Moreover, unlike Bragg gratings, which are strictly

one-dimensional (1D), PhCs can be one-, two-, or three-dimensional (1D, 2D, or 3D), influ-

encing light propagation by creating photonic band gaps that restrict certain wavelengths

from traveling through the material. 1D PhCs consist of alternating dielectric layers, re-

sembling Bragg gratings [172, 173]. 2D PhCs have periodicity in two directions and are

widely used in photonic crystal waveguides and cavities [174, 175]. 3D PhCs exhibit pe-

riodicity in all three directions, enabling the formation of a complete photonic band gap

[176].
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Figure 2.21.: Schematic of the band structure of a 1D photonic crystal. The first and second
bands contain allowed modes, while the bandgap region hosts forbidden modes
where light propagation is not permitted.

A key feature of PhCs is that the periodicity of the crystal induces photonic bandgaps

(PBGs) in its band structure, preventing electromagnetic modes from existing within this

frequency range. The propagating function u(z) is periodic, like Bloch modes [166], satis-

fying u(z+R) = eikRu(z), where R is an integer multiple of the spatial period a. However,

within the bandgap (green area in Fig. 2.21), the wave vector becomes complex, expressed

as k = ℜ(k) + iκ. As a result, modes in the bandgap become evanescent, decaying expo-

nentially [177].

H(r) = eikzu(z) = eiℜ(k)zu(z)e−κz (2.78)

The imaginary component of the wave vector causes the decay on a length scale of 1/κ.

While Eq. 2.78 is based on a plane wave approximation, this assumption becomes

less accurate in small cavities, where wave effects dominate and ray-optics-based Bragg

reflection conditions may not be strictly satisfied. As a result, the optical quality factor

(Qo) is greatly reduced. One solution is to extend the Bragg reflection effect in multiple

directions. Introducing a small disorder or defect into the 2D or 3D photonic crystal to

create a highly efficient photonic nanocavity with an extremely large Qo/V ratio [178].

The photonic bandgap effect is utilized for light confinement in the in-plane direction,

while total internal reflection (TIR) at the interface between the slab and the air cladding

governs the vertical direction. By combining the 2D photonic bandgap and 1D TIR, an

ultrahigh Q0 is achieved [178, 179].
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2.5.3. Optical Ring Resonators

Figure 2.22.: schematic of a ring resonator.

The simplest configuration of an optical ring resonator is illustrated in Fig. 2.22. It consists

of a straight waveguide (commonly referred to as the bus waveguide) that carries the light

and is coupled to a ring waveguide.

The ring resonator can be interpreted as an optical feedback system [180]: light from the

bus waveguide is partially coupled into the ring, where it circulates multiple times. During

each round trip, the optical field accumulates a phase shift and experiences attenuation.

Upon returning to the coupling region, the circulating field interferes with newly coupled

light, leading to constructive or destructive interference depending on the phase conditions.

Resonance occurs when the round-trip phase shift equals an integer multiple of 2π radians,

resulting in periodic cavity resonances [181].

In the coupling region, light may either continue propagating in its original waveguide

(bus or ring) or transfer to the other waveguide via evanescent coupling. This interaction

is conveniently described using a scattering matrix [182] that relates the input fields (Ei1,

Ei2) to the output fields (Et1, Et2), capturing both transmission and coupling behavior.

The strength of this coupling is governed by the coupling coefficient κ, which determines

the fraction of light transferred between the waveguides. The transmission coefficient t

characterizes the portion of the field that remains in the original waveguide after the

coupling interaction.

In the frequency domain, the output fields from the coupling region are related to the

input fields through the following unitary scattering matrix [182]:
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�
Et1

Et2

�
=

�
t κ

−κ∗ t∗

�
·
�
Ei1

Ei2

�
(2.79)

where, the ∗ denotes the conjugated complex value of t and κ, respectively. The symmetry

of the matrix arises from the reciprocity of the network under consideration:

|κ2|+ |t2| = 1 (2.80)

To account for propagation effects within the ring, two key parameters are introduced:

the amplitude transmission coefficient α and the round-trip phase accumulation θ. The

coefficient α (with 0 ≤ α ≤ 1) accounts for optical losses during a single circulation around

the ring, where α = 1 corresponds to a lossless ring.

The phase relationship between the field just before completing a round trip, Et2, and

the field just after Ei2, is described by a multiplicative factor eiθ. The phase accumulation

θ is given by

θ =
2πRω

c
(2.81)

where R is the radius of the ring measured from the center of the ring too the center of

the waveguide, c = c0/neff is the phase velocity of the ring mode, and neff is the effective

index.

To simplify the analysis, it is common to normalize the input electric field amplitude by

setting Ei1 = 1. Taking into account the round-trip losses characterized by the amplitude

transmission coefficient α, the electric field re-entering the coupling region after one full

circulation in the ring is given by:

Ei2 = α · eiθEt2 (2.82)

From Eq.2.79 and 2.82, we could therefore obtain:

Et2 =
−κ∗

1− t∗αejθ

Et1 =
te−jθ − α

e−jθ − αt∗

Ei2 =
−ακ∗

e−jθ − αt∗

(2.83)

This leads to the transmission T at the output waveguide:

T = |Et1|2 = te−jθ − α

e−jθ − αt∗
· t

∗ejθ − α∗

ejθ − α∗t
=

tt∗ + α2 − α(te−jθ + t∗ejθ)
1 + α2tt∗ − α(te−jθ + t∗ejθ)

(2.84)
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If we define the complex transmission coefficient as t = |t|ejφ, where |t| represents the

coupling losses and φ denotes the phase of the coupler, Eq. 2.84 can be simplified as:

T =
|t|2 + α2 − 2α|t| cos(φ− θ)

1 + α2|t|2 − 2α|t| cos(φ− θ)
(2.85)

At the resonance wavelength, the phase term φ− θ = 2nπ (n = 0, 1, 2, ... is the number of

the resonance modes in the ring), the transmission is further simplified as:

T =
(|t| − α)2

(1− α|t|)2 (2.86)

In the case where the coupling losses t are equal to the internal losses of the ring α, the

transmission drops to zero. This condition, known as critical coupling, occurs when the

coupling rate into the resonator exactly matches the internal loss rate. The maximum

transmission under the critical coupling condition occurs when φ− θ = (2n+ 1)π, leading

to:

Tmax =
4α2

(1 + α2)2
(2.87)

Since α lies between 0 and 1, it is evident that Tmax increases with α, meaning higher

transmission occurs when internal losses are low. Therefore, to achieve a large output

power, it is desirable to operate in the range where |t| ≈ α ≈ 1, ensuring minimal losses in

the ring and weak coupling between the ring and the waveguide.

Recalling that the round-trip phase accumulation is given by Eq. 2.81, which can be

rewritten in terms of the vacuum wavelength λ as:

θ =
4π2Rneff

λ
(2.88)

Resonance occurs when the total phase shift accumulated during a round trip in the ring

results in constructive interference at the coupling region. Since this condition can be

satisfied at multiple wavelengths, the ring resonator exhibits periodic resonances across

the optical spectrum.

The distance between two adjacent resonance peaks, denoted as Δλ in Fig. 2.23, is

known as the free spectral range (FSR) and is defined as [182]:

FSR = Δλ = − 1

R

�
∂β

∂λ

�−1

(2.89)

where β = 2πneff/λ is the propagation constant of the electromagnetic wave in the ring.

Neglecting the wavelength dependence of the refractive index, Eq. 2.89 can be rewritten

as:

FSR =
λ2

2πR · neff
(2.90)
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The FSR is inversely proportional to the radius of the ring and effective index.

The finesse (F ) of a ring resonator is defined as the ratio of the FSR to the full width

at half maximum (FWHM) of the resonance spectrum peak:

F =
FSR

FWHM
(2.91)

The quality factor (Q0) of a resonator, also characterizes the sharpness of the resonance

and is closely related to finesse. It is defined as the ratio of the operating wavelength to

the resonance width (FWHM). In the case of weak coupling (κ ≪ 1), Q0 can be expressed

as [182]:

Q0 = F · λ

FSR
=

λ

FWHM
=

2π2R · neff

λκ2
(2.92)

Fig. 2.23 presents a FDTD-simulated transmission spectrum of a Si resonator on a

SiO2 substrate, with a radius of R =3.1 µm, where the FSR and resonance width δλ are

indicated.

Figure 2.23.: FDTD-simulated transmission spectrum of a Si ring resonator on a SiO2 sub-
strate, with a radius of R =3.1 µm.
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3. Modeling AFM-IR Signal
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3.1. Point Spread Function of AFM-IR in Cylindrical
Coordinates

In Section 1.3.1, we discussed the AFM-IR signal and the limitations of existing ana-

lytical models for photothermal expansion, the primary mechanism inducing cantilever

oscillations. A key limitation of these models is their assumption of laterally homogeneous

samples, where the surface expansion is directly proportional to the temperature change

following a laser pulse. Under these conditions, the AFM-IR signal can be described by

considering only sample heating and thermal conduction [91].

However, to accurately study spatial resolution in AFM-IR, models must account for lat-

erally heterogeneous samples. In such cases, the surface displacement is influenced not only

by thermal expansion but also by the sample’s elastic response [3]. A non-uniform absorber

distribution leads to spatially varying heating, which induces inhomogeneous strain in the

surrounding material, affecting the overall sample’s photothermal response and therefore

the AFM-IR signal. To address this complexity, we employ Green’s function methods [183],

which allow the solution of differential equations with inhomogeneous source terms to be

expressed in terms of integral operators. This approach provides a powerful and efficient

framework for modeling spatially resolved signal generation in laterally inhomogeneous

systems.

To further investigate these effects, we developed an analytical model in cylindrical

coordinates for the AFM-IR signal that incorporates three key components: transient

laser heating, heat conduction within the sample, and thermo-elastic deformation of the

material. In this new model, we consider that the laser energy is initially absorbed by

the absorber according to its absorption coefficient, leading to internal heat generation at

a rate of g(r, θ, z, t) per unit volume with unit (W/m3), where t is time, r is the radial

distance, z represents the vertical (axial) distance.

For simplicity, we assume homogeneous illumination of the absorber, meaning that the

incident laser intensity is uniform across the illuminated area. While this is a reasonable

approximation for the present case, it is important to note that the model neglects spatial

variations in the beam profile.

Assuming a homogeneous heat distribution in the r-plane, the heat source and resulting

temperature changes depend only on r, z and t. Therefore, throughout the analysis, the

heat generation function simplifies to g(r, θ, z, t) = g(r, z, t), eliminating any dependence

on θ. In such conditions, the time dependent heating source term can be expressed as:

g(r, z, t) = gV (r, z) ∗
��

t

tp

�
(3.1)
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��
t
tp

�
is the rectangular box function of length tp. gV (r, z) is the product of the optical

absorption coefficient and the optical fluence defined as:

gV (r, z) = µa · P/Af (3.2)

where µa is the optical absorption coefficient, P is the excitation laser power and Af is the

optical fluence area.

The sample’s geometry consists of a single absorber embedded within a matrix, which

is deposited on a semi-infinite thick substrate and covered by air, as shown in Fig. 3.1.

In the following sections, we first solve the heat equation for this system in cylindrical

coordinates to determine the temperature distribution. This solution is then incorporated

into Navier’s equations to obtain the thermo-elastic displacement at the surface, which is

considered the AFM-IR signal.

Figure 3.1.: Schematic of the modeled, cylindrically symmetric system composed of a single
spherical absorber surrounded by a matrix, deposited on a non-absorbing sub-
strate.

3.1.1. Heat Equation in Cylindrical Coordinates

The whole system can be treated as either a semi-infinite body over the domain 0 < r < ∞
or as a finite body with a radius of Rmat, provided that Rmat is sufficiently large such
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that the boundary has a negligible influence on the thermal and mechanical behavior in

the region surrounding the absorber. The system is described by Fourier’s law:

∂2T (r, z, t)

∂r2
+

1

r

∂T (r, z, t)

∂r
+

∂2T (r, z, t)

∂z2
+

g(r, z, t)

κ
=

1

α

∂T (r, z, t)

∂t
for t ≥ 0 (3.3)

With the following initial conditions (IC) and boundary conditions (BC):

BC1 :
∂T (r, z, t)

∂r
= 0 at r = 0 (symmetry)

BC2 : T (r = Rmat, z, t) = 0 (Dirichlet boundary condition)

BC3 : T (r, z = 0, t) = 0 (substrate is a perfect heat sink)

BC4 :
∂T (r, z, t)

∂z
= 0 at z = hmat (air is insulating)

IC : T (r, z, t = 0) = F (r, z)

(3.4)

where κ is the thermal conductivity. To facilitate the Green’s function solution of the heat

conduction equation, an initial heat distribution F (r, z) is assumed. This distribution is

not necessarily physical but serves as a mathematical construct representing the initial

condition from which the system’s response to an arbitrary heat source can be derived.

In the following, we take room temperature as zero, T is variant above room temperature,

and α is the thermal diffusivity defined as:

α =
κ

ρCp
(3.5)

where ρ is the density and Cp is the specific heat capacity.

Note: BC1 is the symmetry condition, BC2 implies that the sample is a finite cylinder

with a constant temperature at the sides. This boundary condition was chosen over the

alternative assumption of a semi-infinite sample, as it enables a more tractable analytical

solution. Besides, if Rmat is large enough the solutions are almost identical. BC3 and

BC4 indicate that the sample is finite in the z direction with a constant temperature at

sample/substrate interface and insulation condition at the top sample/air interface.

To determine the desired Green’s function, we consider the homogeneous version of the

problem defined above, i.e. the version without the heating term g(r,z,t)
κ , denoted as

Ψ(r, z, t), within the same spatial and temporal domain:

∂2Ψ(r, z, t)

∂r2
+

1

r

∂Ψ(r, z, t)

∂r
+

∂2Ψ(r, z, t)

∂z2
=

1

α

∂Ψ(r, z, t)

∂t
in 0 ≤ r ≤ Rmat, 0 ≤ z ≤ hmat

(3.6)
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Now, with all homogeneous boundary conditions, we split our solution into three indepen-

dent functions:

Ψ(r, z, t) = R(r)Z(z)Γ(t) (3.7)

which after substitution into Eq. 3.6 yields:

1

R

�
d2R

dr2
+

1

r

dR

dr

�
+

1

Z

d2Z

dz2
=

1

αΓ

dΓ

dt
= −λ2 (3.8)

The solution of the separated ordinary differential equation (ODE) in the t dimension leads

to the expected form:

Γ(t) = C1e
−αλ2t (3.9)

with the remaining terms of Eq. 3.8 yielding:

1

R

�
d2R

dr2
+

1

r

dR

dr

�
+ λ2 = − 1

Z

d2Z

dz2
= η2 (3.10)

The solution of the z-dimension ODE yields the desired solution form:

Z(z) = C2 cos ηz + C3 sin ηz (3.11)

Applying BC3 yields constant C2 = 0, while applying BC4 results in eigenvalues(for integer

values of n):
η =

π

2hmat
(2n+ 1), n = 0, 1, 2, ... (3.12)

If we now consider the remaining r terms of Eq. 3.10, where we first let β2 = λ2 − η2,

and then multiply both sides by the function R, yielding:

d2R

dr2
+

1

r

dR

dr
+ β2R = 0 (3.13)

This is the Bessel equation of order zero, and the elementary solutions are [135]:

R(r) = C4J0(βr) + C5Y0(βr) (3.14)

where J0(βr) and Y0(βr) are the Bessel functions of order zero. The requirement of the

symmetry condition stated by BC1 eliminates the Y0(βr) term, while BC2 then yields:

C4J0(βmRmat) = 0 for m = 0, 1, 2, 3, .. (3.15)

Now, λnm is:

λ2
nm = β2

m + η2n (3.16)

Since the eigenvalues and eigenfunctions are, now, defined for both spatial dimensions, we

form a product solution of the separated functions and sum over all possible solutions:

Ψ(r, z, t) =

∞�
n=0

∞�
m=0

CnmJ0(βmr)sin(ηnz)e
−αλ2

nmt (3.17)
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By applying the initial conditions:

Ψ(t = 0) = F (r, z) =
∞�
n=0

∞�
m=0

CnmJ0(βmr)sin(ηnz) (3.18)

To find the Fourier coefficients, we use the property of orthogonality of our two enigen-

functions over their respective intervals, by applying successively the following operators

to both sides of Eq. 3.18 [183]:

∗
� hmat

z=0
sin(ηiz)dz and ∗

� Rmat

r=0
rJ0(βjr)dr (3.19)

which yields:

Cnm =

� hmat

z=0

� Rmat

r=0 F (r, z)rJ0(βmr)sin(ηnz)drdz� hmat

z=0

� Rmat

r=0 rJ2
0 (βmr)sin2(ηnz)drdz

(3.20)

The solution of the integrals in the denominator are [135]:� Rmat

r=0
rJ0(βmr)dr =

Rmat

βm
J1(βmRmat) (3.21)

� Rmat

r=0
rJ2

0 (βmr)dr =
R2

mat

2
J2
1 (βmRmat) (3.22)� hmat

z=0
sin2(ηnz)dz =

hmat

2
(3.23)

The solution in our general form, introducing the Fourier constants, namely,

Ψ(r, z, t) =
∞�
n=0

∞�
m=0

4J0(βmr)sin(ηnz)e
−αλ2

nmt

hmatR2
matJ

2
1 (βmRmat)

×
� hmat

z′=0

� Rmat

r′=0
F (r′, z′)r′J0(βmr′)sin(ηnz′)dr′dz′

(3.24)

We now reformulate the above solution into:

Ψ(r, z, t) =

� hmat

z′=0

� Rmat

r′=0

� ∞�
n=0

∞�
m=0

4J0(βmr)sin(ηnz)e
−αλ2

nmt

hmatR2
matJ

2
1 (βmRmat)

J0(βmr′)sin(ηnz′)

�
× F (r′, z′)r′dr′dz′

(3.25)

The solution of the homogeneous problem of Eq. 3.6 in terms of Green’s function is given

as:

Ψ(r, z, t) =

� L

z′=0

� b

r′=0
G(r, z, t|r′, z′, t′)|t′=0F (r′, z′)r′dr′dz′ (3.26)

By comparing this solution with Eq. 3.24, we readily conclude that G(r, z, t|r′, z′, t′)|t′=0

is given by:

G(r, z, t|r′, z′, t′)|t′=0 =
∞�
n=0

∞�
m=0

4J0(βmr)sin(ηnz)

hmatR2
matJ

2
1 (βmRmat)

J0(βmr′)sin(ηnz′)e−αλ2
nmt (3.27)
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Green’s function G(r, z, t|r′, z′, t′) is now determined by replacing t with t− t′, yielding the

result [183]:

G(r, z, t|r′, z′, t′) =
∞�
n=0

∞�
n=0

∞�
m=0

4J0(βmr)sin(ηnz)

hmatR2
matJ

2
1 (βmRmat)

J0(βmr′)sin(ηnz′)e−αλ2
nm(t−t′)

(3.28)

Then, the solution of the non-homogeneous problem of Eq. 3.3 in terms of the above

Greens’s function is given, according to Eq. 3.28, as [183]:

T (r, z, t) =

� hmat

z′=0

� Rmat

r′=0
G(r, z, t|r′, z′, t′)|t′=0F (r′, z′)r′dr′dz′

+
α

κ

� t

t′>0

� hmat

z′=0

� Rmat

r′=0
G(r, z, t|r′, z′, t′)g(r′, z′, t′)r′dr′dz′

− α

� t

t′=0

� hmat

z′=0



r′
∂′G(r, z, t|r′, z′, t′)

∂r′

�
r′=b

f(t′)dt′

+ α

� t

t′=0

� Rmat

r′=0



r′
∂′G(r, z, t|r′, z′, t′)

∂z′

�
z′=0

f(t′)dt′

− α

� t

t′=0

� Rmat

r′=0



r′
∂′G(r, z, t|r′, z′, t′)

∂z′

�
z′=hmat

f(t′)dt′

(3.29)

where f(t) is a prescribed temperature maintained at the boundaries. In our case, the

medium is initially at room temperature with no temperature variation, and the temper-

ature at the boundary is not maintained. So F (r, z) = 0 and f(t) = 0. Then, the solution

of the non-homogeneous problem defined by Eq. 3.3 can then be expressed in terms of the

Green’s function, yielding the following integral form:

T (r, z, t) =
α

κ

� t

t′>0

� hmat

z′=0

� Rmat

r′=0
G(r, z, t|r′, z′, t′)g(r′, z′, t′)r′dr′dz′ (3.30)

Introducing the Green’s function of Eq. 3.28 into Eq. 3.30. We define the heat source as:

g(r′, z′, t′) = gV (r
′, z′)∗

�
(
t′

tp
), in 0 ≤ r′ ≤ a, z0−Rabs ≤ z′ ≤ z0+Rabs, t ≥ 0 (3.31)

By substituting the above equation and Green’s function of Eq. 3.28 into Eq. 3.30 yields

the overall temperature solution:

T (r, z, t) =
α

κ

� tp

t′=0

� z0+Rabs

z′=z0−Rabs

� Rabs

r′=0

∞�
n=0

∞�
m=0

4J0(βmr)sin(ηnz)

hmatR2
matJ

2
1 (βmRmat)

× r′J0(βmr′)sin(ηnz′)e−αλ2
nm(t−t′)gV (r

′, z′)
�

(
t′

tp
)dr′dz′dt′

=

∞�
n=0

∞�
m=0

A(βm, ηn)J0(βmr)sin(ηnz)

����
1− e−αλ2

nmt in 0 ≤ t ≤ tp

(eαλ
2
nmtp − 1)e−αλ2

nmt for t > tp
(3.32)
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where A(βm, ηn) =
8RabsgV

κhmatR2
mat

J1(βmRabs)sin(ηnz0)sin(ηnRabs)
J2
1 (βmRmat)λ2

nmβmηn
.

While until now, we only considered a single pulse, to model the pulse chain, we set

the laser repetition rate parameter as frep, and a single pulse period is defined by 1/frep.

Therefore, Eq. 3.32 can be modified as:

T (r, z, t) =
∞�

N=1

∞�
n=0

∞�
m=0

A(βm, ηn)J0(βmr)sin(ηnz)

×

����
1− e

−αλ2
nm(t− 1

frep
(N−1)) in 1

frep
(N − 1) ≤ t ≤ tp +

1
frep

(N − 1)

(eαλ
2
nmtp − 1)e

−αλ2
nm(t− 1

frep
(N−1)) in tp +

1
frep

(N − 1) < t < 1
frep

N

(3.33)

In this section, we applied the Green’s function method to solve for the temperature

distribution resulting from localized heat generation within the sample. This thermal field

serves as a foundational step in understanding how heterogeneous absorber distributions

influence heat propagation in AFM-IR. However, it is not the temperature alone, but the

resulting surface displacement—arising from thermo-elastic expansion—that determines

the measured signal. To complete the description of the AFM-IR signal generation process,

it is therefore essential to evaluate how the thermal field induces mechanical displacement in

the sample. In the following section, we address this by solving the coupled thermo-elastic

equations, establishing a direct link between localized heating and cantilever deflection.

3.1.2. Thermo-Elastic Equation in Cylindrical Coordinates

Following Noda et al. [184], the Navier’s equations for axisymmetric thermo-elastic prob-

lems without the body forces can be expressed as:

▽2uz +
1

1− 2v

∂e

∂z
− 2αz(

1 + v

1− 2v
)
∂T

∂z
= 0 (3.34)

where:

▽2 =
∂2

∂r2
+

1

r

∂

∂r
+

∂2

∂z2
(3.35)

where E is the material’s Young’s modulus, αz its coefficient of linear thermal expansion,

v the Poisson ratio, and e is the dilatation defined by the sum of strain components:

e = ϵxx + ϵyy + ϵzz (3.36)
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The solution of Naviers equations without body forces can be expressed by Goodiers

thermo-elastic displacement potential Φ and Boussinesq harmonic functions ϕ and ψ under

the axisymmetric conditions.

uz =
∂Φ

∂z
+

∂ϕ

∂z
+ z

∂ψ

∂z
− (3− 4v)ψ (3.37)

in which the Goodiers thermo-elastic displacement potential Φ must satisfy the governing

equations:

▽2Φ = KT, (3.38)

where K is the Restraint coefficient defined as [184]:

K =
β

λ+ 2µ
=

�
1 + v

1− v

�
αz (3.39)

where β is the thermo-elastic constant, λ and µ are the Lamé elastic constants, and αz the

coefficient of the linear thermal expansion. Boussinesq harmonic functions ϕ and ψ must

satisfy the governing equations:

▽2ϕ =
∂2ϕ

∂r2
+

1

r

∂ϕ

∂r
+

∂2ϕ

∂z2
= 0 (3.40)

▽2ψ =
∂2ψ

∂r2
+

1

r

∂ψ

∂r
+

∂2ψ

∂z2
= 0 (3.41)

The components of the stress are represented by the Goodier thermo-elastic displacement

potential Φ and Boussinesq harmonic functions ϕ, ψ are:

σrr = 2G

�
∂2Φ

∂r2
−KT +

∂2ϕ

∂r2
+ z

∂2ψ

∂r2
− 2v

∂ψ

∂z

�
(3.42)

σθθ = 2G

�
1

r

∂Φ

∂r
−KT +

1

r

∂ϕ

∂r
+

z

r

∂ψ

∂r
− 2v

∂ψ

∂z

�
(3.43)

σzz = 2G



∂2Φ

∂z2
−KT +

∂2ϕ

∂z2
+ z

∂2ψ

∂z2
− 2(1− v)

∂ψ

∂z

�
(3.44)

σzr = 2G



∂2Φ

∂r∂z
+

∂2ϕ

∂r∂z
+ z

∂2ψ

∂r∂z
− (1− 2v)

∂ψ

∂r

�
(3.45)

Referring to Eq.3.41 and 3.40, the functions ϕ and ψ can be expressed by use of integrals

satisfying the solution form as shown on [184] under the axial symmetric condition:

ϕ =

∞�
n=0

∞�
m=0

BJ0(βmr)e−βmz (3.46)
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ψ =
∞�
n=0

∞�
m=0

CJ0(βmr)e−βmz (3.47)

The Goodier thermo-elastic displacement potential Φ can be expressed as:

Φ(r, z, t) =
∞�
n=0

∞�
m=0

−A(βm, ηn)K

β2
m + η2n

J0(βmr)sin(ηnz)T (t) (3.48)

Substituting Eq.3.46, 3.47, and 3.48 into 3.37, the displacement becomes:

uz(r, z, t)) =
∞�
n=0

∞�
m=0

�
−A(βm, ηn)Kηn

β2
m + η2n

J0(βmr)cos(ηnz)T (t)

+ ((B + zC)βm − (3− 4v)C)J0(βmr)e−βmz

� (3.49)

The boundary conditions on the traction free surface are:

σzz = 0, σzr = 0 on z = hmat (3.50)

The unknown functions B and C can be determined from the boundary conditions 3.50:

C = −A(βm, ηn)K

βme−βmhmat
(

η2n
β2
m + η2n

+ 1)T (t) (3.51)

B = −1− 2v + hmatβm
βm

C (3.52)

Substituting Eq.3.52 and 3.51 into 3.49, the displacements at surface can be simplified as:

uz(r, hmat, t) =

∞�
n=0

∞�
m=0

2(1 + v)A(βm, ηn)αz

βm
(

η2n
β2
m + η2n

+ 1)J0(βmr)T (t) (3.53)

While analytical solutions offer valuable physical insight and computational efficiency,

they often rely on simplifying assumptions that may not fully capture the complexity of

real experimental conditions—particularly in the case of irregular geometries, material

heterogeneity, or boundary conditions. To complement the analytical model and validate

its predictions, we next employ FEM simulations. FEM provides a flexible and powerful

numerical framework for solving the coupled thermal and mechanical equations under more

realistic sample configurations. In the following section, we describe the implementation of

FEM simulations used to model AFM-IR signal generation, and compare the results with

those obtained from the analytical point spread function model.
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3.1.3. Finite Element Method Simulations for Model Validation

The FEM is a powerful numerical technique for solving partial differential equations (PDEs)

over complex geometries and material domains [185]. It works by discretizing a continuous

domain into a finite number of smaller subdomains, or elements, over which the governing

equations are approximated using local interpolation functions. This method is particularly

well-suited for multi-physics problems, such as those encountered in AFM-IR, which in-

volve coupled thermal and mechanical phenomena under nontrivial boundary and material

conditions. Unlike analytical models, which often require simplifying assumptions (e.g.,

symmetry or idealized geometries), FEM enables accurate simulation of real-world sce-

narios, including heterogeneous absorber distributions, layered structures, and anisotropic

material properties.

Prior to comparing the analytical model with experimental results, it is important to

assess whether the model’s assumptions limit its relevance to real AFM-IR conditions. To

address this, we constructed a finite element model that replicates the same physical sce-

nario under comparable parameters. This numerical simulation provides a reference against

which the analytical results can be evaluated. Comparing both approaches helps reveal

the effects of the approximations used in the analytical framework and clarifies how they

influence the predicted AFM-IR response. Such benchmarking is essential for establishing

the validity and reliability of the analytical model before applying it to experimental data.

The FEM model was developed using COMSOL Multiphysics software to simulate heat

transfer and solid mechanics in heterostructures. For this purpose, we employed a two-

dimensional asymmetric model, complemented by an extra-fine free triangular mesh. This

approach enabled a detailed analysis of heat transfer both within the absorber and across

the interfaces between different materials, allowing for precise modeling of thermal behavior

in the system.

In the thermal expansion module, we coupled the heat transfer in solids and fluids

interface with solid mechanics to accurately simulate the thermo-elastic response of the

structure. The boundary conditions for this model were carefully chosen to mirror the

physical setup of the system. Adiabatic boundary conditions were applied at the outer

boundaries, depicted as red lines in the heat transfer model shown in Fig. 3.2a, to represent

the isolation of the system. The matrix/air interface was assigned free surface boundary

conditions to enable surface displacement, while the substrate/air interface was subjected

to fixed constraint boundary conditions, ensuring the integrity of the substrate during

thermal expansion, as illustrated in Fig. 3.2b.
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Figure 3.2.: (a) Boundary conditions used to model the photothermal heating in the finite
element method simulations. (b) Boundary conditions used in the thermo-elastic
simulations.

3.1.4. Comparison Analytical Model and FEM

To ensure that the assumptions underlying the analytical model did not compromise its

ability to describe actual AFM-IR experiments, we compared the model’s integrated tem-

perature and surface displacement profiles with those obtained from the FEM simulation.

The FEM model represents a spherical polymethyl methacrylate (PMMA) absorber embed-

ded in a polyethylene (PE) matrix on a silicon (Si) substrate (see Fig. 3.2). The absorber

and matrix were assigned literature values for the thermal and mechanical properties of

PMMA and PE, respectively (see Table 3.1). Unlike a perfect heat sink assumption for

the substrate, we modeled a 5 µm-thick Si layer, and instead of an insulating boundary at

the cover layer, heat dissipation through thermal diffusion in air (5 µm) was included. The

material parameters used for the simulations are listed in Supplementary Table 3.1. Un-

less otherwise stated, the following parameters remained constant in both FEM and PSF

models: absorber radius Rabs = 70nm, matrix thickness hmat = 1 µm, the matrix radius is

Rmat = 5 µm (see Fig. 3.1a for a sketch of the sample geometry). The simulations consider

a peak laser power of 4.5mW, and a beam diameter rlaser = 10 µm.
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Both models yielded nearly identical integrated temperature values across all tested

pulse widths (see Fig. 3.3a for results at 100 ns, 300 ns, and 500 ns). Similarly, the surface

displacement trends showed strong agreement between the two models as a function of

pulse width (Fig. 3.3b). In both cases, integrated temperature and surface displacement

increased with pulse width. However, the surface displacement profile was significantly

broader than the temperature profile, confirming that the absorber’s thermo-elastic dis-

placement exhibits a non-linear relationship with temperature due to the inhomogeneous

heat source distribution, which induces non-uniform strains in adjacent materials.

Both models also revealed distinct dependencies of integrated temperature and surface

displacement on absorber depth (Fig. 3.3c,d). When the absorber was positioned closer to

the surface, the surface displacement exhibited higher amplitude and a narrower profile.

In contrast, the shape of the integrated temperature profile was mainly governed by heat

diffusion, becoming narrower when the absorber was closer to the substrate.

Overall, the PSF model of AFM-IR shows strong agreement with the FEM simulations,

with a mean percentage difference below 3% for integrated temperature and displacement

data across all tested pulse widths and absorber depths (see Fig. 3.4). This confirms that

the simplifications in the PSF models are valid and do not significantly impact its accuracy.
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Figure 3.3.: Integrated temperature and displacement profiles for varying laser pulse widths
and absorber depths. Temperature and thermo-elastic displacement profiles are
analyzed under different excitation conditions using the analytical model from
[103]. a) Temperature distribution and (b) resulting thermoelastic surface dis-
placement are shown for three different laser pulse widths: 100 ns, 400 ns, and
500 ns, with the absorber positioned at a depth of z0 = 0.9 µm. c) Temperature
distribution and (d) surface displacement are plotted for three absorber depths:
z0 = 0.9 µm, 0.5 µm and 0.1 µm, under a fixed pulse width of 100 ns. All cases
assume a laser repetition rate of 500 kHz.
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Figure 3.4.: Mean percentage difference analysis of integrated temperature and displacement
between the PSF model of AFM-IR and the FEM simulations for the tested pulse
widths and depth positions of the absorber.
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3.2. One Dimensional Photothermal Model

In the previous section, we presented the development of a two-dimensional photothermal

model suitable for heterogeneous sample structures. While this model captures essen-

tial features of spatially varying absorption and thermal diffusion, it does not explicitly

account for one of the most practically relevant geometries: multilayer thin-film systems.

Such systems are widely encountered in material science, electronics, and biosensing, where

multiple stacked layers interact thermally and mechanically under IR excitation. Notably,

many existing models neglect the influence of the underlying substrate, often assuming

idealized heat sink boundary conditions at the bottom of the domain. While this simplifi-

cation facilitates analytical treatment, it can overlook important thermal feedback effects

from the substrate, particularly in thin or thermally insulating films.

To address this, we introduce in this section a general analytical framework for multilayer

thin-film structures under varied boundary conditions, enabling a more accurate description

of the coupled thermal and thermo-elastic response in layered systems. By exploiting

rotational symmetry in the heat equation, we reduce the spatial dimensionality of the

problem, simplifying both analytical and numerical analyses. In particular, axisymmetric

conditions transform the full three dimensional heat diffusion problem into an effectively

one dimensional form, which not only speeds up computation but also allows for more

straightforward implementation of boundary conditions.

Therefore, we now consider a sandwich structure consisting of two distinct homogeneous

materials, denoted as materials A and B, occupying the region 0 ≤ z ≤ L3, and both

characterized by low thermal conductivity. This layered region is deposited on a substrate

of thickness L spanning the region L3 ≤ z ≤ L4, and is covered with air in the region

−∞ ≤ z ≤ 0. We analyze a one-dimensional heat conduction problem within this finite

layered structure. The upper surface at z = 0 and the lower boundary at z = L4 are

exposed to air, establishing appropriate boundary conditions. The complete structure

thus comprises three distinct layers, as illustrated schematically in Figure 3.5.

The sample is initially at a temperature distribution given by F (z). For time t > 0, the

entire volume of the structure is illuminated by an excitation laser, resulting in internal

heat generation throughout the volume. This internal heating process is mathematically

described by the heating function g(z,t), presenting the spatial and temporal distribution

of energy absorption within the structure.

g(z, t) = g ·
�

(
t

tp
) · e−βz (3.54)
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Figure 3.5.: Schematic figure of the multilayer sample geometry

Here, g is a constant heat source term proportional to the optical absorption coefficient, the

excitation laser power, and the optical fluence area. The temporal profile of the excitation

laser pulse is represented by the function
�
( t
tp
), where tp is the pulse width. Addition-

ally, the spatial decay of optical energy penetration into the sample is described by the

exponential function e−βz, where β is the optical penetration coefficient.

In the following analysis, we divide the system into three distinct regions:

1. Region 1 (0 ≤ z ≤ L3): the sandwich structure containing the heat source,

2. Region 2 (L3 ≤ z ≤ L4): the substrate layer without internal heating,

3. Region 3 (−∞ ≤ z ≤ 0): air, also without internal heating.

The mathematical formulation of this problem is given as:

In Region 1:
∂2T1(z, t)

∂z2
+

g(z, t)

κ1
=

1

α1

∂T1(z, t)

∂t
(3.55)
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In Region 2:
∂2T2(z, t)

∂z2
=

1

α2

∂T2(z, t)

∂t
(3.56)

In Region 3:
∂2T3(z, t)

∂z2
=

1

α3

∂T3(z, t)

∂t
(3.57)

where αi(i = 1, 2, 3) denotes the thermal diffusivity in each region.

Initial and boundary conditions are:

BC1 : −κ1
∂T1

∂z
|z=0 = −κ3

∂T3

∂z
|z=0 continuity of heat flux at interface

BC2 : T1(0, t) = T3(0, t) continuity of temperature at interface

BC3 : T3(z = −∞) = 0 no temperature change at infinity

BC4 : T1(L3, t) = T2(L3, t) continuity of temperature at interface

BC5 : −κ1
∂T1

∂z
|z=L3 = −κ2

∂T2

∂z
|z=L3 continuity of heat flux at interface

BC6 :
∂T2

∂z
|z=L4 = 0 air is insulating at the bottom interface

IC : T1(z, t = 0) = F (z) initial conditions

(3.58)

where κi(i = 1, 2, 3) is the thermal conductivity in each region.

The general approach involves solving the homogeneous heat conduction equation to

obtain the Green’s function in Region 1, which accounts for the response of the system to

localized heat sources under the specified boundary conditions.

∂2Ψ1(z, t)

∂z2
=

1

α1

∂Ψ1(z, t)

∂t
in 0 ≤ z ≤ L3 (3.59)

With the boundary condition homogeneous, we assume a separation of the form:

Ψ1(z, t) = Z1(z)Γ1(t) (3.60)

Substitution of equation 3.60 into 3.59 yields:

1

Z1

d2Z1

dz2
=

1

α1Γ1

dΓ1

dt
= −λ2 (3.61)

This equation introduces the separation constant λ. The resulting ODE in the time di-

mension yields the solution:

Γ1(t) = C1e
−α1λ2t (3.62)

while the space-variable ODE produces the solution:

Z1(z) = C2 cosλz + C3 sinλz (3.63)
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Since the heat equation in Region 3 (air region) is homogeneous and the temperature decays

with increasing depth (BC3), we adopt the same analytical approach used for Region 1 to

obtain the corresponding Green’s function.

Ψ3(z, t) = Z3(z)Γ3(t) = Z3(z)C4e
−α3λ2t (3.64)

and

Z3(z) = C5e
−λz (3.65)

In Region 2,

Ψ2(z, t) = Z2(z)Γ2(t) = Z2(z)C6e
−α2λ2t (3.66)

and

Z2(z) = C7 cosλ(z − L3) + C8 sinλ(z − L3) (3.67)

Applying BC1 and BC2, we have

κ1(λC3) = κ3(−λC5)

C2 = C5

(3.68)

Rearranging,

Z1(z) = C2(cosλz − κ3
κ1

sinλz) (3.69)

and

Z3(z) = C2e
−λz (3.70)

Typically, the thermal conductivity of air (0.0284W/(mK))[199] is significantly lower than

that of polymer materials, which generally range from 0.11W/(mK) to 0.44W/(mK)[200].

3.2.1. Thermal Conductivity of Materials Significantly Exceeds that of Air

In the case where the thermal conductivity of the materials in Region 1 significantly exceeds

that of air, the term involving the ratio κ3
κ1

becomes negligible. Under this assumption,

Eq. 3.69 simplifies to:

Z1(z) = C2 cosλz (3.71)

Applying BC4, BC5 and BC6, we have:

C2 cosλL3 = C7

κ1(−λC2 sinλL3) = κ2(λC8)

λ(−C7 sinλ(L4 − L3) + C8 cosλ(L4 − L3)) = 0

(3.72)

Rearranging, and replacing the difference L4 − L3 by the substrate thickness L:

C7 = C2 cosλL3

C8 = −κ1
κ2

C2 sinλL3

(3.73)
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The eigenfunctions in all regions are governed by the following differential equations:

tanλnL = −κ1
κ2

tanλnL3, n=1,2,3.. (3.74)

Taking Eq. 3.73 into Eq. 3.67, yielding

Z2(z) = C2(cosλL3 cosλ(z − L3)− κ1
κ2

sinλL3 sinλ(z − L3)) (3.75)

Common substrates used in AFM-IR, such as silicon (139.4W/(mK)), ZnO (50W/(mK)),

SiN (30W/(mK)), ZnS (25.1W/(mK)), and CaF2 (9.71W/(mK)), typically have thermal

conductivities significantly greater (often by more than an order of magnitude) than those

of polymer samples. Consequently, the term involving the ratio κ1
κ2

approaches zero. Under

this assumption, Eq. 3.74 simplifies to the following non-trivial solution:

sinλnL = 0 (3.76)

Which gives the eigenvalues:

λn =
nπ

L
, n=1,2,3,... (3.77)

This approximation results in a boundary condition of zero temperature change at the

sample-substrate interface, effectively treating the substrate as an ideal heat sink.

The sum over all possible mode solutions, yielding

Ψ1(z, t) =
∞�
n=0

cncosλnze
−αλ2

nt (3.78)

Where cn = C1C2. Application of the initial condition yields the Fourier integral expansion

of the initial temperature distribution F(z), namely,

F (z) =
∞�
n=0

cncosλnz (3.79)

Multiply both sides by the orthogonal function for an arbitrary eigenvalue, say cosλiz:

∗
� L3

z=0
cosλizdz (3.80)

This operation eliminates all terms of the summation except one, yielding:

cn =
2

L3

� L3

z′=0
F (z′)cosλnz

′dz′ (3.81)

Substitution of equation 3.81 into equation 3.78 yields the expression:

Ψ1(z, t) =
2

L3

� L3

z′=0
F (z′)

∞�
n=0

e−αλ2
ntcosλnzcosλnz

′dz′ (3.82)
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Now we consider a Green’s function approach for the solution, which takes the form of:

Ψ1(z, t) =
2

L3

� L3

z′=0
F (z′)G(z, t|z′, τ)dz′ (3.83)

By comparing equation 3.83 with equation 3.82, we readily conclude that G(z, t|z′, τ)|τ=0

is given by:

G(z, t|z′, τ)|τ=0 =
2

L3

∞�
n=0

e−αλ2
ntcosλnzcosλnz

′ (3.84)

Green’s function G(z, t|z′, τ) is now determined by replacing t with t− τ in equation 3.84,

yielding the result:

G(z, t|z′, τ) = 2

L3

∞�
n=0

e−αλ2
n(t−τ)cosλnzcosλnz

′ (3.85)

Then the solution of the non-homogeneous problem of equation (3.3) in terms of the above

Green’s function without prescribed boundary temperature is given as[183]:

T (z, t) =

� ∞

z′=0
G(z, t|z′, τ)|τ=0F (z′)dz′

+
α

κ1

� t

τ=0

� L2

z′=L1

G(z, t|z′, τ)g(z′, τ)dz′

+ α

N�
1

�� t

τ=0
G(z, t|z′, τ)|z′ = zi

1

k
fi(τ)dτ


 (3.86)

Where f(t) is a prescribed temperature maintained at the boundaries. In our case, the

system starts at uniform room temperature, and no boundary temperature is enforced.

Therefore, we assume zero initial and boundary conditions, setting F (r, z) = 0, f(t) = 0.

The resulting solution T (z, t) then describes the temperature evolution driven purely by

internal heat sources. Tthe solution of the non-homogeneous problem defined by Eq. 3.3,

which is given in terms of the Green’s function becomes in variable form:

T (z, t) =
α

κ1

� t

τ=0

� L2

z′=L1

G(z, t|z′, τ)g(z′, τ)dz′dτ (3.87)

Substitution of the above and Green’s function 3.85 into equation 3.87 yielding the overall

temperature solution:

T1(z, t) =
α1

κ1

� t

τ=0

� L2

z′=L1

2

L3

∞�
n=0

e−α1λ2
n(t−τ)cosλnzcosλnz

′g
�

(
τ

tp
)e−β(z′−L1)dz′dτ

=
2gα1

κ1L3
·

∞�
n=0

� t

τ=0
e−α1λ2

n(t−τ)
�

(
τ

tp
)dτ · cosλnz

� L2

z′=L1

cosλnz
′e−β(z′−L1)dz′

(3.88)
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Time dependent function Γ1(t):

Γ1(t) =

� t

τ=0
e−α1λ2

n(t−τ)
�

(
τ

tp
)dτ =

1

α1λ2
n

����
1− e−α1λ2

nt in 0 ≤ t ≤ tp

(eα1λ2
ntp − 1)e−α1λ2

nt for t > tp

(3.89)

Space dependent function In(z):

In = cosλnz

� L2

z′=L1

cosλnz
′e−β(z′−L1)dz′ (3.90)

Let set:

u = z′ − L1 ⇒ du = dz′ (3.91)

u = z′ − L1 ⇒ du = dz′ (3.92)

Rewriting the Eq. 3.90 in terms of u:

In = cosλnz

� L2−L1

u=0
cosλn(u+ L1)e

−βudu

= cosλnz(cosλnL1

� L2−L1

u=0
cosλnue

−βudu− sinλnL1

� L2−L1

u=0
sinλnue

−βudu)

= cosλnz(I1 + I2)

(3.93)

Where:

I1 = cosλnL1

� L2−L1

u=0
cosλnue

−βudu

= cosλnL1(
λn sinλn(L2 − L1)− β cosλn(L2 − L1)

λ2
n + β2

e−β(L2−L1) +
β

λ2
n + β2

)

(3.94)

I2 = − sinλnL1

� L2−L1

u=0
sinλnue

−βudu

= sinλnL1(
λn cosλn(L2 − L1) + β sinλn(L2 − L1)

λ2
n + β2

e−β(L2−L1) − λn

λ2
n + β2

)

(3.95)

Now we adding up I1 and I2:

I1 + I2 = (
λn(cosλnL1 sinλn(L2 − L1) + sinλnL1 cosλn(L2 − L1)

λ2
n + β2

+
β(sinλnL1 sinλn(L2 − L1)− cosλnL1 cosλn(L2 − L1))

λ2
n + β2

)e−β(L2−L1)

+
β cosλnL1 − λn sinλnL1

λ2
n + β2

=
λn(sinλnL2e

−β(L2−L1) − sinλnL1) + β(cosλnL1 − cosλnL2e
−β(L2−L1))

λ2
n + β2

(3.96)
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In the case of small penetration coefficient, in which case, β = 0 can be applied, then Eq.

3.96 can be simplified to:

I1 + I2 =
sinλnL2 − sinλnL1

λn
(3.97)

The corresponding temperature distributions in Region 2 and 3, the solutions are:

T2(z, t) = (I1 + I2)Z2(z)

∞�
n=0

� t

τ=0
e−α2λ2

n(t−τ)
�

(
τ

tp
)dτ (3.98)

T3(z, t) = Z3(z)
∞�
n=0

� t

τ=0
e−α3λ2

n(t−τ)
�

(
τ

tp
)dτ (3.99)

Solving the temperature distribution in both air (Region 2) and substrate (Region 3) is

essential because these layers govern how heat dissipates from the absorbing region. The

air layer influences surface cooling, while the high-conductivity substrate acts as a thermal

sink that limits temperature rise in the sample. Together, they determine the degree of

thermal confinement and directly impact both the amplitude and spatial resolution of the

AFM-IR signal.

3.2.2. Thermal Conductivity of Materials Comparable to that of Air

When the thermal conductivity of the materials is comparable to that of air, the term

involving the ratio κ3
κ1

cannot be neglected. The eigenfunction in Region 1 is given by the

following solution:

Z1(z) = C2(cosλz − κ3
κ1

sinλz) (3.100)

Applying BC4, BC5 and BC6, we have:

C2(cosλL3 − κ3
κ1

sinλL3) = C7

κ1(−λC2 sinλL3 − λC2
κ3
κ1

cosλL3) = κ2(λC8)

λ(−C7 sinλL+ C8 cosλL) = 0

(3.101)

Rearranging, we have the eigensolutions governed by:

tanλnL = − 1

κ2

κ1 tanλnL3 + κ3
κ1 − κ3 tanλnL3

(3.102)

The eigenfunctions in Region 2 is given by:

Z2(z) = C2[(cosλnL3 − κ3
κ1

sinλnL3) cosλn(z − L3)− κ1
κ2

(sinλnL3 +
κ3
κ1

cosλnL3) sinλn(z − L3)]

(3.103)
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Sum over all possible mode solutions in Region 1, yielding:

Ψ1(z, t) =

∞�
n=0

cn(cosλnz − κ3
κ1

sinλz)e−αλ2
nt (3.104)

Where cn = C1C2. The application of the initial condition yields the Fourier integral

expansion of the initial temperature distribution F(z), namely,

F (z) =

∞�
n=0

cn(cosλnz − κ3
κ1

sinλnz) (3.105)

Multiply both sides by the orthogonal function for an arbitrary eigenvalue, say cosλiz:

∗
� L3

z=0
(cosλiz − κ3

κ1
sinλiz)dz (3.106)

This operation eliminates all terms of the summation except one:

An =
L3

2
(1 +

k23
k21

) (3.107)

Yielding:

cn =
1

An

� L3

z′=0
F (z′)(cosλz′ − κ3

κ1
sinλz′)dz′ (3.108)

Substitution of equation 3.81 into equation 3.104 yields the expression:

Ψ1(z, t) =
1

An

� L3

z′=0

∞�
n=0

F (z′)(cosλz − κ3
κ1

sinλz)(cosλz′ − κ3
κ1

sinλz′)dz′e−αλ2
nt (3.109)

Green’s function G(z, t|z′, τ) is given by:

G(z, t|z′, τ) = 1

An

∞�
n=0

e−αλ2
n(t−τ)(cosλz − κ3

κ1
sinλz)(cosλz′ − κ3

κ1
sinλz′) (3.110)

The overall temperature solution is:

T1(z, t) =
α1

κ1

� t

τ=0

� L2

z′=L1

1

An

∞�
n=0

(cosλz − κ3
κ1

sinλz)(cosλz′ − κ3
κ1

sinλz′)

× e−α1λ2
n(t−τ)g

�
(
τ

tp
)e−β(z′−L1)dz′dτ

=
gα1

κ1An
·

∞�
n=0

� t

τ=0
e−α1λ2

n(t−τ)
�

(
τ

tp
)dτ

× (cosλz − κ3
κ1

sinλz)

� L2

z′=L1

(cosλz′ − κ3
κ1

sinλz′)e−β(z′−L1)dz′

(3.111)

Space dependent function In(z):

In = (cosλz − κ3
κ1

sinλz)

� L2

z′=L1

(cosλz′ − κ3
κ1

sinλz′)e−β(z′−L1)dz′ (3.112)
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Let set:

u = z′ − L1 ⇒ du = dz′ (3.113)

Rewriting the Eq. 3.112 in terms of u:

In = (cosλz − κ3
κ1

sinλz)

� L2−L1

u=0
(cosλn(u+ L1)− κ3

κ1
sinλ(u+ L1))e−βudu

= (cosλz − κ3
κ1

sinλz)(I1 − κ3
κ1

I2)

(3.114)

Where:

I1 =

� L2−L1

0
cosλ(u+ L1)e

−βudu

=
λn(sinλnL2e

−β(L2−L1) − sinλnL1) + β(cosλnL1− cosλnL2e
−β(L2−L1))

λ2
n + β2

(3.115)

I2 =

� L2−L1

0
sinλ(u+ L1)e

−βudu

= − cosλL1(
λn cosλn(L2− L1) + β sinλn(L2− L1)

λ2
n + β2

e−β(L2−L1) − λn

λ2
n + β2

)

+ sinλL1(
λn sinλn(L2− L1)− β cosλn(L2− L1)

λ2
n + β2

e−β(L2−L1) +
β

λ2
n + β2

)

=
λn(− cosλnL2e

−β(L2−L1) + cosλnL1) + β(sinλnL1− sinλnL2e
−β(L2−L1))

λ2
n + β2

(3.116)

Combining I1 and I2:

In = (cosλz − κ3
κ1

sinλz)(I1 − k3
k1

I2) (3.117)

In Region 2, the final solution is:

T2(z, t) = (I1 − k3
k1

I2)Z2(z)
∞�
n=0

� t

τ=0
e−α2λ2

n(t−τ)
�

(
τ

tp
)dτ (3.118)
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3.3. One Dimensional Photoacoustic Model

Having discussed the photothermal effects in the previous section, we now turn our focus

to the photoacoustic phenomena. Unlike the direct thermal effects, which primarily in-

volve the thermal expansion of the material, the photoacoustic effect arises from the rapid

absorption of light followed by acoustic wave generation due to the rapid thermal expan-

sion. This distinction is crucial for understanding the broader implications of light-matter

interactions in nanoscale sensing applications.

Although the photoacoustic effect was not the primary focus of this thesis, we developed

a one-dimensional photoacoustic model tailored for liquid samples to complement our pho-

tothermal analysis. This simplified model captures the essential physics of acoustic wave

generation and propagation following pulsed IR absorption in fluid environments. While

preliminary in scope, it lays the groundwork for future studies aimed at integrating pho-

toacoustic detection with AFM-based techniques, particularly in scenarios where acoustic

contrast may offer additional chemical or structural information beyond what is accessible

through thermal expansion alone.

Building upon the previous discussion of thermal effects, we now introduce the thermal

effect equation of motion in solids, as described by Achenbach [201]. This equation provides

a framework for understanding how thermal energy influences the mechanical behavior of

materials, particularly in the context of photoacoustic and photothermal phenomena. The

equation is:

(λ+ µ)∇∇ · u+ µ∇2u− α(3λ+ 2µ)∇T + ρf = ρü (3.119)

Where λ and µ are the Lame elastic constants, f is the external force and ρ is the density

of the sample.

If we consider our samples are in liquids and no external force applies in our case, then

the shear waves can be neglected (µ = 0), and the equation 3.119 can be simplified as:

λ∇∇ · u− 3αλ∇T = ρü (3.120)

Taking differentiate in time on both side of the above equation, we obtain:

λ∇∇ · u̇− 3αλ∇Ṫ = ρ
...
u (3.121)

In the following, we define the velocity potential u̇ = ∇ϕ, the pressure p = −ρϕ̇, the

velocity c2 = λ/ρ, and the volumetric thermal-elastic constant β = 3α. The equation

3.121 can, then, be rewritten as:

λ∇∇ · ∇ϕ− βλ∇Ṫ = ρ∇ϕ̈ (3.122)
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We integrate in volume from both side, one ∇ will be cancelled, then differentiate in time

again on both side:

λ∇2ϕ̇− βλT̈ = ρ
...
ϕ (3.123)

Replacing ϕ̇ by −p/ρ, we have:

λ∇2(−p/ρ)− βλT̈ = −p̈ (3.124)

Then:

p̈− c2∇2p = βλT̈ =
3αc2

ρ
T̈ (3.125)

We can write the wave equation with a general heat source in one-dimension Cartesian

coordinates:

ptt − c2pzz = f(z, t) (3.126)

Suppose the arbitrary boundary conditions:

p(z, 0) = φ(z) (3.127)

pt(z, 0) = ψ(z) (3.128)

We use the superposition principle to expect the solution of equation 3.83 be the form:

p(z, t) = pp(z, t) + ph(z, t) (3.129)

Where pp(z, 0) is a particular solution of equation 3.126 satisfying homogeneous boundary

conditions:

pp(z, 0) = 0 (3.130)

ppt (z, 0) = 0 (3.131)

And ph(z, t) is a solution of the corresponding: homogeneous equation

phtt − c2P h
zz = 0

ph(z, 0) = φ(z)

pht (z, 0) = ψ(z)

(3.132)

The general solution of the homogeneous part of the solution is given by:

ph(z, t) =
1

2
(φ(z + ct) + φ(z − ct)) +

1

2c

� z+ct

z−ct
ψ(τ)dτ (3.133)

And the particular part of the solution is:

pp(z, t) =
1

2c

� t

0

� z+c(t−s)

z−c(t−s)
f(y, s)dyds (3.134)
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The temperature change is the heat source of the pressure wave, so the function f(z, t) =
3αc2

ρ f(z)f(t) should take the form as equation 3.97:

f(z) =
2αg

κLλ3
n

cosλnz(sinλnL2 − sinλnL1) (3.135)

f(t) =

����
−α2λ4

ne
−αλ2

nt in 0 ≤ t ≤ tp

α2λ4
n(e

αλ2
ntp − 1)e−αλ2

nt for t > tp

(3.136)

Both the temperature and pressure variations are zero at the initial condition, therefore:

φ(z) = 0

ψ(z) = 0
(3.137)

Then,

ph(z, t) = 0 (3.138)

In this case, we don’t have a solution to the homogeneous wave equation with inhomoge-

neous boundary conditions. And:

pp(z, t) =
1

2c

� t

0

� z+c(t−s)

z−c(t−s)
f(y, s)dyds

=
1

2c

� t

0

2αg

κLλ3
n

∗ 3αc2

ρ

1

λn
sin(λny)|z+c(t−s)

z−c(t−s)(sinλnL2 − sinλnL1)f(s)ds

=
6α2cg

κρLλ4
n

cosλnz(sinλnL2 − sinλnL1)

� t

0
sinλnc(t− s)f(s)ds

=
6α4cg

κρL
cosλnz(sinλnL2 − sinλnL1)

����
−e−αλ2

nt in 0 ≤ t ≤ tp

(eαλ
2
ntp − 1)e−αλ2

nt for t > tp

(3.139)

The solution of the integrals are:

� t

0
sinλnc(t− s)ds =

� t

0
(sinλnctcosλncs− cosλnctsinλncs)ds

=
1

λnc
(sinλnct ∗ sinλnct+ cosλnct ∗ (cosλnct− 1))

=
1

λnc
(1− cosλnct)

(3.140)
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�
cosλncse

−αλ2
nsds =

1

λnc

� t

0
e−αλ2

nsdsinλncs

=
1

λnc
(e−αλ2

nssinλncs+ αλ2
n

� t

0
e−αλ2

nssinλncsds)

=
1

λnc
(e−αλ2

nssinλncs− αλn

c

� t

0
e−αλ2

nsdcosλncs)

=
1

λnc
(e−αλ2

nssinλncs− αλn

c
e−αλ2

nscosλncs− α2λ3
n

c

� t

0
e−αλ2

nscosλncsds))

=
e−αλ2

ns(c ∗ sinλncs− αλ2
ncosλncs)

λn(c2 + α2λ2
n)

(3.141)

�
sinλncse

−αλ2
nsds = − 1

λnc

� t

0
e−αλ2

nsdcosλncs

= − 1

λnc
(e−αλ2

nscosλncs+ αλ2
n

� t

0
e−αλ2

nscosλnsds)

= − 1

λnc
(e−αλ2

nscosλncs+
αλn

c

� t

0
e−αλ2

nsdsinλncs)

= − 1

λnc
(e−αλ2

nscosλncs+
αλn

c
e−αλ2

nssinλncs+
α2λ3

n

c

� t

0
e−αλ2

nssinλncsds)

= −e−αλ2
ns(c ∗ cosλncs+ αλ2

nsinλncs)

λn(c2 + α2λ2
n)

(3.142)

For 0 < t ≤ tp:

A =

� t

0
sinλnc(t− s)e−αλ2

nsds

= (sinλnct

� t

0
cosλncse

−αλ2
nsds− cosλnct

� t

0
sinλncse

−αλ2
nsds)

= (sinλnct
e−αλ2

ns(c ∗ sinλncs− αλ2
ncosλncs)

λn(c2 + α2λ2
n)

|t0 + cosλnct
e−αλ2

ns(c ∗ cosλncs+ αλnsinλ
2
ncs)

λn(c2 + α2λ2
n)

|t0)

=
c ∗ e−αλ2

nt + αλ2
nsinλnct− c ∗ cosλnct

λn(c2 + α2λ2
n)

(3.143)
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For t > tp:

B =

� tp

0
sinλnc(t− s)(eαλ

2
ntp − 1)e−αλ2

nsds

= (eαλ
2
ntp − 1)(sinλnct

e−αλ2
ns(c ∗ sinλncs− αλ2

ncosλncs)

λn(c2 + α2λ2
n)

|tp0

+ cosλnct
e−αλ2

ns(c ∗ cosλncs+ αλnsinλncs)

λn(c2 + α2λ2
n)

|tp0 )

= (eαλ
2
ntp − 1)

e−αλ2
ntp(c ∗ cosλnc(t− tp) + αλ2

nsinλnc(tp − t)) + αλ2
nsinλnct− c ∗ cosλnct

λn(c2 + α2λ2
n)

(3.144)

Now, if we add A and B, we will obtain the complete solution of the equation 3.139:

pp(z, t) =
6α4cg

κρL
cosλnz(sinλnL2 − sinλnL1)

����
A in 0 ≤ t ≤ tp

B for t > tp

(3.145)

Together, these derivations yield a one-dimensional photoacoustic model that captures

the temporal and spatial evolution of acoustic pressure in liquid environments, providing

a foundational framework for interpreting photoacoustic signal generation in AFM-based

measurements.
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4. Introduction to the Publications
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4.1. An Analytical Model of Label-Free Nanoscale Chemical
Imaging

AFM-IR spectroscopy has emerged as a powerful technique for nanoscale chemical imag-

ing, enabling spatial resolutions beyond the diffraction limit [46, 22, 88]. By combining

the high spatial resolution of AFM with the chemical specificity of infrared spectroscopy,

AFM-IR provides unique insights into the composition and structure of a wide range of

samples, including polymers [96, 97], biological tissues [54, 50, 98], and nanomaterials [99,

100]. Despite the technique’s growing relevance, understanding and predicting the factors

influencing AFM-IR signal generation and spatial resolution remain challenging, especially

when dealing with complex, inhomogeneous samples [124, 126, 125].

Existing theoretical models have contributed valuable perspectives on signal formation

mechanisms. Dazzi et al. [1, 2] introduced foundational models focused on homogeneous

samples, while Morozovska et al. [3] and Schwartz et al. [4] expanded the understanding to

interfaces and temporal dynamics. However, these models often fall short when addressing

samples composed of absorbers embedded within a matrix—a common scenario in practi-

cal applications such as imaging organelles within cells [202] or detecting contaminants in

polymer films [203]. These complex sample geometries introduce additional variables, in-

cluding interfacial thermal resistance [204, 205] and heterogeneous thermal and mechanical

properties, that significantly influence the AFM-IR response.

This publication presents the development and validation of a point spread function

(PSF) model for AFM-IR, providing an analytical framework to describe the entire signal

generation process. The model accounts for light absorption, photothermal expansion,

and subsequent detection by the AFM cantilever, incorporating critical factors such as

absorber size, position, and the surrounding matrix properties. By employing Green’s

functions [135], the PSF model delivers exact mathematical solutions while maintaining

computational efficiency superior to conventional FEM simulations.

Experimental validation and FEM comparisons confirm the PSF model’s accuracy,

demonstrating strong agreement in predicting how parameters like laser pulse width, mod-

ulation frequency, and sample composition affect signal amplitude and spatial resolution.

Notably, the model highlights the dominant role of demodulation frequency in control-

ling spatial resolution [4], independent of pulse width, and underscores the significance of

interfacial thermal resistance in interpreting AFM-IR signals [91, 206].

Beyond enhancing fundamental understanding, the PSF model offers practical ad-

vantages for experimental optimization and opens avenues for advanced AFM-IR tech-

niques, including surface-sensitive imaging [21], tapping mode AFM-IR [21], and frequency-
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dependent tomography. By bridging theoretical rigor with experimental applicability, this

work provides a versatile tool for researchers seeking to exploit the full potential of AFM-

IR in nanoscale chemical imaging. This work has been published in The Proceedings of

the National Academy of Sciences (PNAS) (https://doi.org/10.1073/pnas.2403079122).
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Analytical model of label-free nanoscale chemical
imaging reveals avenues towards improved spatial
resolution and sensitivity.
Yide Zhanga,c, Ufuk Yilmaza, Gustavo Vinicius Bassi Lukasieviczd, Liam O’Faolainc, Bernhard Lendla, and Georg Ramera,b,1

This manuscript was compiled on April 11, 2025

Atomic force microscopy-infrared spectroscopy (AFM-IR) is a photothermal scanning probe
technique that combines nanoscale spatial resolution with the chemical analysis capability
of mid-infrared spectroscopy. Using this hybrid technique, chemical identification down to
the single molecule level has been demonstrated. However, the mechanism at the heart of
AFM-IR, the transduction of local photothermal heating to cantilever deflection, is still not
fully understood. Existing physical models only describe this process in few special cases
but not in many of the types of sample geometries encountered in the practical use of AFM-IR.
In this work an analytical expression for modeling the temperature and photothermal
expansion process is introduced, verified with finite element simulations and validated with
AFM-IR experiments. This method describes AFM-IR signal amplitudes in vertically and
laterally heterogeneous samples and allows studying the effect of position and size of an
absorber, pump laser repetition rate and pulse width on AFM-IR signal amplitudes and spatial
resolution.
The analytical model can be used to identify optimal AFM-IR experimental settings in
conventional and advanced AFM-IR modes (e.g., tapping mode, surface sensitive mode).
The model also paves the way for signal inversion based super-resolution AFM-IR.

Atomic force microscopy-infrared | nanoscale chemical imaging | analytical modeling | photother-
mal expansion

AFM-IR is a near-field technique combining atomic force microscopy (AFM) and
mid-infrared (IR) spectroscopy, which achieves nanoscale spatial resolution

optical imaging independent of the wavelength (1–3) and thus enables chemical
analysis based on infrared spectroscopy orders if magnitude below the diffraction
limit (4–8).

A typical AFM-IR setup consists of a pulsed laser focused onto a sample at
the location of the tip of an AFM cantilever (see Figure 1a). In general, the
working principle of this technique (2, 9) is described by focusing on the change
of the sample’s density, which induces a localized sample expansion. The partial
or total absorption of light from the pulsed laser by molecules distributed in the
sample results in a local temperature increase affecting the density and refractive
index of the sample at the place of absorption. A train of laser pulses will thus
generate a modulated temperature change in the sample leading to photothermal
and photoacoustic waves that propagate within the sample. AFM-IR employs the
the spatially resolved detection of the photothermal expansion of the sample by the
AFM’s cantilever upon illumination with a pulsed light source (see Figure 1b).

Absorption of light from the laser pulse leads to local temperature increase and
concurrent thermal expansion (Figure 1c). As the heat is redistributed within the
sample this local expansion subsides.

Using a laser with adjustable pulse repetition rate, the mechanical resonances of
the cantilever can selectively be excited (10) when the laser repetition rate matches
the selected mode of the cantilever. In this scenario, the photothermal expansion
stimulates the AFM cantilever at its oscillation’s resonance frequency (Figure 1d),
hereby selectively amplifying the AFM-IR signal which can be demodulated from
the AFM deflection signal.

This general working principle is well accepted in the community and the
ability of AFM-IR for chemical imaging is well established, with applications
ranging from materials (11, 12) to biological samples (6, 13, 14) and photonics,
perovskites (15), and semiconductors (2, 16). Several groups have studied the
AFM-IR imaging contrast mechanism. The initial theoretical description of AFM-
IR signal generation and transduction was established by Dazzi et al. (17, 18),
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who considered a homogeneous sample without accounting
for geometry, illuminated with single pulse laser. While this
model does not describe the spatial resolution of AFM-IR, it
shows that the thermal expansion is linearly proportional to
the local absorption.

Later, Morozovska et al., studied the contrast formation
mechanism of T-shape boundary between two materials in
nanoscale IR spectroscopy (19). In this model, using two
semi-infinite materials with an interface orthogonal to the
AFM scanning plane temperature distribution and mechanical
displacement of both absorber and the neighboring material
is described, taking into account various factors, including
different IR-radiation absorption coefficients, thermo-physical
and elastic properties of the two materials. These properties
encompass thermal diffusivities, thermal conductivities, and
elastic stiffness, as well as thermal expansion coefficients. This
model indicates higher modulation frequency would provide
a significantly higher spatial resolution. Schwartz et al. (20)
devised an analytical model to depict the photothermal
expansion of a homogenous sample, factoring in a single
laser pulse. They considered the laser heating profile and
performed numerical simulations on heterogeneous samples
comprising two adjacent materials. This study aimed to
elucidate the dependence of signal transduction efficiency and
spatial resolution on laser pulse width, pulse shape, sample
thermalization time and interfacial thermal resistance, etc.
and found this model in good agreement with their previous
experimental investigations (21, 22).

However, in many cases AFM-IR samples do not conform
to the geometries described in literature. Particularly, many
samples consist of absorbers embedded within a larger matrix,
such as inclusion bodies inside a cell (23), metal soaps in
paint layers (24) or even organelles (25).

Interpreting AFM-IR signals poses a challenge due to
sample heterogeneity. This challenge - often overlooked -
requires deconvolution of the signal generation from sample
contributions. Our study addresses this crucial aspect,
emphasizing its significance not only for AFM-IR but also
for scanning probe techniques in a more broad sense.

In the present work, we develop a model describing the
whole AFM-IR signal generation process, starting with light
absorption by an absorber embedded in a matrix until
detection of the sample’s surface expansion. This model takes
into account thermal and mechanical properties of materials,
as well as the size and position of the absorber. The vertically
and laterally inhomogeneous sample comprising an analyte
embedded in a matrix is relevant to a wide range of common
AFM-IR applications such as the detection of organelles
within a cell (26) or contamination within a polymer layer
(27).

Our approach uses an analytical description of the time-
dependent heating and sample deformation based on Green’s
functions. This model is a better match to real-world
problems encountered in the life and material sciences than
previously described analytical models, such as lumped
linear proportional models. It provides exact mathematical
expressions for the variables of interest, yielding clear insights
into their relationships in an easily interpretable form. While
models based on finite element modeling (FEM) are able
to incorporate more details, here, our approach excels in
computational efficiency.

This Green’s function approach, whereby the response of
a system to an excitation is determined by convolving the
distribution of the absorbers and the time domain shape of
the pump laser pulse with a system response function has
some interesting parallels to signal processing and optical
microscopy: along the temporal axis, the sample can be
understood to act as a low pass filter upon the excitation
pulse shape and in the spatial dimension, our model exhibits
similarities to a point spread function (PSF) that is typically
used to understand and characterize spatial resolution in
optical imaging. Thus, this ”PSF model of AFM-IR” enables
us to directly compare the spatial resolution in optical imaging
techniques and with those achieved in AFM-IR. Furthermore,
it allows the efficient modeling of the response of samples
with arbitrary absorber distribution.

To arrive at a PSF model of AFM-IR that can be
algebraically handled, certain assumptions regarding the
sample geometry and properties need to be made. To ensure
the validity of these assumptions, we compare the PSF model
to finite element simulations which we can validate against
experimental AFM-IR data. Through this validation process,
we observe a strong agreement between the PSF model of
AFM-IR, finite element simulations, and experimental results.

With the validated PSF model of AFM-IR, we are able to
make general predictions regarding the spatial resolution and
signal intensity in AFM-IR. Specifically, we can investigate
how these parameters are influenced by factors such as the
pulse width and repetition rate of the excitation laser, as
well as the thermal and mechanical properties of the sample.
By leveraging the PSF model, we gain valuable insights into
the fundamental aspects of AFM-IR and its performance
characteristics.

We show that this model will help to understand how
experimental parameters (pulse rate, pulse width, sample
stiffness, sample geometry,...) influence the performance of
advanced AFM-IR techniques, such as tapping mode AFM-
IR (28), or the recently introduced surface sensitive AFM-IR
(29).

Results and discussion

Modeling the AFM-IR signal. In laterally homogeneous sam-
ples, the surface expansion is proportional to the temperature
change of the sample after a laser pulse, hence for such
samples the signal can fairly accurately be described if
only sample heating and thermal conduction are taken
into account (7). However, to study spatial resolution
in AFM-IR, models that describe laterally heterogeneous
samples are required. Here, surface displacement also
depends on the elastic response of the sample (19), as the
inhomogeneous, absorber distribution dependent heating and
creates inhomogeneous strain in the neighboring material.
There are three components in our description of AFM-IR:
transient laser heating of the sample, heat conduction within
the sample and thermo-elastic deformation of the sample.

More specifically, laser heating is described as a time-
dependent volumetric heat source g(x, t), where x represents
any location in the domain. Thermal conduction is described
by Fourier’s law

▽2T (x, t) + 1
κ

g(x, t) = 1
α

∂T (x, t)
∂t

[1]
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Fig. 1. Schematic illustration of the resonance enhanced AFM-IR. a) Sketch
illustrating the AFM-IR setup. The sample is placed on a piece of silicon (gray)
and illuminated from the top with a pulsed, tunable, infrared beam (red). b) The
sample location that absorbs the energy of IR laser which is then transformed into
temperature change and thermal expansion. The sample’s photothermal expansion
excites the cantilever into oscillations. c) In the excitation process, temperature and
expansion increase during the pulse time (tp) and repeat the same process with the
repetition frequency (frep). The signal in frequency domain will only present at the
frep and it’s higher order modes . While operating AFM-IR at contact mode, in the
resonance-enhanced operation d), frep matches the selected resonance frequency
of the cantilever to resonantly exciting it, thereafter, the enhanced AFM-IR signal is
proportional to the mode’s quality factor.
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b)

Fig. 2. Using the PSF model to describe the AFM-IR signal: a) Schematic of the
modeled, cylindrically symmetric system composed of a single spherical absorber
surrounded by a matrix, deposited on a non-absorbing substrate. b) Lateral and
vertical temperature change at different times during and after illumination with
500 ns length laser pulse. (Absorber position at z0 = 0.5 µm). c) Amplitude of
temperature change at several depths in the sample. d) Amplitude of thermo-elastic
displacement at the surface. At 500 kHz and a pulse width of 500 ns.

where κ is the thermal conductivity and α is the thermal
diffusivity. In the equilibrium state, thermo-elastic sample
deformation without external force is described by Navier’s
equations of thermoelasticity (30),

µ ▽2 ui + (λ + µ) ∂e

∂xi
− β

∂T (x, t)
∂xi

= 0 [2]

where e is dilatation, i ∈ {1, 2, 3} are indices of Cartesian
coordinates, λ and µ are the Lamé elastic constants, and
β is the thermo-elastic constant. The AFM-IR signal is
proportional to the surface displacement. Depending on
the type of transducer either the amplitude of displacement
at a specific frequency (4) or the time-dependent surface
displacement (10) is recorded in AFM-IR. Considering
the insignificance of the photoacoustic signal in AFM-IR
measurements compared to the photothermal signal, along
with its tendency to introduce artifacts (29), we have made
the decision not to include it in the current model.

Assuming the system is in thermal equilibrium before
excitation with a laser pulse, its response is determined
through convolution of g(x′, t) with a Green’s function
G(x, t|x′, t′). Green’s function represents the temperature
at any location x within the domain, at any time t, due to
an instantaneous volumetric source, located at the position
x′, releasing its energy spontaneously at time t = t′ into
a medium at steady-state conditions. To find G and solve
Eq. (1) and Eq. (2), we use assumptions that have been
previously shown to describe the thermal behavior of AFM-
IR experiments well (7): (1) the sample is a homogeneous
material of known thickness that is (2) placed on a substrate
acting as a heat sink and (3) covered by an insulating layer
(air) (see Figure 2a).

In the following sections we will first develop the analytical
model, then verify that our model does not give significantly
different results from a model that uses finite thermal
conductivities for the cover layer and the substrate, by
comparing the results from the analytical model with those
calculated using a finite element model (FEM).

Model results are additionally compared to experimental
AFM-IR data of a polymethyl methacrylate (PMMA) absober
embedded in a polyethylene (PE) matrix. In the discussion
section, we intend to present predictions regarding the
resolution and signal intensity dependencies on the depth
positions of the absorber, its size and the repetition rates of
the laser.

The FEM simulations take into account additional fac-
tors, heat transfer between different materials, temperature
distribution, thermal expansion in equilibrium states, and
interfacial thermal conductance in agreement with other work
(9, 20, 31). For AFM-IR experiments, we prepared samples
with PMMA beads embedded in PE matrix, and performed
a series measurements with different laser pulse widths and
repetition rates.

A Green’s function solution describing the AFM-IR sig-
nal. We choose a cylindrical coordinate system, for two
reasons: in analogy to PSFs, it allows an axisymmetric,
quasi-2D representation that is more illustrative than a
three-dimensional one, without loss of generality, and has
significantly lower computational cost for FEM modeling,
required for comparison.

Yide Zhang et al. PNAS — April 11, 2025 — vol. XXX — no. XX — 3
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The heat equation in cylindrical coordinates reads

∂2T (r, z, t)
∂r2 +1

r

∂T (r, z, t)
∂r

+∂2T (r, z, t)
∂z2 +g(r, z, t)

κ
= 1

α

∂T (r, z, t)
∂t
[3]

using a finite, axisymmetric cylindrical sample of radius Rmat

and height hmat. Using the boundary conditions as outlined
in the previous section the canonical Green’s function solution
(32) is

T (r, z, t) = α

κ

� t

t′=0

� hmat

z′=0

� Rmat

r′=0
G(r, z, t|r′, z′, t′)

× g(r′, z′, t′)r′dr′dz′dt′
[4]

with a Green’s function

G(r, z, t|r′, z′, t′) =
∞�

n=0

∞�
m=0

4J0(βmr)sin(ηnz)
hmatR2

matJ
2
1 (βmRmat)

× J0(βmr′)sin(ηnz′)e−αλ2
nm(t−t′)

[5]

where βm, ηn and λmn are eigenvalues obtained according to
boundary conditions (see Supplementary section S1). While
G contains an infinite sum of modes, the decay time of each
mode is 1/αλ2

mn, which decreases as integer values m and n
increase. Hence, the sum can be truncated once sufficiently
short time scales have been reached.

The overall sample deformation in AFM-IR is on the order
of picometers (7) and experimental parameters are chosen
to not change sample properties (e.g. not to cause phase
transitions or damage to the sample) during the experiment.
Hence, we can split the time-dependent, volumetric heat
source in to a spatial and a temporal component g(x, t) =
gV (x)gt(t). The time domain variation in the illumination
intensity is described by gt(t), while gV (x) describes the
location and intensity of heating, i.e., location and magnitude
of light absorption inside the sample (in the following
discussion, we neglect optical effects such as interference
upon the signal. These effects can be added by multiplying
the absorption coefficient with the local light intensity to
arrive at a modified gV (32)). Splitting g(x, t) allows us to
also split the convolution in Eq. (5) into two parts, one that
describes the mode amplitude and shape in r and z, and one
that describes the time domain behaviour of each mode:

T (r, z, t) =
∞�

n=0

∞�
m=0

A(βm, ηn) J0(βmr)sin(ηnz)� �� �
spatial

Tnm(t)� �� �
temporal

[6]

where A(βm, ηn) depends on the correlation between gV (r, z)
and J0(βmr)sin(ηnz) and

Tnm(t) =
� t

t′=0
gt(t′)e−αλ2

mn(t−t′)dt′ [7]

i.e. the convolution of gt(t) and e−αλ2
nmt. gV (r, z) is the

product of the optical absorption coefficient and the optical
fluence, as defined in Eq. (S2). By utilizing Eq. (6), we
can generate spatial temperature distributions within the
absorber and matrix at various time points (Figure 2b). In
frequency domain T is the product of the Fourier transforms
of gt(t) and e−αλ2

nmt, allowing an easy way to study location
dependent amplitudes of temperature changes (see Figure
2c).

𝑡𝑝 = 100𝑛𝑠
𝑡𝑝 = 300𝑛𝑠𝑡𝑝 = 500𝑛𝑠

d)c)

b)a)

𝑡𝑝 = 100𝑛𝑠
𝑡𝑝 = 300𝑛𝑠𝑡𝑝 = 500𝑛𝑠

𝑧0 = 0.9µ𝑚𝑧0 = 0.5µ𝑚𝑧0 = 0.1µ𝑚
𝑧0 = 0.9µ𝑚

𝑧0 = 0.5µ𝑚𝑧0 = 0.1µ𝑚

Fig. 3. Integrated temperature and displacement profile for three different
laser pulse widths and depth positions of the absorber. a) Temperature profile
and b) thermo-elastic displacement profile are examined for three different pulse
widths at a laser repetition rate of 500 kHz. The absorber is positioned at a depth
of z0 = 0.9 µm. c) Temperature profile and d) thermo-elastic displacement profile
are examined for three different depth positions of the absorber. At a laser repetition
rate of 500 kHz and a pulse width of 100 ns.

Once T (r, z, t) is known, following Noda et al.(30), the
vertical sample displacement uz at the surface can be deter-
mined from Navier’s equations for axisymmetric thermoelastic
problems in cylindrical coordinates as (see Supplementary
section S2):

uz(r, hmat, t) = 2(1 + v)αz

∞�
n=0

∞�
m=0

A(βm, ηn)
βm

× ( η2
n

β2
m + η2

n
+ 1) J0(βmr)� �� �

spatial

Tnm(t)� �� �
temporal

[8]

where K is the restraint coefficient (see Eq. (S39)), αz is the
coefficient of thermal expansion and

A(βm, ηn) = 4
κhmatR2

mat

��
V

r′J0(βmr′)sin(ηnz′)g(r′, z′)dr′dz′

J2
1 (βmRmat)λ2

nm

[9]
for a sphere, it is:

A(βm, ηn) = 8RabsgV

κhmatR2
mat

J1(βmRabs)sin(ηnz0)sin(ηnRabs)
J2

1 (βmRmat)λ2
nmβmηn

[10]
Again, time domain and spatial domain behavior separated
in Eq. (8).

Where Rabs is the radius of the absorber. Eq. (8) provides
us with ability to represent the surface displacement either in
the time domain or the frequency domain. This is illustrated
in Figure 2d as an example.

Comparison PSF model and FEM. To verify that the assump-
tions taken for the PSF model did not affect its ability
to describe an actual AFM-IR experiment, the integrated
temperature and surface displacement profiles calculated
by the model were compared with those calculated using
a FEM model of a spherical absorber consisting of PMMA
embedded into a PE matrix placed on a silicon substrate.
The displacement profiles conformed well to reality: spherical

4 — www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Yide Zhang et al.
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absorber and matrix were assigned literature values for
thermal and mechanical properties of PMMA and PE,
respectively. The substrate was not set to be a perfect
heat sink but a Si layer (5 µm) and instead of an insulating
boundary at the cover layer, here heat transduction through
thermal diffusion in air (5 µm) was modeled. The material
properties for simulations are listed in Supplementary S3
Table 1. Unless stated otherwise, the following parameters
remain constant in simulations involving the FEM and PSF
models of AFM-IR: Rabs = 70 nm, matrix thickness hmat =
1 µm, the matrix radius is Rmat = 5 µm (see Figure 2a for a
sketch of the sample geometry).

Both models yield virtually identical integrated tempera-
tures for all tested pulse widths (see Figure 3a for the variation
of integrated temperature at pulse widths of 100 ns, 300 ns
and 500 ns). Both models also agree well when it comes to the
dependence of surface displacement on pulse width (Figure
3b).

However, there are deviations between the Green’s function
model and the FEM model when using substrates (such as
SiO2) that do not act similar to a perfect heat sink for the
polymer sample (see Figure S18). It should be noted that
SiO2 is not a common substrate for AFM-IR due to its
strong infrared absorption. The effects of interfacial thermal
resistance and thermal conductivity of the substrate are
reduced at higher laser repetition rates and for absorbers
far from the substrate (see Figure S19). ”Far” in this case
can be understood in terms of the thermal diffusion length
µ =



α

πf
. This result matches studies on thermal behavior

of thin films (33). In case of very thin films modifications to
the Green’s function model are required. However, in such
samples models that assume vertical homogeneity might be
more adept, such as those by Schwartz et al. (20), Morozovska
et al. (19) or Dazzi’s original study of the AFM-IR signal
(34).

Both integrated temperature and surface displacement
increase with increasing pulse width. However, it is evident
that the surface displacement profile is much broader than
the temperature profile. These results confirm that the
thermo-elastic displacement has a nonlinear relationship
with the temperature variation due to the presence of an
inhomogeneous distribution of the heat source, which induces
non-uniform strains in adjacent materials.

Furthermore, both models reveal distinct dependencies
of integrated temperature and surface displacement on the
absorber position (see Figure 3c,d). Evidently, when the
absorber is positioned closer to the surface, the surface
displacement exhibits higher amplitude and a narrower profile,
while the shape of the integrated temperature profile mainly
depends on how quickly the heat can diffuse away from
the absorber (i.e. it is narrower closer to the substrate).
Likewise, a comparable dependency is evident in the surface
temperature profiles (see Figure S1).

Despite the PSF model of AFM-IR being designed for
scenarios where the absorber is fully beneath the surface,
we used the FEM model to understand how an absorber
that extends partially beyond the surface would behave in
AFM-IR. Surprisingly, we observed minimal difference in
the displacement profile and amplitude for a bead that is
just below the surface and one that is half below and half
above the surface, as depicted in Figure S2. In general

B
V

nm

A

B

A

a)

c)

b)

d)

Fig. 4. PMMA bead measurement with laser repetition rate 508 kHz, pulse width
200 ns. a) AFM topography image of a PMMA nanoparticle. b) AFM-IR spectra
obtained on the position A and B, respectively. c) Corresponding AFM-IR chemical
map at 1730 cm−1. The dashed line corresponds to the profile in d). d) Cross section
profile of the AFM-IR signal distribution.

there is a high level of agreement between the PSF model of
AFM-IR and the FEM simulations, with a mean percentage
difference between both models for integrated temperature
and displacement data below 3 % for all tested pulse widths
and depth positions of the absorber (see Figure S3), meaning
that the simplifications of the PSF model do not noticeably
affect its accuracy.

The same agreement was found when other experimental
parameters were adjusted, such as sample size Rabs, specific
heat capacity Cp and thermal conductivity κ (see Figure
S4). These results indicate that the surface displacement
magnitude is roughly in proportion to the absorber’s volume
(Figure S4a), while the full width at half maximum (FWHM)
of the displacement profile does not show a proportional
increase with the absorber’s size (see Figure S4b). Moreover,
the physical properties of the matrix material play a crucial
role in the signal intensity and and the spatial resolution
(given by the shape of the surface displacement). A matrix
material with low heat capacity and thermal conductivity
leads to higher signal intensity at the surface (Figure S4c,e).
This occurs due to the rapid heating characteristic of a
material with low specific heat capacity, coupled with its
limited thermal conductivity that impedes efficient heat
conduction. Consequently, heat is redistributed from the
absorber into the matrix material more slowly, resulting
in a higher temperature and corresponding higher thermal
expansion. On the other hand, a matrix material with high
specific heat capacity and low thermal conductivity shows
narrower surface displacement profiles. The increased heat
capacity facilitates superior thermal confinement, reducing
the spread of heat and enhancing the spatial resolution of
the imaging (Figure S4d). Additionally, the low thermal
conductivity helps to minimize heat dissipation, further
enhancing the resolution of AFM-IR imaging (Figure S4f).

Yide Zhang et al. PNAS — April 11, 2025 — vol. XXX — no. XX — 5
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Comparison of model and experiment. A sample resembling
the simulated structure using FEM and PSF model was
prepared using PMMA beads with diameters of approximately
140 nm. These beads were suspended in a PE matrix and
subsequently microtomed into thin slices with a thickness
of 1 µm (refer to the Methods section for more details).
The buried absorber (see Figure 4a) was detected using the
1730 cm−1 carbonyl band of PMMA (see Figure 4b) which can
be clearly distinguished from the matrix spectrum. The AFM-
IR absorption image (also referred to as ”chemical image”)
at 1730 cm−1 shows a single PMMA bead (see Figure 4c)
with a FWHM determined from the cross section through
the chemical image of 121 nm.

Here, we find another utility of the FEM based model,
namely that it also allows us to model the heat flow across
the interface between PMMA and PE, such as interfacial
roughness, compositional disorder, or general interfacial
thermal resistance (ITR) (35, 36) which could affect the
thermal diffusion and thus the AFM-IR signal. To address
these potential effects, we incorporated ITR between PMMA
and PE (RP MMA/P E) into the finite element simulations.
However, to the best of our knowledge, no literature values
exist for RP MMA/P E and ITR values are generally associated
with high uncertainties (37, 38). Our approach consisted
of utilizing reported ITR values of polymers in the model,
such as the ITR in BN@PEI/PVA (2.15 × 10−6 m2 K W−1)
and in BN/PVA (3.03 × 10−6 m2 K W−1) (39). Thus, by
choosing the ITR in a range between the two reported
values described before, and in accordance with our FEM
simulations, we found that our selected value has a good
agreement with experimental results (see Figure 5). These
values are comparable to those used by others to simulate
AFM-IR experiments (20).

The model and experiment both show an increasing peak
amplitude at constant pulse width and increasing repetition
rate (see Figure 5c,e). The increasing peak amplitude can be
attributed to the increasing duty cycle and thus increasing
energy deposited in the absorber. The peak amplitude at the
highest tested frequency (1231 kHz) deviates from the trend
seen for the other frequency but follows the FWHM trend (see
Figure S20 and Figure 5f). This is due to the fact that at this
setting a duty cycle of 12.3 % had been reached which goes
beyond the specifications of the laser used. In this regime
the EC-QCLs control circuit will skip every other pulse so
as to stay within the maximum duty cycle specifications of
the device and avoid damage, leading to a 50 % reduction in
peak amplitude. The FWHM is not affected by this.

We use the FWHM of the AFM-IR signal distribution
profile, as depicted in Figure 5f to determine the achievable
spatial resolution. Experiments and models agree that
increasing the laser repetition rates led to a decrease in
FWHM, indicating improved spatial resolution (see Figure
5d). In the following section, we show that this effect can be
understood through the PSF model.

The model and simulation also agree well when it comes
to the effect of pulse width. When keeping the repetition
rate around 282 kHz and varying the pulse width from
100 ns to 500 ns at constant peak pulse power, a linear
dependence of peak and integrated amplitude on the pulse
width is found (see Figure 6). To compare modeled and
measured amplitude a scaling factor is required, as the models

directly output surface displacement, while the AFM-IR
signal is proportional to surface displacement but has several
sensitivity constants that are difficult to determine (17). We
have determined a scaling factor of (13.61 ± 1.14) nm/V as
described in Methods to show that the linear relation seen in
the simulation is matched by the behavior in the experiment.
However, it should be noted that this factor only relates
experimental AFM-IR signal amplitude to simulated surface
displacement. The actual experimental surface displacement
is thus proportional to the simulated one but not equal to
it, as this factor depends on the type of cantilever, the AFM
instrument, the resonance mode, laser power and laser profile
on the surface.

This effect, too, is due to the increasing duty cycle and
thus increasing energy deposited in the absorber. This effect
is not true for arbitrary long pulse widths, as will be discussed
below.

Effects of experimental parameters on the AFM-IR signal.
Having established that the PSF and FEM model and FEM
model and experiment, respectively, agree well, we can now
leverage the analytical description of the PSF model to
understand the effects of experimental parameters on the
AFM-IR signal.

As the PSF model can describe the signal of a three-
dimensional absorber, in addition to time/frequency domain
behaviour (9) it can also describe the lateral extension of the
deflection caused by an absorber, which allows to determine
the spatial resolution of the AFM-IR measurement. In
general, modes with higher βm will lead to a narrower profile
due to the only r dependent term J0 (βmr) in Eq. (8). These
narrower modes will have a faster decay in time as λmn

increases with m affecting the time-dependent term Tnm(t)
defined in Eq. (7).

Thus, resonance enhanced AFM-IR at higher frequencies
and other AFM-IR techniques that use high frequencies by
default, such as tapping mode AFM-IR and surface sensitive
AFM-IR, provide a better lateral spatial resolution.

The PSF model also shows a relationship between the
FWHM of the surface displacement and the distance hmat−z0
of the absorber from the surface. The further the absorber
is from the surface the wider the FWHM (see Figure 7a).
This behaviour can be explained by looking at the z0
dependence of A(βm, ηn). For a spherical absorber this can
be easiest explained through the following part of A(βm, ηn)
sin (ηnz0) sin (ηnRabs) (see Eq. (10)). This expression will
always be positive for low z0 but for z0 ≈ hmat will be positive
for even n be positive and for odd n be negative. As the mode
shape in r ∝ J0 (βmr) this means that for absorbers close
to the surface the wider lower order modes in m for n = 0
are counteracted by negative contributions from n > 0. The
sin (ηnz0) sin (ηnRabs) term also explains the higher surface
displacement for absorbers close to the surface: at z0 ∝ 0,
sin (ηnz0) will also be close to zero.

Taking a closer look at the frequency dependence of the
spatial resolution, Eq. (7) allows us to understand the effect
of pulse width on the achievable spatial resolution. For a
rectangular pulse

	 
t

tp


(e.g. in the case of an EC-QCL),

in the frequency domain

Tnm(f) = 2αλ2
mn

α2λ4
mn + 4π2f2 · tp sinc (tpf) [11]

6 — www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Yide Zhang et al.



DRAFT

745

746

747

748

749

750

751

752

753

754

755

756

757

758

759

760

761

762

763

764

765

766

767

768

769

770

771

772

773

774

775

776

777

778

779

780

781

782

783

784

785

786

787

788

789

790

791

792

793

794

795

796

797

798

799

800

801

802

803

804

805

806

807

808

809

810

811

812

813

814

815

816

817

818

819

820

821

822

823

824

825

826

827

828

829

830

831

832

833

834

835

836

837

838

839

840

841

842

843

844

845

846

847

848

849

850

851

852

853

854

855

856

857

858

859

860

861

862

863

864

865

866

867

868

282kHz 508kHz 831kHz 1231kHz

mV

pm

Ex
pe

rim
en

ta
l

FE
M

 si
m

ul
a�

on
s

(a)

(b)

(c) (d)

(e) (f)

1315

0

106

0

 1231 kHz

1231 kHz
 

831 kHz 831 kHz

 
508 kHz

508 kHz

 

282 kHz

282 kHz

Fig. 5. AFM-IR images were obtained for various laser repetition rates. a) Experimental AFM-IR images were obtained using a series of laser repetition rates at a pulse
width of 100 ns. b) Simulated AFM-IR images under the same experimental parameters. Considering a peak laser power of 4.5 mW, beam diameter rlaser = 10 µm, diameter
of 140 nm for the absorber, positioned at a depth of 0.93 µm, tightly under the surface. c) The AFM-IR signal at each examined frequency is scaled to a baseline value, with
solid lines representing the FEM simulations at each corresponding frequency. d) The AFM-IR signal at each examined frequency is normalized to its local peak value, with
solid lines representing the FEM simulations at each corresponding frequency. e) Peak amplitudes of AFM-IR signal in dependence on laser repetition rates. The simulated
line represents the trend of the peak surface displacement based on FEM simulations. f) FWHM of AFM-IR signal cross section was measured at laser repetition rates of
282 kHz, 508 kHz, 831 kHz, and 1231 kHz. The reported measurements include the mean value as well as the maximum deviation from repeated measurements. The FEM
simulated line represents the trend of the FWHM as a function of laser repetition rates. The simulation presented in Figure S7 is based on the PSF model and does not include
consideration for the thermal resistance at the interface.
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Fig. 7. FWHM and amplitude exhibit dependencies on the position of absorber
depths and laser repetition rates. a) FWHM and b) amplitude are examined
at various absorber depth positions for four different absorber sizes. The laser
pulse has a duration of 100 ns, and the repetition rate is 500 kHz. c) FWHM and d)
amplitude are examined at different laser repetition rates for three distinct absorber
depth positions. Solid lines represent simulations at a constant laser pulse duration
of 100 ns, and dash lines represent simulations with a constant duty cycle of 1 %.
The absorber has a radius of 50 nm.

Fig. 8. The measured laser power and calculated signal amplitude as a function of
duty cycle.

For a pulse train of repetition rate frep, the above expression
is multiplied by a Dirac comb

frep

∞�
k=−∞

δ (f − k frep) [12]

with δ being Dirac’s delta. In this case, typically the signal
is demodulated at frep or one of its multiples.

Thus, when the laser is pulsed at a fixed frequency, the
Fourier transformed

	
merely acts as a scaling factor that

affects all A(βm, ηn) in the same way. Pulse width thus only
affects the signal amplitude but not the spatial resolution.
We can also see that the pulse width does affect overall signal
amplitude. It reaches a maximum at tp = 1

2f
and then

decreases back down to 0 at tp = 1
f

. Note that f here is not
necessarily the laser repetition rate frep but the frequency at
which the signal is demodulated. Hence, when demodulating
the AFM-IR signal at a multiple of the laser repetition rate
(as is sometimes done to reach cantilever resonances beyond
the maximum pulse repetition rate of the laser) care has to
be taken, that the product of the demodulation frequency
and pulse width ftp ≤ 0.5 (see the relationship between laser
amplitude and duty cycle in Figure 8). Increasing ftp > 0.5
does not increase the amplitude of the signal and only leads to
unnecessary sample heating. (Illustrations of the relationship
between pulse width, signal amplitude and frequency can
be found in Figure S5). Even though the highest signal
is achieved at 50 % duty cycler, there is a good reason to
keep the pulse width as short as possible when exciting the
cantilever with a train of pulses: sample heating. While at
constant peak pulse power the maximum signal amplitude
is achieved at 50 % duty cycle, when instead keeping the
average power constant, the signal at duty cycles below 10 %
is more than 1.5 times higher than that at 50 % (see Figure
S5e).

Consideration of cantilever dynamics, including mode anal-
ysis and beam slope, becomes crucial when higher resonances
of the cantilever are excited (40). The contributions from
the cantilever act as a transfer function to the final detected
signal, as detailed in the original work by Dazzi et al. (17).
Figure S17 illustrates the product of the calculated beam
slope and the simulated surface displacement. It plots the
peak value at each mode frequency, demonstrating a good
agreement with the experiments. More details can be found
in the Supporting Information.

As mentioned above, increasing the pulse repetition rate
will narrow the FWHM of the surface displacement (i.e.
improve spatial resolution). However, this does not affect
absorbers at all depths in the same way (see Figure 7c). Here,
for absorbers buried deeper below the surface a “levelling out”
effect can be seen, whereby further increase of the repetition
rate does not improve the spatial resolution.

Finally, the PSF model also helps to explain the depth
resolution of the surface sensitive AFM-IR (see Figure 7d).
At constant pulse width, the peak amplitude caused by
an absorber buried deeper inside the sample plateaus at
lower frequencies than that of those closer to the surface
(continuous lines). When the experiment is conducted at
constant duty cycle, this appears as an overall decrease of
the peak amplitude of the buried absorber compared to that
of absorbers closer to the surface (dashed lines).

Yide Zhang et al. PNAS — April 11, 2025 — vol. XXX — no. XX — 9
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Conclusions

This work establishes an analytical expression that describes,
for the first time, the surface displacement caused by a three-
dimensional absorber embedded within a matrix in an AFM-
IR experiment. This point spread function model provides a
detailed understanding of the photothermal expansion and
AFM-IR signal generation processes. Based on this model
we can understand the effect of experimental parameters and
sample geometry on signal amplitude and spatial resolution.

The PSF model was rigorously validated through com-
parisons with finite element method (FEM) simulations and
experimental data.

The developed PSF model explains that increasing the
pulse width enhances the signal as long as the product of
pulse width and demodulation frequency is kept below 0.5.
Furthermore, our experimental data agree with the PSF
model, which also does not find a direct relation between
pulse width and spatial resolution, aligning with the findings
of other researchers (20).

The demodulation frequency is found to be the main factor
under the control of the AFM-IR user for a given sample and
cantilever that affects spatial resolution. Higher frequency
improves resolution. At constant pulse width it also increases
peak amplitude.

The PSF model can also be used to study vertical
resolution of high frequency AFM-IR modes, showing that
the peak signal amplitude from absorber far from the surface
will decay with increasing demodulation frequency.

In comparing experimental data and FEM model we
have identified the interfacial thermal resistance between
phases as a significant contribution to the AFM-IR signal.
While the determination of interfacial thermal resistance
in AFM-IR using custom transducers has previously been
demonstrated (7, 41), specialized, high frequency AFM-IR
tips were demonstrated for the determination of this often
elusive parameter, our results hint at alternative approach
that leverages the frequency dependent AFM-IR image
combined with modeling. In this work, the interfacial thermal
resistance between PMMA absorber and PE RP MMA/P E was
found to be ≈2.2 × 10−6 m2 K W−1.

The combination of optical and photo-elastic effects in
AFM-IR also need to be taken into account when evaluating
spectra, as peak amplitude caused by an absorber not only
depend on its vertical but also its lateral extension.

Our study confirms the following properties of the AFM-
IR signal that have also been found in previous work that
did not model an inhomogeneous sample:

1. The AFM-IR signal linearly depends on the coefficient
of thermal expansion αz.

2. Higher modulation frequencies / pulse rates lead to
higher spatial resolution.

3. The spatial resolution in AFM-IR remains independent
of the pulse width/duty cycle of the laser (see point 10
for limits).

4. In small spherical absorbers it is the volume rather than
the height that is proportional to the AFM-IR signal –
this remains true even for buried spheres.

5. High thermal conductivity of the matrix reduces the
signal amplitude and degrades spatial resolution.

Beyond confirming these established properties of the
AFM-IR signal our study also allows us to deduce the
following relationships:

6. With increasing depth (distance from the surface) the
apparent size of absorbers increases.

7. The spatial resolution of AFM-IR remains independent
of Young’s modulus, Poisson’s ratio, and the thermal
expansion coefficient.

8. The AFM-IR signal amplitude decreases for absorbers
located deeper within the sample.

9. Modulation at higher frequencies preferentially generates
signal from absorbers closer to the surface.

10. When exciting with a pulse train, the signal at duty cycle
< 10 % is more than 1.5 times higher than that at 50 %
at the same average power.

While our model does not take into account acoustic waves,
Chae et al. reported the detection of such waves in the air in
an AFM-IR experiment using a nanophotonic transducer
(7), and Raschke et al. studied them in the context of
photoinduced force experiments (42). Despite regarding the
acoustic wave as negligible in our current study, investigating
the coupling of photothermal and photoacoustic effects
would constitute a valuable addition and could potentially
contribute to a better understanding of how to either use
these phenomena to gain additional insight into the sample
or better understand how to remove their contribution to the
AFM-IR signal.

Furthermore, assumptions underlying this model preclude
its direct application to some interesting sample configura-
tions that have been analyzed with AFM-IR. For example, in
the graphene on SiO2 substrate sample analyzed by Menges
et al. (43) it is not the sample layer or the graphene absorber
that produces the thermal expansion required for AFM-
IR but the SiO2 substrate. Likewise, substrates with low
thermal conductivity in comparison to that of the sample
(44) or high coefficient of thermal expansion will require a
modification of the model. In such cases verification of the
validity of the assumptions underlying the Green’s function
approach using FEM is prudent. The comparison between
experimental data and FEM model also demonstrates the
importance of interfacial thermal resistance on the AFM-IR
signal amplitude and spatial resolution. This point should
be taken into account when studying interfaces.

The developed PSF model of AFM-IR provides researchers
with a powerful tool for quantitative analysis and optimization
of nanoscale chemical imaging experiments. Beyond the
applications and results shown in this work, a conversion
to Cartesian coordinates can be envisioned. This would
allow to study more complex samples. As the PSF model is
significantly more efficient than a comparable FEM approach
it can provide deeper insights into advanced, non-linear AFM-
IR techniques, such as surface sensitive AFM-IR. Potentially,
the model could also be used to combine AFM-IR images
taken at different frequencies to perform tomography to
determine the vertical makeup of a sample.

10 — www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXXXXX Yide Zhang et al.
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Materials and Methods

Sample Preparation. The PE/PMMA sample was prepared by
melting and mixing a polyethylene (PE) matrix (average Mw
35.000, Sigma Aldrich) just above the melting temperature (Tm
= 116 °C) while keeping in motion through, vigorous stirring and
subsequently adding nano-beads of Poly(methyl methacrylate)
(PMMA, Tm = 160 °C) with average diameter 140 nm (PolyAn
Pink, PolyAn GmbH). The beads are dispersed in a water solution
with a solid content of 1 % and were pipetted onto the molten PE.
This evaporates the water but does not melt PMMA. Stirring was
continued until beads were thoroughly mixed into the PE. Then
the mixture was cooled to room temperature. For further drying,
the sample was placed into an oven (105 °C) for 3 hours.

The sample was ultra-cryomicrotomed to a thickness of 1 µm
and placed on Si substrates for measurements.

AFM-IR experimental and data collection. All AFM-IR data were
collected using a nanoIR3s (Bruker) controlled by Analysis Studio
(Anasys Instruments, v3.15).

Experiments were conducted using an overall gold coated
contact mode cantilever (Cont-GB-C, BudgetSensors Innovative
Solutions Bulgaria Ltd.) with a nominal first resonance frequency
of (13 ± 4) kHz and a nominal spring constant between 0.04 N m−1

and 0.40 N m−1. As source for photothermal excitation a mid-IR
external cavity quantum cascade laser (EC-QCL) (MIRcat-QT,
DRS Daylight Solutions Inc.) was used. All AFM-IR measurements
were performed in resonance enhanced contact mode AFM-IR. For
AFM-IR images a 500 nm × 500 nm area was scanned with a line
rate of 0.1 Hz (lateral speed 100 nm s−1) and a resolution of 400
pixels per line at 200 lines. For chemical imaging the distinct
carbonyl-stretching band of PMMA (C=O) at 1730 cm−1 was
selected and pulse peak power was set as 15 mW. The polarization
of the laser source is set to 0 degrees in respect to the sample plane.
The laser repetition rate was kept at the frequency of the contact
resonance of the cantilever using a phase-locked loop (PLL).

The experiments were performed at a series of laser pulse widths
of 100 ns, 200 ns, 300 ns, 400 ns, 500 ns each at laser repetition rates

of 282 kHz, 508 kHz, 831 kHz, and 1231 kHz. For each laser – pulse
width and repetition rate setting three IR images were collected.
Simultaneously with the IR images (trace and retrace), also height
images (trace and retrace), deflection channel (trace and retrace)
and the PLL frequency channel (trace and retrace) were recorded.

The AFM-IR instrument and laser beam paths were encased
and purged with dry air.

Scaling factor determination. The original figures of Figure 5 and 6
with the their respective minimum values are presented in Figure
S6 and S8. Figure 5c and d illustrate the cross section through the
chemical images and FEM simulations at different pulse widths
from Figure 5a and b. In the absence of consideration for the
interfacial thermal resistance between PMMA beads and PE, the
simulated surface displacement profiles exhibit much greater width

compared to the cross-section profiles observed in the experiments,
as depicted in Figure S9.

Figure 6e and f depict that the simulated peak and integrated
surface displacement exhibit a linear growth trend with the pulse
width. When compared with the experimental results, scaling
factors (accounting for a range of experimental sensitivity factors)
of (13.66 ± 4.07) nm/V and (13.61 ± 1.14) nm/V were obtained for
the surface displacement and the AFM-IR signal, respectively, by
calculating the mean ratio of the deflection signal amplitude and
the model surface deformation. Calculated scaling factors for the
surface displacement and the AFM-IR signal at each pulse width
are shown on Figure S10.

Laser power duty cycle measurement. A custom EC-ICL (ALPES
Lasers SA) was used to probe the behavior of the AFM-IR signal
at high duty cycle (see Figure 8). The device emits between
2800 cm−1 to 3100 cm−1 and achieves pulse widths of up to 3000 ns
at repetition rates up to 180 kHz at >10 mW peak power and up
to 100 % duty cycle.
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4.2. Nanoscale Chemical Imaging for Subsurface Complex
Structures

AFM-IR has become an essential tool for nanoscale chemical characterization, offering

spatial resolution beyond the diffraction limit of conventional infrared spectroscopy. This

unique capability enables the study of subsurface structures [207] and compositional vari-

ations in a wide range of materials [94, 21]. However, much of the existing research has

focused on relatively simple geometries, with limited exploration into how complex three-

dimensional structures and surface topographies influence the AFM-IR signal.

Understanding the interplay between sample geometry and AFM-IR signal generation

is crucial for accurate interpretation of chemical images. While previous studies have in-

vestigated depth sensitivity through variations in laser parameters [207, 208, 209], the

impact of absorber size, shape, and position—particularly in the presence of non-flat sur-

faces—remains underexplored. This gap is significant, as non-planar surfaces and hetero-

geneous sample structures are common in practical applications such as nanoelectronics

[210], energy materials [211], and defect analysis in manufacturing processes [212].

Alternative infrared-based scanning probe techniques, such as scattering-type scanning

near-field optical microscopy (s-SNOM) and nano-FTIR, have been used to investigate sub-

surface features [213, 214]. While these methods provide valuable insights, their application

to complex geometries has been limited, often requiring simplified sample designs like thin

films or stepped structures [215]. Consequently, there is a growing need for comprehensive

models that accurately predict how both absorber geometry and surface topography affect

the AFM-IR signal.

In our previous work, we established an analytical model describing the dependence

of AFM-IR signal intensity and spatial resolution on the size and depth of spherical ab-

sorbers beneath flat surfaces [103]. Although this model provided valuable insights, the

experimental validation was limited by indirect knowledge of absorber positioning and the

assumption of flat sample surfaces. To overcome these limitations, this study employs

advanced nano-fabrication techniques to create samples with well-controlled absorber ge-

ometries and complex surface features. This approach enables direct investigation of how

variations in absorber size, shape, position, and surface topography influence the chemical

imaging capabilities of AFM-IR.

By combining experimental measurements with FEM simulations and an improved an-

alytical model, we explore the relationship between sample geometry and AFM-IR signal

generation. Our findings reveal that both the FWHM of chemical images and the signal

intensity are strongly dependent on the underlying absorber dimensions. Moreover, we
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demonstrate distinct differences in the chemical imaging mechanisms when exciting ab-

sorbers beneath the surface compared to those within the covering layer. These effects

are particularly pronounced in complex structures, such as logo-shaped patterns, where

surface topography plays a significant role in shaping the detected signal.

The insights gained from this work enhance the understanding of AFM-IR’s subsurface

imaging capabilities and highlight the importance of considering sample geometry in both

experimental design and data interpretation. These findings have broad implications for

fields requiring high-resolution chemical imaging of buried structures, including materials

science, nanotechnology, and microelectronics. The work has been submitted for publica-

tion. A pre-print is available at doi:10.26434/chemrxiv-2025-slt6r.
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Abstract

Nanoscale chemical imaging enabled by atomic force microscopy-infrared spec-

troscopy (AFM-IR) provides valuable insights into the complex structures and chemical

compositions of materials and biological samples. While AFM-IR has been applied to

subsurface imaging, the underlying mechanisms, particularly in non-planar geometries,

complex, heterogeneous structures, remain underexplored. This study presents a theo-

retical analysis and experimental validation of AFM-IR for imaging subsurface features

within organic multilayer structures, uncovering how image broadening depends on
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whether the excitation occurs in the subsurface or covering layer. An analytical model

based on the sample geometry demonstrates that the lateral size of the absorber sig-

nificantly impacts both the signal intensity and spatial resolution in AFM-IR chemical

imaging. These findings are experimentally validated, and a more representative finite

element method (FEM) model was subsequently created, resulting in strong agreement

with the experimental data. The model reveals how irregular structures directly impact

photothermal expansion, providing an explanation for the distinct image broadening

observed with infrared excitation of different layers. Additionally, a linear relationship

is observed between feature size, chemical images, and AFM-IR signal intensity. These

findings contribute significantly to the understanding of the AFM-IR signal, provid-

ing insights into resolution, sensitivity, paving the way for more advanced nanoscale

chemical imaging capabilities.

Introduction

Achieving nanoscale chemical imaging with high spatial resolution remains a challenge, par-

ticularly for subsurface structures where traditional techniques struggle to provide accurate

depth information. Atomic force microscopy-infrared spectroscopy (AFM-IR) overcomes this

limitation by combining the high spatial resolution of atomic force microscopy (AFM) with

the chemical specificity of infrared (IR) spectroscopy, enabling sub-diffraction-limited chem-

ical imaging.1–3 AFM-IR provides detailed chemical and structural insights into materials at

the nanoscale,4–8 making it a valuable tool in fields such as materials science, biology, and

nanotechnology.1,2,9–12

The working principle of AFM-IR lies in detection of thermal expansion of the sample area

beneath the cantilever tip after the absorption of focused, pulsed IR radiation. A sequence of

laser pulses induces a modulated temperature change in the sample, generating photothermal

and photoacoustic effects due to radiation absorption.13 This results in a rapid thermal

expansion and a height change of the sample surface, which then induces an oscillatory
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motion in the cantilever, detected through the cantilever deflection signal. The extent of this

deflection is directly proportional to both the wavelength-dependent absorption coefficient

and the thermal expansion coefficient of the sample.4 This enables AFM-IR to provide images

based on local infrared absorption, i.e., chemical imaging.

While the cantilever tip scans the sample surface only, the AFM-IR signal is not just

from the top-most part of the sample. Several studies have investigated depth sensitivity

by optimizing laser parameters. For instance, Prine et al.14 demonstrated tunable depth

sensitivity in bilayer polymer films by controlling laser energy and pulse frequency, while

Jakob et al.15 explored how signal intensity varies with sample thickness. Dazzi et al.16

established an empirical relationship between probing depth and laser repetition rate. These

studies have highlighted the value of AFM-IR as a non-destructive technique for observing

subsurface features at the nanoscale.

However, these prior studies focused on simplified layered structures with uniform inter-

faces, where depth profiling could be predicted with well-controlled conditions. In real-world

applications, many materials exhibit complex three-dimensional geometries, irregular sample

topographies, and lateral heterogeneities that affect AFM-IR signal generation and spatial

resolution. The mechanisms governing AFM-IR response in such systems remain largely

unexplored.

The need for non-destructive subsurface imaging17 is critical for understanding defects

and dislocation layers beneath the surface,18 particularly in micro- and nano-device manu-

facturing for detecting buried defects,19 energy science for probing subsurface morphologies

that influence charge transport and stability,20 and semiconductors for imaging nanoscale

buried interfaces essential for device optimization.21

While conventional techniques, such as optical microscopy lack nanoscale resolution,22

while AFM struggles with subsurface detection.23 Other infrared-based scanning probe mi-

croscopy techniques, such as scattering-type scanning near-field optical microscopy (s-SNOM)24,25

and nano-FTIR spectroscopy,26 have emerged as promising alternatives for surface and sub-
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surface measurements. These techniques offer spatial resolution in the order of the tip radius,

typically around 25 nm, providing valuable insights into nanotomography and enabling si-

multaneous chemical composition and topography measurements. They also allow depth

probing up to 100 nm.26,27 However, these measurements were limited to simple structures,

such as thin-film or stair-shaped samples. Furthermore, they did not fully account for the

sample’s geometry and the influence of sample size has been largely overlooked.

Our recent work demonstrated the depth and size dependence of spherical absorbers on

signal intensity and spatial resolution in AFM-IR.28 However, knowledge about the absorber

position in this work was only indirect and the sample surface was required to be flat. Further

experimental validation and a non-trivial extension of the model are needed to understand

the AFM-IR signal of subsurface absorbers in complex geometries.

In this study, we improve upon our previous work and the state of the art in several

crucial ways: We now use nano-fabrication to create our samples. This yields well controlled

complex, heterogeneous structures. We thus have direct knowledge about absorber size,

shape and position and the sample surface no longer is flat, enabling us to explore the effect

of surface topography on the AFM-IR signal. Nano-fabrication also means that sample

dimensions can easily be changed through nano-fabrication, which allows verification of the

models across a large parameter space. With these controlled structures, we establish a direct

correlation between experimental observations and theoretical predictions. Furthermore,

we experimentally confirm a linear relationship between absorber size and AFM-IR signal

broadening, providing new insights into spatial resolution and signal interpretation in AFM-

IR imaging.

Results and discussion

Samples were fabricated on silicon substrates with 1 µm-high SU-8 (a high contrast, epoxy-

based electron beam resist) structures using electron-beam lithography (EBL). The sample
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Figure 1: (A) Fabrication steps for the sample (details are discussed in Methods Section).
The SU-8 layer is depicted in purple, while the PMMA layer is depicted in turquoise. (B)
SEM image of the fabricated sample, featuring a 1 µm thick layer of SU-8 on a silicon
substrate, encased by a 185 nm layer of PMMA. The pillars have diameters ranging from
480 nm to 1000 nm, with steps of 20 nm, along with various logo-shaped structures on the
same chip. (C) Illustration of the AFM-IR setup. (D) AFM-IR spectra were obtained from
the SU-8 and SU-8 & PMMA samples, respectively.

.

structures are depicted in step c of Figure 1A and are referred to as ”SU-8” in figures and

throughout this work. The patterned SU-8 was then coated with a 185 nm-thick PMMA

layer, illustrated in step d of Figure 1A. This bilayer sample is referred to as ”SU-8 &

PMMA” throughout the manuscript. The resulting patterns are illustrated in Figure 1B.

In the experiments, we employed tapping-mode AFM-IR,11,13,29–31 which utilizes the me-

chanical resonance of the cantilever and heterodyne mixing of the cantilever tapping motion
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and surface expansion to enhance signal detection. Unlike other modes, the resonance fre-

quency is minimally influenced by variations in the sample’s mechanical properties.9 More-

over, this approach delivers exceptional spatial resolution, achieving spectral resolutions as

fine as 10 nm.29 The AFM-IR spectrum of SU-8 was obtained from the SU-8 sample, while

the spectrum of PMMA was obtained from the SU-8 & PMMA sample, specifically from

the surrounding area of pillars. SU-8 is characterized by the presence of the C=C stretching

vibration near 1605 cm−1 and the C-O stretching vibration around 1035 cm−1.32 In contrast,

PMMA exhibits a distinct absorption band at 1730 cm−1, attributed to the C=O vibrational

mode of the ester moiety. Positioning the cantilever tip atop of the nanopillar, produced a

combination from both SU-8 and PMMA spectra, shown as the dark-blue curve in Figure

1D.

To investigate the dependence of AFM-IR signal intensity and spatial resolution on the

size of absorbers, we designed and fabricated nanopillars with identical height but varying

diameters, ranging from 480 nm to 1000 nm, as shown in Figure 1B. AFM-IR experiments

were performed at laser wavelengths corresponding to the absorption bands of the underlying

SU-8 and the covering PMMA layers. The same AFM cantilever was used throughout all

pillar measurements to minimize any mechanical variability between probes that could affect

the signal intensity. Topography and chemical images were collected at each wavenumber

over a 10 µm by 10 µm area containing four pillars (a single pillar measurement is presented

in Figure S2). For more measurement details, see the Methods Section.

Figure 2A shows an SEM image of four pillars. Pillars aligned in the same column

in the top and bottom rows are identical in size. The pillars in the right column have a

diameter that is 20 nm larger than those in the left column. SEM measurements provided a

rough estimate of pillar dimensions, the fidelity of the fabrication process. To map the C=C

stretch band of SU-8, chemical images at 1605 cm−1 were recorded (Figure 2B). Areas of

strong absorption in Figure 2B correspond to the higher (white) regions in the topography

image (Figure 2C). By tuning the laser to 1730 cm−1 and exciting PMMA’s C=O vibrational
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Figure 2: (A) SEM image of fabricated SU-8 pillars covered by PMMA. The first column
shows SU-8 pillars with a designed diameter of 800 nm, and the second column 820 nm.
After covering the PMMA layer, the pillars were measured using SEM, revealing diameters
of 1122 nm and 1135 nm in the first and second columns, respectively. Note that the turquoise
markings include the thickness of the covering PMMA layer. (B) Corresponding AFM-IR
chemical map at 1605 cm−1. (C) AFM topography image. (D) Corresponding AFM-IR
chemical map at 1730 cm−1. The scale bar is consistent across panels B, C, and D.

mode, we recorded a chemical image of the same area (Figure 2D). While the distinct shape

of the pillars remains clearly visible, the highest IR signal is observed in the surrounding

area rather than at the pillars themselves.

Based on the topographic and chemical imaging measurements of the nanopillars, we

analyzed the dependence of AFM-IR signal intensity and resolution on the absorber size.

To achieve this, we generated cross-sectional profiles through the center of each nanopillar,

measured the FWHM, and averaged the IR signal in the integrated area for each, as shown

in Figure S3. Figure S4A shows the cross-sectional profiles of the pillars in the first row of

Figure 2B and C, while Figure S4B presents the profiles from the first row of Figure 2C and

D.
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To better understand the physical origins of the measured AFM-IR signal and to account

for possible influencing factors, we developed an analytical model by solving the heat transfer

and thermoelastic equations.

We analyzed the AFM-IR signal by examining the thermal expansion of the sample and

considered laser heating as a time-dependent cylindrical volumetric heat source g(r, z, t),

where r and z represent any location in the domain. Heat is generated internally throughout

the solid absorber at a rate of g(r, z, t) per unit volume. Thermal conduction in cylindrical

coordinates was described using Fourier’s law33

∂2T (r, z, t)

∂r2
+

1

r

∂T (r, z, t)

∂r
+

∂2T (r, z, t)

∂z2
+

g(r, z, t)

κ
=

1

α

∂T (r, z, t)

∂t
(1)

where κ is the thermal conductivity and α is the thermal diffusivity. In the equilibrium

state, the solution of the Navier’s equations of thermoelasticity34 without external force in

the cylindrical coordinates can be expressed by the Boussinesq harmonic functions:

uz =
∂Φ

∂z
+

∂ϕ

∂z
+ z

∂ψ

∂z
− (3− 4v)ψ (2)

ur =
∂Φ

∂r
+

2

∂r

∂ϕ

∂r
+ z

∂ψ

∂θ
+ z

∂ψ

∂r
(3)

where v is Poisson’s ratio, Goodiers thermoelastic displacement potential Φ and Boussinesq

harmonic functions ϕ and ψ must satisfy governing equations34, as shown in Supplementary

Section Equation S58, S60 and S61.

In this study, tapping-mode AFM-IR is utilized, ensuring that the cantilever tip re-

mains perpendicular to the sample surface. This configuration effectively eliminates lateral

tip–sample forces35. Consequently, lateral forces are negligible, and only the vertical dis-

placement uz is considered as the primary factor contributing to surface deformation.

Assuming that both the buried and covering layers are perfect cylindrical shapes with

vertical sidewalls, the surface displacement can be derived and simplified as follows (see
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Supplementary Section S2):

uz(r, t) =
∞�
n=0

∞�
m=0

2(1 + v)A(βm, ηn)αz

βm

(
η2n

β2
m + η2n

+ 1) J0(βmr)� �� �
spatial

T (t)����
temporal

(4)

Here, βm and ηn represent eigenvalues determined by the boundary conditions. However, two

boundary conditions - thermal insulation at r = Rmat and z = Hmat - are not included in the

model. Incorporating these conditions would prevent the use of separation of variables. Nev-

ertheless, comparisons with FEM simulations confirm that this simplification has minimal

impact on the results. The term A(βm, ηn) is the modal amplitude (refer to Supplementary

Section S1 Equation S52).

A(βm, ηn) ∝ gVRabsJ1(βmRabs)

κλ2
mnβm

(5)

This term primarily depends on the product of absorber size Rabs and solutions of first order

Bessel functions J1(βmRabs), volumetric heat source gV (the product of the optical absorption

coefficient and optical fluence), and the eigenvalue solutions.

From Eqs. 4, 5, it is evident that the amplitude of surface displacement depends linearly

on the optical absorption coefficient and thermal expansion coefficient αz, aligning with

previous findings.4,28 Additionally, it is inversely proportional to the thermal diffusivity κ.

The AFM-IR signal also exhibits a distinct dependence on absorber size. As shown in

Figure 3A, the average signal scales with absorber volume for sizes below approximately

840 nm, while beyond this threshold, it transitions to a linear relationship with absorber

diameter. Within the absorber diameter range of the fabricated samples, the averaged signal

follows a linear trend, as highlighted in the inset of Figure 3A.

Moreover, the FWHM of the surface displacement profile closely follows the absorber

diameter, increasing linearly from 200 nm to 1500 nm. For diameters below 200 nm, this

trend deviates, reaching a minimum of 270 nm. Beyond 1500 nm, the FWHM tends to

match the absorber diameter, as shown in Figure 3B. These findings highlight the strong
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Figure 3: (A) The simulated averaged signal and (B) the full width at half maximum
(FWHM) of the surface displacement profiles are plotted as functions of the SU-8 diam-
eter, based on the analytical model. The linear fit in (B) was performed for SU-8 diameters
ranging from 200 nm to 1500 nm. The analytical simulations were conducted at a laser repeti-
tion rate of 710 kHz and a laser pulse width of 220 ns, matching the experimental conditions.

dependence of AFM-IR spatial resolution on absorber size.

To accurately model the nanopillar structure while reflecting its real-world fabricated

characteristics, we analyzed an SU-8 pillar with 800 nm diameter, by measuring its height

from topography images of both the SU-8 and SU-8 & PMMA samples. Cross-sectional

profiles through the pillar centers (Figure 4A) show that the sidewalls are not perfectly ver-

tical but exhibit a tilt, particularly in the SU-8 & PMMA sample. This effect cannot be

accurately modeled using an analytical approach. Therefore, we developed a more realistic
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Figure 4: (A) Cross-sectional height profiles of a nanopillar with an 800 nm diameter were
obtained for SU-8 and SU-8 & PMMA samples. (B) Schematic representation of the mod-
eled nanopillar. In the graph, the dashed line indicates the reference height from panel
A, reflecting the geometry of the SU-8 and PMMA layers. (C) Cylindrically symmetric
system composed of a single cylindrical absorber surrounded by a matrix, deposited on a
non-absorbing substrate. (D) FWHM of the cross-sectional height profiles of the SU-8 and
SU-8 & PMMA samples. Error bars indicate the maximum deviation from the mean values.
(E) Height of each nanopillar at different designed diameter of SU-8.

FEM model to compare the results with experimental data. Detailed descriptions of the

simulations are provided in the Supplementary Section S4. In our model, we assume tilted

sidewalls with flat surfaces for both the SU-8 and PMMA covering layers, as depicted in

Figure 4B and C. A cylindrical coordinate system was used to achieve an axi-symmetric,

quasi-3D representation. This approach is more intuitive than a full 3D model, while still re-

taining generality, and offers significantly lower computational cost, making it more suitable

for comparison between the analytical model and numerical model.

Furthermore, to ensure the accuracy of the simulations, we conducted measurements on

the SU-8 sample to determine the height and FWHM of each nanopillar (see Figure S4). The

FWHM of each nanopillar was determined from its height cross-sectional profiles, revealing a

linear relationship with the diameter of SU-8 for both SU-8 and SU-8 & PMMA samples, as
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shown in Figure 4D, confirming consistency between the design and the fabrication process.

From the linear fit, the sidewall thickness was calculated as the difference of the radius of

the PMMA layer (Rmat) and SU-8 pillar (Rabs). Using the measured values, the thickness is

given by: Rmat −Rabs = 333.14 nm/2− 100.89 nm/2 = 116.1 nm.

The height of examined nanopillars exhibited only minor variations within each sample,

as depicted in Figure 4E. Notably, the average height of the SU-8 sample is greater than

that of the SU-8 & PMMA sample, suggesting an inhomogeneous coverage of PMMA on the

substrates and SU-8 structures. Using the measured average heights of selected pillars, we

calculated Habs+Hmat = 898.5 nm, Htop+Habs = 759.3 nm, where Habs the hight of absorber,

Hmat the PMMA layer thickness on the substrate, Htop the PMMA layer thickness on the

SU-8 nanopillar, as as illustrated in Figure 4C. The PMMA layer thickness on substrate was

determined by height measurements at six locations using a profilometer, yielding an average

thickness of Hmat = 171.9 nm. From this, the PMMA layer thickness on SU-8 nanopillar was

calculated as Htop = 32.7 nm.

The material properties used for simulations are provided in Supplementary Table 1.

Unless stated otherwise, the following parameters remained constant in simulations involving

the FEM model: side wall thickness 116 nm, Hmat = 170 nm, Htop = 30nm, Rsub = 5 µm

(see Figure 4C for a sketch of the sample geometry).

Figure 5A and B compare 3D FEM simulations and experimental observations when

the SU-8 (underlying layer) is excited. The laser is tuned to 1605 cm−1 matching the SU-

8 absorption making it the heat source. The simulated displacement is shown in color,

representing the normalized magnitude, along with the deformed shapes. The cross-sectional

profiles from Figures 5A and B show good overlap between the simulation and experimental

results, as illustrated in Figure 5C. When the laser is tuned to 1730 cm−1, the heat source

transitions from the underlying layer to the covering layer. The deformed shapes align well

with experimental data (Figures 5D and 5E), showing strong agreement in the cross-sectional

profiles (Figure 5F).
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Figure 5: We examine the case of 800 nm pillar. (A) and (D) show 3D FEM simulations of
displacement with SU-8 and PMMA as heat sources, respectively, with amplitudes exagger-
ated for clarity. (B) and (E) represent the corresponding experiments with SU-8 and PMMA
excited, respectively. The cross-sectional profiles of the normalized IR intensity from experi-
mental data (B) and (E) , compared with the corresponding FEM simulation data from (A)
and (D) are shown in (C) and (F), respectively.

Furthermore, by integrating the green areas, as illustrated in Figures S3A, Figure 6A

shows that the averaged IR signal at a wavenumber of 1605 cm−1 increases nearly linearly

with the diameter of SU-8, consistent with FEM simulation results and theoretical prediction

(Figure 3A). Likewise, when tuning to 1730 cm−1 the signal decreases as the pillar size

increases. This means that the lateral extent of the structure affects the local AFM-IR

amplitude. In the case of the SU-8 pillar a change by a factor of 2 in size causes an increase

of the signal amplitude by 50%.

While the size of the pillar structures in the chemical images increase linearly with feature

size, the FWHM of the structure depends on whether the SU-8 subsurface structure or

the PMMA covering layer is excited. The same structure when measured at a wavelength

absorbed by the subsurface material appears about 358 nm smaller than when measured at

a wavelength corresponding to the cover layer, and around 103 nm smaller than the height

image. This calculation is based on the intercept difference obtained from the linear fitting
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Figure 6: (A) The averaged AFM-IR signal of the examined pillars is plotted as a function of
the SU-8 diameter. (B) The FWHM extracted from the cross-sectional profiles of chemical
images is shown alongside the corresponding FEM-simulated data. The FEM simulation
results were scaled using a consistent arbitrary factor for both SU-8 and PMMA as heat
sources, enabling direct comparison with experimental data. Error bars indicate the maxi-
mum deviation from the mean values.

of the experimental data. Fitted results are shown in Figure S8. This trend is represented by

the experimental data, along with the corresponding simulated lines in Figure 6B, aligning

closely with the analytical simulation shown in Figure 3B.

This effect is observed not only in pillar structures but also in more complex geometries,

such as the one shown in Figure 7. As before, the structure appears smaller when exciting

the subsurface layer (SU-8 at 1035 cm−1, see Figure 7A) compared to when exciting the cover

layer (PMMA at 1730 cm−1, see Figure 7C).
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Figure 7: (A) AFM-IR chemical map at 1035 cm−1. (B) AFM topography image. (C)
Corresponding AFM-IR chemical map at 1730 cm−1. (D) Contour lines of the topography
image, chemical map at 1035 and 1730 cm−1.

Higher IR signals were observed at pillar edges compared to the center, as confirmed by

simulations shown in Figure 5C. This phenomenon can be primarily attributed to the tilted,

uneven sidewall coverage of the pillar. It is not observed when the SU-8 pillar and the covering

layers are vertical (Figure S9A) or when the SU-8 pillar is flush with the surrounding PMMA

matrix (Figure S9B). Other contributing factors include differences in thermal expansion

coefficients between the materials: PMMA has a thermal expansion coefficient nearly four

times higher than that of SU-8. Additionally, the potential presence of interfacial thermal

resistance (ITR) between PMMA and SU-8 may also play a role.

To investigate the influence of these factors, we performed FEM simulations, where the

SU-8 pillar was modeled as a perfect vertical cylinder, while the PMMA covering layer had

a tilted sidewall with the same minimum width as the SU-8 pillar. By varying the tilt angle

of the sidewall from 0 to 10 degrees, the results in Figure 8A show that for sidewall angles

below 5 degrees, the signal amplitude at the edge of the pillar is significantly higher than

at the center. This effect was found to be relatively insensitive to the thermal expansion
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Figure 8: (A) The normalized amplitude of the minimum surface deformation at different
radial positions with varying tilted angles of the sidewalls. (B) The normalized amplitude
of the minimum surface deformation at different radial positions with varying ITR values.

coefficient. As shown in Figure S7, even when the thermal expansion coefficient of PMMA

was assumed to be equal to that of SU-8, the observed signal distribution at the edge and

center remained similar.

Additionally, we explored the effect of varying the ITR between the materials. With a

5-degree tilted sidewall, increasing the ITR, resulted in significantly higher signal amplitude

at the edge compared to the center, as shown in Figure 8B. While ITR between PMMA

and SU-8 may contribute to this effect, it was not explicitly included in our model in order

to avoid unnecessary complexity. Future studies quantifying ITR could improve simulation

accuracy and provide a more comprehensive understanding of the underlying mechanisms.
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Conclusions and outlook

In summary, we developed an analytical model to provide a straightforward overview of how

sample geometry and material properties influence the AFM-IR signal. These findings were

further verified through experiments and FEM modeling on precisely controlled, fabricated

samples.

Our study constitutes the most detailed view of the capability of AFM-IR for subsur-

face structural analysis yet. We provided experimental evidence supported by theoretical

descriptions and modelling of the influence of the surface topography on the chemical image

of a subsurface structure for the first time.

A key finding is the variation in the observed structure size in AFM-IR images when

exciting the subsurface versus the covering layers caused by the sample geometry. This is

observed in our experimental data and also described by the FEM model. Beyond this, the

FEM model allows us to explain the detailed features of the the AFM-IR signal, attributing

them to the surface geometry — specifically, the tilted sidewalls of the pillars.

We also present the first experimental evidence demonstrating that AFM-IR spatial reso-

lution is directly linked to the absorber’s diameter, as demonstrated in Figure 6B and Figure

S8. Additionally, we observed a linear increase in signal intensity with absorber diameter.

These results align excellently with the theoretical predictions. We believe these findings

directly contribute to improved accuracy when determining the actual size of chemically

distinct structures using AFM-IR.

Overall, our findings advance the understanding of AFM-IR’s capabilities, particularly

in subsurface imaging and the role of absorber geometry on signal intensity and spatial res-

olution. These insights pave the way for future research and applications in nanotechnology

and materials science.
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Methods

Sample preparations

After the initial design of the structures, the fabrication process began with spin-coating

a SU-8 (SU-8-2) resist layer (approximately 1000 nm thick) onto a silicon wafer and soft-

baking 90 ◦C for 300 s. To improve polymer adhesion, the wafer was first cleaned using

oxygen plasma treatment, followed by a dehydration baking step at 90 ◦C for 300 s. The

desired device layout was patterned onto the SU-8 resist using electron beam lithography

(EBL) at 100 kV and 50 pA. After exposure, the sample was post baked at 90 ◦C for 400 s,

developed in an EC-solvent for 60 s and subjected to a final bake at 200 ◦C for 30mins.

Next, a (185 nm-thick) PMMA (PMMA A4) resist layer was spin-coated over the fabricated

sample and hard-baked at 150 ◦C for 10mins.

AFM-IR measurements

All AFM-IR measurements were conducted using a Bruker nano-IR 3s system coupled to a

MIRcat-QT external cavity quantum cascade laser array (EC-QCL) from Daylight Solutions,

with a spectral range from 910 cm−1 to 1950 cm−1. Spectra were acquired using AFM-IR in

tapping-mode with a heterodyne detection scheme.

For pillar measurements, the cantilever was driven at its first resonance frequency (f1 ≈
128 kHz), and the AFM-IR signal was demodulated at the second resonance frequency (f2 ≈
839 kHz) using a digital lock-in amplifier (MFLI, Zurich Instruments). The laser repetition

rate was adjusted to fL = f2−f1 ≈ 711 kHz. A overall gold-coated cantilever with a nominal

first free resonance frequency of 150 ± 75 kHz and a nominal spring constant between 5

and 20Nm−1 (Tap150GB-G from BudgetSensors) was used. The laser pulse width was set

to 220 ns. Laser power was adjusted to 14.75% of the original power using metal mesh

attenuators resulting in a pulse peak power of up to 15mW for 1605 cm−1 and 24mW for

1730 cm−1. AFM-IR images were obtained over a 10 µm× 10 µm area at a line-scan rate of
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0.1Hz (lateral speed 100 nm s−1) and a resolution of 400 pixels per line.

During measurements of the ”CAVS” nanostructure, the cantilever was driven at its

first resonance frequency (f1 ≈ 242 kHz), and the AFM-IR signal was demodulated at the

second resonance frequency (f2 ≈ 1534 kHz) using a digital lock-in amplifier (MFLI, Zurich

Instruments). The laser repetition rate was set to fL = f2 − f1 ≈ 1292 kHz. A overall

gold-coated cantilever with a nominal first free resonance frequency of 300 ± 100 kHz and

a nominal spring constant between 20 and 75Nm−1 (Tap300GB-G from BudgetSensors)

was used. The laser was set to emit pulses with a pulse width of 160 ns. Laser power was

adjusted to 14.75% of the original power using metal mesh attenuators resulting in a pulse

peak power of up to 7mW for 1035 cm−1 and 22mW for 1730 cm−1. For AFM-IR images a

25 µm × 20 µm area was scanned with a line rate of 0.1Hz (lateral speed 100 nm s−1) and a

resolution of 800 pixels per line.

All spectra were recorded at each location with a spectral resolution of 1 cm−1. Dry air

generated by an adsorptive dry air generator was used to purge the instrument and all beam

paths.
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In Section 1.2, we introduced AFM and its applications. Despite its advantages, AFM

faces several challenges, particularly in improving measurement sensitivity, resolution, and

operational efficiency. The performance of AFM-based techniques is heavily influenced by

the mechanical properties of the cantilever, especially its resonant frequency and stiffness.

These factors directly impact the application range, image acquisition speed, and temporal

resolution, ultimately affecting both efficiency and practicality.

AFM cantilevers deflect in response to tip-sample interactions, and this deflection is

commonly measured using the optical-lever technique. In this method, a weak laser beam

reflects off the backside of the cantilever onto a position-sensitive photodiode detector [117].

However, this approach requires long optical paths, leading to a bulky readout system that

complicates high-throughput AFM implementations [118, 119].

Achieving higher resonant frequencies in the MHz range requires reducing cantilever

dimensions. However, miniaturization introduces challenges when using free-space optical

methods, as strong diffraction effects arise when the cantilever width becomes smaller than

the beam waist [121].

Recent advancements in cavity optomechanics [127, 128, 129] have enabled highly sensi-

tive displacement measurements of nanomechanical resonators, surpassing quantum limits

[130, 131]. These systems detect mechanical motion via evanescent wave coupling to an

optical cavity, where a nanomechanical resonator interacts with a micro-resonator in the

near field [132].

Leveraging cavity optomechanics, researchers have demonstrated significant potential

for enhancing AFM performance. Pierre et al. introduced a ring-shaped probe integrating

a nanoscale apex with a ring resonator on a silicon chip. This design enabled operation

at extremely high frequencies (> 100MHz) with sub-nanometer oscillation amplitudes

[133]. Similarly, Kartik et al. fabricated a cantilever positioned near a micro-ring disk on

a silicon device, achieving sub-fm/(Hz)1/2 sensitivity to cantilever motion with a broad

stiffness range from 0.01N/m to 290N/m [134, 216].

Building on these nanophotonic transducers, Chase et al. demonstrated AFM-based

chemical composition and thermal conductivity measurements at the nanoscale [91]. Wang

et al. extended these capabilities to chemical imaging of thermal conductivity and interfa-

cial thermal conductance [102]. These advancements go beyond conventional AFM topo-

graphical imaging, enabling precise material property characterization through integrated

nanophotonic transducers.

In this section, we introduce three AFM probe designs that integrate optomechanical

cavities, leveraging their unique capabilities to enhance measurement sensitivity, resolution,

and operational efficiency. These designs address key AFM limitations by improving force
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detection, achieving high mechanical resonance, and enabling advanced nanoscale material

characterization.
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4.3. Ring Resonator-Based Optomechanical Transducers for
Atomic Force Sensing

In recent years, the integration of optical and mechanical systems has garnered signifi-

cant attention in advancing high-precision sensing technologies. One such advancement is

the development of optomechanical devices, which leverage the coupling between optical

micro-resonators and mechanical resonators to achieve exceptional displacement sensitiv-

ity. These devices offer unique advantages, including high bandwidth, precise wavelength

control, and strong coupling between optical and mechanical modes, making them ideal

candidates for various applications in force and displacement sensing [127, 128, 129].

Traditional sensing systems often face limitations in terms of sensitivity, bandwidth,

and integration complexity, especially when coupled with the demands of high-throughput

measurements. To address these challenges, the use of silicon-on-insulator (SOI) wafers

has emerged as a promising platform due to their compatibility with integrated photonics

and mechanical components [217]. The integration of optical micro-ring resonators with

suspended cantilevers on SOI wafers provides a compact, robust solution with tunable

mechanical properties, enabling the realization of sensors capable of detecting forces in the

femtonewton range, super fast resonance frequencies [133, 82] and achieving unprecedented

displacement sensitivity [216, 134].

In this work, we present the design, simulation, and experimental validation of a novel

optomechanical sensor that combines optical micro-ring resonators with suspended can-

tilevers fabricated on SOI wafers. By leveraging the unique characteristics of these inte-

grated systems, we achieve displacement sensitivities below sub-fm/Hz1/2, which enhances

the capabilities of force and displacement sensing at the nanoscale [216, 91]. Our device

also offers the ability to tune in-plane mechanical frequencies and stiffness, providing a

versatile platform for a wide range of sensing applications, from material characterization

to biological studies [133, 102].

This paper outlines the development of the device, including detailed simulations using

finite-difference time-domain (FDTD) and finite element method (FEM) techniques, along

with experimental characterization that validates the predicted performance. By demon-

strating the strong coupling between the optical and mechanical modes, we highlight the

potential of these optomechanical sensors for high-precision force and displacement mea-

surements, with implications for future advancements in nanoscale measurement technolo-

gies [218, 82]. The paper has been submitted for publication. A pre-print is available at

doi:10.26434/chemrxiv-2025-fz4km.
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Abstract

Atomic force microscopy (AFM) is a widely used technique for high-resolution imag-

ing and force sensing, yet its performance is fundamentally constrained by the cantilever

size, spring constants, and mechanical frequencies. To overcome these limitations, we

present a compact and highly efficient single-mode ring resonator-based optomechani-

cal transducer on an silicon-on-insulator (SOI) platform. Unlike conventional designs

that rely on whispering gallery modes (WGMs) resonators, our approach ensures mode

stability, facilitates straightforward signal interpretation, and enhances measurement
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reliability by eliminating mode-splitting effects and complex optical responses. Cou-

pled with a picogram-scale cantilever, our system achieves exceptional displacement

sensitivity of 6.7×10−16m/Hz1/2 and force detection down to 5.0×10−14N, providing

a high-performance alternative to existing optomechanical AFM transducers. The tun-

able mechanical resonance frequency (1.3MHz to 22.5MHz) and adjustable stiffness

(0.46N/m to 3.54N/m) enable precise force sensing across a broad range of applica-

tions, from soft matter characterization to high-speed imaging. Importantly, our results

exhibit strong agreement with theoretical predictions, ensuring accurate and direct dis-

placement measurements. This is a key advantage over WGM-based approaches that

suffer from optical mode instability. Our results establish this single-mode optome-

chanical transducer as a robust, high-sensitivity platform for next-generation AFM

and nanoscale sensing applications, offering a compact, scalable, and highly precise

alternative to traditional free-space optical detection methods. The combination of

high displacement sensitivity, mode stability, and tunable performance establishes this

optomechanical transducer as a promising advancement in integrated nanoscale sensing

and AFM applications.

Introduction

Atomic Force Microscopy (AFM)1,2 has become an essential tool for high-resolution imaging

and force sensing across diverse fields, including nanotechnology, materials science, and biol-

ogy. Unlike optical and electron microscopy, AFM relies on physical interactions3–8 between

a nanoscale probe and a sample surface, enabling nanoscale characterization of mechani-

cal,9 electrical,10 biological,11 and thermal12 properties. Furthermore, when combined with

pulsed IR lasers for sample excitation, AFM can also achieve chemical characterization13,14

with nanoscale resolution. However, AFM performance is fundamentally constrained by the

mechanical properties of the cantilever, particularly its resonance frequency, stiffness, and

displacement detection method.
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Traditional optical-lever detection methods, which track cantilever deflection via laser

reflection onto a position-sensitive photodiode,2 remain widely used due to its sensitivity.

However, these approaches rely on bulky free-space optics and expensive tunable lasers and

expensive tunable laser, while remaining prone to alignment challenges and environmental

disturbances.15,16 The time resolution of AFM is fundamentally constrained by the thermal

limit of the cantilever,17 necessitating low mass and high quality factors to minimize thermal

noise off resonance.18 To achieve high resonant frequencies (>1MHz), which are essential for

faster imaging and rapid force spectroscopy,19,20 cantilever miniaturization is often required.

However, the resulting reduced dimensions are limited by optical diffraction,21,22 further

making it impossible for displacement detection and signal stability.

To address these limitations, integrated cavity optomechanics23–25 have emerged as a

powerful alternative. By leveraging the interaction between a high-quality optical resonator

and a mechanical oscillator, this approach enables displacement transduction with sensitiv-

ities close to the quantum limit.26–28 In optomechanical systems, evanescent wave coupling

allows precise motion detection,29 making them well-suited for AFM applications.

Despite their advantages, prior optomechanical AFM transducers face several key chal-

lenges. Microdisk-based transducers30,31 achieve high optical Q-factors but rely on mul-

timode whispering gallery modes (WGMs), which introduce mode splitting, unpredictable

optical responses, and complex signal interpretation. High-frequency optomechanical sen-

sors32 demonstrated impressive performance with mechanical frequencies exceeding 100MHz,

providing exceptional displacement sensitivity. However, their fixed ultra-high stiffness

(40 kN/m) makes them unsuitable probing of soft materials. Additionally, multi-mode res-

onators exhibit non-trivial coupling effects, further reducing the reliability of direct displace-

ment measurements in AFM applications.

In this work, we present a single-mode ring resonator-based optomechanical transducer on

an silicon-on-insulator (SOI) platform, enabling both for direct displacement measurement

with fast and high-accuracy sensing (200 nm dynamic range) and an AFM feedback-assisted
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mode for structured samples requiring larger displacement tracking. Our system achieves a

displacement sensitivity below femtometer/Hz1/2 and force detection in the tens of femtonew-

tons range, while maintaining tunable mechanical frequencies from 1.3MHz to 22.5MHz and

adjustable stiffness from 0.46N/m to 3.54N/m by modifying the ring resonator geometry.

This new design shows promise as a compact and versatile alternative to free-space optical

detection of cantilever displacement, making it adaptable to a wide range of sensing applica-

tions. By demonstrating a strong correlation between experimental optical resonance shifts

and theoretical predictions, this work establishes the SOI-based optomechanical transducer

as a viable solution for high-frequency applications, thereby advancing optomechanical AFM

sensing and expanding its applicability in material characterization, photothermal imaging,

and biological research.

Results and discussion

Device Design and Simulation

The device is fabricated on an SOI wafer, consisting of a 220 nm top silicon layer, 3 µm

silicon dioxide underlayer and a 725 µm silicon handle layer. Fabrication was carried out

using electron beam lithography (EBL), with process details provided in Methods section.

A scanning electron microscope (SEM) image of a fabricated device is shown in Figure 1a.

The structure consists of a tapered waveguide that evanescently couples light into and out of

a single-mode optical micro-ring resonator. The narrowest section of the tapered waveguide,

as well as the ring width, is 500 nm, ensuring support for a single TE mode. The device

operates at telecom wavelengths and under critical coupling conditions with a 60 nm gap

between the ring and tapered waveguide. This gap was initially determined through finite-

difference time-domain (FDTD) simulations during the design process and later validated

experimentally. To optimize light coupling efficiency, the gap distance was finely adjusted in

10 nm steps, ranging from 50 nm to 100 nm, as detailed in Supporting Information Section
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Figure 1: (a) False-colored SEM image of the micro-ring cantilever with a 5 µm ring ra-
dius, characterized in this study to illustrate the device geometry. The applied color scheme
distinctly highlights the waveguide, micro-ring, supporting spokes, and cantilever, enhanc-
ing structural clarity. (b) Magnified SEM micrograph showing the suspended cantilever in
greater detail. (c) Illustration of the devices working principle. The gray regions represent
the device in its equilibrium state, while the colored regions depict the deformed shape of
the micro-ring cantilever in its first in-plane mechanical mode, as simulated via FEM. The
micro-ring has a 10 µm radius and a 500 nm width, supported by three curved spokes. The
cantilever is connected via two 10 µm arms, with a probe width of 100 nm and a length of
20 µm. The entire device has a thickness of 220 nm. A color map within the ring resonator
cavity shows the normalized electric field amplitude at a resonance wavelength of 1556.34 nm,
calculated using FDTD simulations, with the cantilever positioned 10 nm away. The can-
tilevers motion modulates the optical mode of the resonator, enabling signal transduction.
(d) Simulated first five in-plane mechanical modes of the cantilever, with amplitudes scaled
by a factor of 10,000 for visual clarity.
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S1.

The blue rendering in Figure 1a illustrates the flexible cantilever-probe unit, which is

positioned adjacent to the ring resonator in the fabricated optomechanical transducer. The

cantilever part consists of both semicircular and straight sections. The semicircular section,

curved around the edge of the ring, features a width and a gap of 200 nm to maximize inter-

action with the optical ring. The gap determines the dynamic range of the cantilevers move-

ment relative to the ring, enabling direct measurement compared to previous designs30,32,33

that rely on AFM feedback. This design choice allows for faster signal tracking and a simpler

readout.

The cantilever is clamped at both ends and includes a 20 µm-long probe, supported by

a straight cantilever positioned 10 µm away from the probe tip. The probe width is chosen

to be 100 nm for mechanical characterization; however, it can be thinned down to tens

of nanometers for high spatial resolution microscopy.34 This design ensures the cantilever

remains free-standing, allowing optimized in-plane motion for strong coupling with the ring

resonator.30

The cantilever is released through selective etching of the sacrificial oxide layer down to a

thickness of 700 nm using buffered HF (7:1 ratio) (see Figure S2). The undercutting process

is carefully controlled to ensure free vibration of the cantilever, while keeping the micro-

ring and tapered waveguide securely anchored to the substrate. The suspended cantilever is

shown in Figure 1b. To improve mechanical stability, the micro-ring is supported by three

curved spokes, which have been optimized to minimize optical scattering losses.

The cantilever deforms under applied force at the tip or vibrates due to thermal-mechanical

noise. In both cases, the gap between the cantilever and the ring changes, causing a local

variation in the refractive index near the ring. This directly affects the propagation of opti-

cal modes at the rings edge, leading to an optical resonance shift as well as a corresponding

intensity change. Figure S4 presents an FDTD simulation illustrating the optical modes of

the device without the cantilever. When the cantilever is positioned 10 nm from the ring
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resonator, its presence modifies the optical modes, as depicted in Figure 1c.

The mechanical modes of the cantilever are analyzed using finite-element method (FEM)

simulations, with the first five modes shown in Figure 1d. Since our design primarily utilizes

in-plane motion, we focus on even-symmetry in-plane modes, which exhibit strong coupling

with the optical modes of the ring resonator. These modes are particularly relevant to AFM

applications, enabling high-sensitivity force and displacement sensing.

Figure 2: Schematic of the characterization setup: A power-controlled near-infrared tun-
able laser first passes through a polarization controller (PC) before being coupled into and
collected from the devices using micro-lensed fibers. These fibers are mounted on three-
dimensional nano-positioning stages, integrated with a custom-built visualization system.
The inset displays an optical image captured using this system. After collection, the light
is split in a 90:10 ratio using a fiber beam splitter (BS): 10% of the light is directed to a
multichannel power meter (PM) to a computer for optical power monitoring. The remaining
90% is sent to an amplified high-speed photodetector (AHSPD) and then to an electrical
spectrum analyzer (ESA) to extract the devices mechanical response.

Optomechanical Detection

The fabricated devices are characterized using a home-built optomechanical setup, schemati-

cally shown in Figure 2. This setup allows for the characterization of multiple devices on the

same chip, while simultaneously collecting optical spectra and mechanical resonance data.

A tunable laser (Santec TSL-570), operating over a wide wavelength range of 1480 nm to

1640 nm, is used for excitation. The laser light is polarization-controlled before being cou-
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pled into a micro-lensed fiber, which injects the light into the device. After passing through

the device, the light is collected and split into two branches.

10% of the collected light is directed to a multi-port optical power monitor (Santec

MPM-215), which is interfaced with computer-controlled software to record optical spectra.

After identifying an optical mode with a high optical quality factor (Qo), a wavelength is

selected at the inflection point of the cavity resonance to maximize sensitivity to mechanical

vibrations. The remaining 90% of the transmitted signals is sent to an amplified high-

speed photodetector (FPD510-FC-NIR, Thorlabs Inc.). This signal is then analyzed using

an electrical spectrum analyzer (FSV4, Rohde & Schwarz GmbH), providing direct access

to the thermo-mechanical resonance spectrum of the cantilever.

Using the optomechanical setup described above, we performed air-based measurements

on devices with ring radii of 5 µm, 7 µm, and 10 µm. In these experiments, thermal noise

induces random oscillations of the cantilever, which occur at its mechanical resonance fre-

quencies. The normalized transmission spectra across the full wavelength range for these

devices are shown in Figure 3a, c, and e, along with zoomed-in scans of individual optical

resonances.

The Qo was extracted by fitting the experimental spectra with Lorentzian functions. The

measured Qo values are 2141, 3756 and 4275 for the 5 µm, 7 µm, and 10 µm rings, respectively,

showing an increase in Qo with ring size. This trend is attributed to reduced bending losses

in larger rings, whereas smaller rings experience higher bending losses.35

To determine the response of the transducer, the laser was tuned to the inflection point

of the TE cavity mode, as shown in the zoomed-in spectra of Figure 3a, c, and e. The

corresponding mechanical spectra covering 1 to 25MHz are presented in Figure 3b, d, and

f. The observed peaks arise from thermally driven cantilever motion, as confirmed by FEM

simulations. These peaks primarily correspond to the first five in-plane even-symmetry

modes, as illustrated in Figure 1d. However, in the 5 µm device, the first two mechanical

modes are not clearly visible, likely due to a low cavity-cantilever coupling factor, which
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Figure 3: Optical and mechanical spectra of devices with different ring radii: Panels (a),
(c), and (e) display the optical spectra for devices with ring radii of 5 µm, 7 µm, and 10 µm,
respectively. Panels (b), (d), and (f) show the corresponding mechanical spectra for the
same devices. The right-hand plots in (a), (c), and (e) provide zoomed-in views of the red
traces from the left-hand plots. Orange dashed lines in the zoomed-in figures indicate the
wavelengths used for mechanical spectrum measurements.

reduces the optical transduction efficiency for these modes.

Moreover, FEM simulations indicate that the mechanical frequency of the device de-

creases as the size of the ring increases. The measured frequencies from the examined

devices, shown in Figure 4, align well with the theoretical predictions.

The measured mechanical quality factors (QM) values for these modes range from ap-

proximately QM ≈ 6 for mode 1 of the 10 µm device to QM ≈ 247 for mode 3 of the 5 µm

device. Additionally, for each individual device, we observe that QM increases for higher-

order modes.
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Figure 4: Left panel: Simulated mechanical frequencies for devices with ring radii ranging
from 4 µm to 11 µm, alongside experimentally measured results from the tested devices.
Right panel: Calculated mechanical quality factors (QM) corresponding to each vibrational
mode.

Transduction Efficiency

To further evaluate the capability of our devices as displacement and force sensors, we mod-

ified the optomechanical setup by incorporating a three-dimensional closed-loop controlled

piezo stage (MAX381/M, Thorlabs Inc.) with a 3D-printed probe holder mounted on top. A

straight tungsten probe with a 500 nm tip diameter (Micro Support Co., Ltd.) was inserted

into the probe holder and positioned at a 15° angle relative to the device surface, as shown

in Figure 5a. The probe position was precisely controlled using a stepper motor, allowing to

approach the probe tip to the end of the cantilever.

Transmission spectra were recorded before probe contact, labeled as ”0 nm” in Figure

5d and g. After making contact, the probe incrementally displaced the cantilever in 20 nm

steps with transmission spectra collected at each step (Figure 5d, 7 µm device). As the

probe pushed the cantilever closer to the ring, the optical resonance shifted toward longer

wavelengths. The observed resonance shift, Δλ, referenced to the equilibrium state, increases

with probe displacement. The nonlinear dependence of the resonance shift on cantilever

movement arises from the nonlinear variation in the local refractive index near the ring
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Figure 5: (a) Micro-probe measurement setup used for the mechanical characterization of
micro-ring cantilevers. (b) Optical image captured using the custom-built visualization sys-
tem, showing a fine probe in contact with the micro-ring cantilever. (c, f) FDTD-simulated
optical spectra depicting the effect of cantilever motion toward the ring resonator in 20 nm
steps, for devices with ring radii of 7 µm and 10 µm, respectively. (d, g) Corresponding ex-
perimental results validating the simulated optical response. (e, h) Resonance wavelength
shift (Δλ) referenced to the equilibrium state (0 nm cantilever motion), plotted as a function
of probe displacement.

resonator, which in turn affects the optical mode confinement and effective index of the ring.

The experimental results align closely with simulations, confirming the capability to use the

developed device.

Based on the results shown in Figures 5e and h, the optomechanical coupling factor was

11



determined through FEM simulations, confirmed by experimental findings. This factor is

defined as

gOM/2π =
dωO

dx
(1)

where dωO is the angular optical cavity mode frequency shift and dx represents the can-

tilever displacement. For the probe displacement range in this study, gOM/2π varies from

0.3GHz/nm to 1.7GHz/nm for the 7 µm device, and from 0.6GHz/nm to 1.3GHz/nm for

the 10 µm device. The experimentally achieved values are consistent with previously reported

gOM/2π values for silicon microdisk AFM probes,30 which were based solely on simulations.

Furthermore, gOM/2π increases as the gap between the ring and cantilever decreases, con-

firming the strong optomechanical interaction in our system.

The minimum detectable force Fmin is calculated based on36

Fmin =

�
4kkBTB

2πfMQM

(2)

where B is the measurement bandwidth, T the temperature (300K), and cantilever stiffness

k and kB is the Boltzmann constant.

The stiffness of the optomechanical cantilever depends on the ring size, with values of

0.46N/m for 5 µm device and 3.54N/m for 10 µm, as shown in Figure S3. Taking a common

bandwidth of B = 50Hz, consistent with prior studies for comparison to other experi-

ments,30,36 the calculated Fmin for the first mode of the 7 µm device is 5.0×10−14N. For the

10 µm device, Fmin is 2.4 × 10−13N. This fivefold increase is consistent with the stiffness-

dependent force detection limit, where higher stiffness reduces mechanical responsiveness to

weak forces.

The device’s displacement measurement sensitivity is calibrated using thermal-mechanical

noise measurements. The detection sensitivity limit is 6.7×10−16m/Hz1/2 and 8.3×10−16m/Hz1/2

for the 7 µm and 10 µm devices, respectively, with detailed calculations provided in the Meth-
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ods section.

The achieved displacement and force sensitivity closely align with previously reported

values30,32 (see comparison table in Supporting Information Section S2), demonstrating com-

parable or improved sensitivity while maintaining a large dynamic measurement range. Fur-

thermore, unlike previous studies that relied on controlled nitrogen or vacuum environments,

our device achieves its sensitivities in ambient air and improves upon other high-sensitivity

optomechanical AFM probes used for AFM-IR33 by more than an order of magnitude, un-

derscoring its robustness for real-world AFM applications. Such fast, highly sensitive probes

are essential for detecting weak interactions in nanoscale systemsfrom transient thermal

phenomena and thermal conductivity imaging to van der Waals forces and single-molecule

interactions.

Conclusion and Discussion

In summary, we have developed and demonstrated a novel optomechanical device based

on an SOI platform, integrating optical micro-ring resonators with suspended cantilevers.

The device operates under a single TE mode, ensuring stable optical performance with

high wavelength control precision. Through a combination of FDTD and FEM simulations,

supported by experimental validation, we characterized the optical and mechanical properties

of devices with varying ring sizes, confirming their suitability for high-precision sensing

applications.

The device exhibits strong optomechanical coupling, achieving a balance between mod-

erate optical quality factors. Experimentally, the optomechanical coupling factor gOM/2π

ranges from 0.3GHz/nm to 1.7GHz/nm, aligning well with simulated values. This strong

coupling enables the optical modes to transduce the cantilevers megahertz-frequency motion

with a displacement sensitivity of 6.7 × 10−16m/Hz1/2 while operating in ambient air. The

mechanical quality factors QM and stiffness values were characterized, revealing clear de-

pendencies on device size and mode order. Furthermore, the minimum detectable force was
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calculated to be as low as 5.0×10−14N, underscoring the devices capability for high-precision

displacement and force sensing.

These findings establish our optomechanical transducer as robust platforms for high-

precision sensing, leveraging the synergy between integrated photonics and nanomechanics.

The demonstrated performance paves the way for advancements in high-throughput scan-

ning and integrated photonic-based metrology. Future work will focus on systematic mea-

surements by fully releasing the cantilever and integrating the optomechanical transducer

into an AFM system using fiber bonding techniques. Additionally, we aim to explore further

applications in advanced metrology and near-field imaging.

Methods

Detection sensitivity

The thermal-mechanical spectra are shown in Figure 3b, d and f. The cantilever is driven by

the thermal noise of room temperature. The displacement sensitivity induced by the thermal

noise can be described by.31,37

[Sxx(ω)]
1/2 =

�
4kBTωM/QM

meff ((ω2 − ω2
M)2 + ω2ω2

M/Q2
M)

�1/2

(3)

where ωM is angular mode frequency (2πfM). The effective mass for the fundamental mode is

meff = 0.73m0.
38 m0 = 11.45 pg for the 7 µm device and m0 = 14.26 pg for the 10 µm device.

These values have been observed from FEM simulations. The limit of detection sensitivity

is 6.7× 10−16m/Hz1/2 and 8.3× 10−16m/Hz1/2 for 7 µm and 10 µm device, receptively. The

thermal-mechanical displacement is [Sxx(ω)Δf ]1/2,38 where Δf is the measurement band-

width.
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Simulation

The optical ring resonator and cantilevers were designed using the Python Gdspy module,

and the resulting designs were exported as .gds files. These files were utilized for opti-

cal transmission simulations, solid mechanical simulations, and final fabrication, ensuring

consistency across all stages of the process.

Optical transmission simulations were conducted using finite-difference time-domain (FDTD)

methods with a 3D-FDTD commercial software package from Ansys, Inc. To optimize sim-

ulation performance, a quasi-2D simulation approach was employed within the 3D-FDTD

solver. This approach enhances computational efficiency while preserving simulation accu-

racy. Mechanical mode and stiffness simulations of the cantilevers were conducted using the

finite element method (FEM) with the 3D Solid Mechanics module in COMSOL Multiphysics

software 6.2.

Device fabrication

A thermally oxidized bulk Silicon wafer with a deposited layer of poly-Si (220 nm thick)

from the SOITEC Corp. was utilized. Initially, a ZEP 520A resist layer (450 nm thick) was

spin-coated onto the wafer at 190 ◦C for 3 minutes. The desired device layouts were then

defined on the resist using electron beam lithography (EBL) with a voltage of 100 kV and

1 nA current, followed by development in a bath of n-Amyl Acetate solution for 90 seconds

and rinsing with IPA. Subsequently, the patterns were transferred to the SOI layer through

an inductively coupled plasma (ICP) etching process using O2:CHF3 chemistry in 8:42 ratio

(with an etch rate of approximately 35 nm/min). The remaining resist mask was removed

via an O2 plasma ashing step followed by immersion in MICROPOSIT 1165 remover for

10 minutes. Finally, a cleaning cycle involving Piranha etching, Acetone, and IPA were

conducted to conclude the fabrication process step.

For the tip releasing the additional EBL exposure step was implemented. PMMA-A14

resist layer (2 µm thick) was spin-coated onto the sample and soft-baked at 150 ◦C for
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3 minutes. The desired opening regions were then defined on the resist using second stage

alignment EBL (50 nm alignment error) with a voltage of 100 kV and 10 nA current, followed

by development in a bath of MIBK and IPA solution for 120 seconds and rinsing with IPA

with following by a 150 ◦C 20 minutes hard baking step. The SiO2 layer in the opening

regions was partially etched using the buffered hydrofluoric acid solution with a 7:1 ratio.

The etching process was conducted for 7 minutes at an approximate etch rate of 100 nm/min.

Finally, a cleaning cycle was performed, consisting of a 10-minute immersion in acetone to

dissolve the PMMA protection layer, followed by rinsing with IPA for thorough cleaning.
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4.4. Photonic Crystal-Based AFM Transducer

To expand the applications of microcantilevers beyond AFM, researchers have proposed

designs that incorporate photonic crystal (PhC) waveguides and PhC resonators into the

cantilever structure as sensing elements. These designs include stress sensors [59], displace-

ment measurement [219], force and strain sensors [220, 221, 222]. The cantilever sensor has

also been characterized for its performance in both air and water environments [223]. PhC

cavities are favored as advanced platforms due to their exceptionally high quality factor

(Q) relative to their volume (V), which significantly enhances light-matter interactions and

makes them highly suitable for investigation as optomechanical resonators [150, 224, 225].

PhC cavities are particularly attractive for sensing applications due to their exception-

ally high-quality factor (Q0) relative to their small volume, which enhances light-matter

interactions and makes them highly suitable for use as optomechanical resonators [150,

131, 151].

In this work, we propose a novel photonic transducer that integrates a PhC cavity with

a micro-ring cantilever on a silicon nitride (Si3N4) platform. The strong optomechanical

coupling afforded by the PhC structure enables highly sensitive detection of mechanical

motion through optical readout—either via transmission intensity changes or wavelength

shifts.

We further explore the integration of this optomechanical transducer into an AFM sys-

tem to enable linear and highly sensitive force and displacement measurements. By varying

the radius of the micro-ring cantilever, we demonstrate tunability of its first three in-plane

mechanical resonance frequencies and effective spring constants, offering a versatile plat-

form for dynamic sensing applications.
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Abstract: We present a purely photonic, optomechanical sensing approach for atomic force12

microscopy (AFM) by integrating a silicon nitride (SiN) photonic crystal cavity with a ring-shaped13

cantilever. This design eliminates the need for conventional AFM feedback loops by providing14

direct on-chip readout of cantilever motion via transmission-intensity changes or resonance-15

wavelength shifts over a 100 nm range. Crucially, both readouts exhibit a linear response16

with respect to cantilever displacement, enabling straightforward calibration and quantitative17

force/displacement measurements. Leveraging a high-quality factor (>3 × 105) ensures strong18

optomechanical coupling, enabling intensity changes up to 7 %/nm and wavelength shifts of19

21 pm/nm. By varying the ring radius, we tune mechanical frequencies from 400 kHz to20

75.12 MHz and spring constants from 0.3 N/m to 39 N/m, thus broadening the applicability of21

high-sensitivity AFM measurements in compact or challenging environments.22

1. Introduction23

Conventional atomic force microscopy (AFM) relies on optical-lever detection, which, while24

achieving nanometer-scale spatial resolution and effective force sensing [1–4], is limited by25

bulky optical paths, alignment sensitivity, and difficulties in high-frequency operation [5–7].26

Conventional cantilever-based AFM techniques face two significant challenges. First, many27

dynamic nanoscale phenomena, particularly those occurring below the microsecond timescale, are28

either too fast or too weak for direct AFM detection [8, 9]. Second, quantifying nanoscale forces29

often requires complex modeling [10], experimental transfer function measurements [11, 12],30

or machine learning approaches instead of direct force measurements [13]. These approaches31

introduce uncertainties and complicate data interpretation, thus limiting the effectiveness of AFM32

in certain applications.33

To address these challenges, optomechanical AFM probes based on high-Q optical cavities have34

been developed, significantly enhancing displacement and force sensitivity. Recent advancements35

in cavity optomechanics [14–17] have led to substantial improvements in measurement capabilities.36

By coupling high-quality optical resonators with nano/micro-mechanical cantilevers [18,19], or by37

utilizing optical cavities as mechanical resonators themselves [8], researchers have achieved highly38

precise radiation-pressure force measurements [20]. These advancements have enabled oscillator39

displacement measurements with sensitivities below the quantum limit [21, 22]. Building on40

these nanophotonic transducers, researchers have demonstrated the ability to measure chemical41

composition and image thermal conductivity at the nanoscale [9, 23].42

Despite achieving high-frequency and high-sensitivity measurements, existing nanophotonic43

transducers have yet to demonstrate ultra-fast thermal dynamics or fully linear force and44

displacement detection. To bridge this gap, we propose a novel photonic transducer based on45

a photonic crystal cavity (PhC) integrated with a ring-shaped cantilever on a silicon nitride46



(SiN) platform. Photonic crystals have attracted significant attention due to their ability to47

confine light within extremely small volumes while maintaining high quality factors (Q), thereby48

enhancing light-matter interactions and making them highly suitable for optomechanical resonator49

applications [22, 24, 25]. This strong optomechanical coupling facilitated by PhCs has enabled50

their use in various sensors, including those for stress [26], displacement measurement [27], and51

force and strain sensing [28–30].52

In this study, we demonstrate an integrated optomechanical sensor for highly sensitive and linear53

force and displacement measurements in AFM. By reading out either the transmission-intensity54

change or the resonance-wavelength shift in a ring-shaped PhC, we eliminate the need for external55

free-space optics and alignment-sensitive feedback loops. Moreover, by varying the ring radius,56

we tune the first three in-plane mechanical frequencies and spring constants, offering broad57

adaptability for different measurement regimes. Monolithically fabricated in SiN, the entire58

optomechanical transducer is embedded directly in the cantilever structure, resulting in a purely59

on-chip photonic mechanism that reduces complexity, alignment challenges, and system footprint60

while providing direct and linear readout of nanomechanical motion.61

This research not only addresses the current limitations of AFM but also lays the groundwork62

for future innovations in nanoscale measurement technologies. By providing a more robust and63

sensitive approach to force and displacement detection, the proposed sensor could enable new64

applications in fields ranging from material characterization to biological research.65

2. Design and modelling66

Fig. 1. (a) Top view of the schematic representation of the curved photonic crystal
cavity. The structure consists of a curved photonic crystal pattern integrated onto a
silicon nitride (SiN) platform. (b) The cross-section illustrates the layered composition,
with SiN components supported by a silicon dioxide (SiO2) substrate.

SIN cavity designed in this work consists of a periodic array of rectangular SiN pillars, hereafter67

referred to as “nanosticks”. These SiN nanosticks separated by air gaps and supported on a SiO268

substrate. This structure functions as a wavelength-selective mirror, similar to high-contrast69

Bragg gratings. The cavity is formed by gradually tapering the width of the nanosticks, thereby70

introducing a localized defect in the photonic bandgap. This defect leads to a confined optical71

mode with a Gaussian-shaped electric field distribution along the cavity, effectively minimizing72

optical losses [31].73

For this work, the tapering function of the cavity is defined as [32]:74

𝑊𝑅 (𝑖) = 𝑊𝑅 (0) + 𝑖2

𝑖2𝑚𝑎𝑥

[𝑊𝑅 (𝑖𝑖𝑚𝑎𝑥) −𝑊𝑅 (0)] (1)

where 𝑊𝑅 (𝑖) is the width of the 𝑖 − 𝑡ℎ nanostick along the radial (R-) direction in the 𝑥 − 𝑦75

plane, with 𝑖 denoting the stick index and 𝑖𝑚𝑎𝑥 being the total number of nanosticks on either76



side of the central stick (where 𝑖 = 0). The central nanostick has a width of 𝑊𝑅 (0) while the77

outermost nanosticks at both ends of the photonic crystal (PhC) cavity have a width of 𝑊𝑅 (𝑖𝑚𝑎𝑥),78

as illustrated in Fig. 1.79

The length of each nanostick along the azimuthal (𝜃-) direction in the 𝑥 − 𝑦 plane, denoted as80

𝑊𝜃 , remains constant. This one-dimensional (1D) PhC cavity is designed on a 300 nm-thick SiN81

platform, which has a refractive index 𝑛 = 2.00 in the telecom range. This platform is supported82

by a 2 µm-thick SiO2 layer with a refractive index of 𝑛 = 1.45.83

The curved geometry, defined by a radius 𝑅 alters the photonic band structure, facilitating84

tighter mode confinement and leading to a single resonance. The optical mode confinement of85

the PhC cavity is shown in Fig. 2(a), which depicts the normalized intensity profile of the electric86

filed. The optical mode is designed to resonate in the S-band, with a wavelength around 1500 nm.87

To achieve the high optical Q-factor and single resonance, parameters such as 𝑊𝜃 , 𝑊𝑅 and88

curvature 𝑅 are optimized through 3D finite difference time domain (FDTD) simulations. The89

cavity exhibits a single resonance spectrum within the 1450 nm to 1600 nm range, as illustrated90

in Fig. 2(b), with a calculated optical Q-factor of approximately 3 × 105 with air cladding.91

Fig. 2. (a) FDTD-calculated normalized electric field amplitude at its resonance
wavelength 1506.77 nm. (b) FDTD-calculated transmittance versus optical wavelength.

The curved structure further enhances optomechanical interactions by better aligning the92

mechanical motion with the optical field distribution, thereby improving sensitivity and coupling93

efficiency. Building on the curved PhC cavity design, we propose an optomechanical device94



by integrating a ring-shaped cantilever with the PhC cavity on the same SiN platform. The95

ring-shaped cantilever is supported by two 500 nm-wide arms, which allow for back-etching of96

the underlying substrate, enabling the structure to be suspended in air while allowing the probe97

apex to protrude from the device. The ring is positioned 100 nm away from the PhC cavity, as98

illustrated in Fig. 3(a). Hereafter, we refer to the device as the PhC-ring sensor.99

As the ring-shaped cantilever moves relative to the PhC, the optical wave transmitted at the100

edge of the PhC experiences a modulation in the surrounding refractive index, altering the101

effective optical path length of the PhC’s resonant modes. This results in a spectral shift in the102

resonance wavelengths [19, 33].103

To analyze this interaction, the cantilever deformation at its first resonance mode was simulated104

using the finite element method (FEM). The deformed cantilever structure was then incorporated105

into a FDTD simulation with the PhC cavity. One example where the optical resonance mode106

was computed with 10 nm gap between the ring and the PhC. The results, presented in Fig. 3(b),107

demonstrate that the normalized electric field distribution is perturbed by the presence of the108

ring, indicating strong optomechanical coupling.109

The mechanical modes are designed to maximize optomechanical coupling and achieve high110

resonance frequencies. We examined a ring with 5 µm radius, supported by two 5 µm-long arms111

on each side. The first three in-plane mechanical mode shapes and their corresponding resonance112

frequencies are shown in Fig. 3(c).113

In addition to the first-order in-plane mode of the suspended cantilever, the second- and114

third-order in-plane modes also influence the spectral position of the PhC due to their in-plane115

motion relative to the cavity. However, since the first-order in-plane mode exhibits the strongest116

optomechanical coupling, our analysis will primarily focus on this mode in the following117

discussions.118

3. Results119

In this study, we investigated the optical response of the transmitted light in the PhC while120

varying the gap between the ring-shape and the PhC cavity. The quasi-3D finite-difference121

time-domain (FDTD) method was employed to compute the transmission spectrum, incorporating122

the deformed ring-shaped cantilever at its first-order in-plane mode, as obtained from the FEM123

simulation.124

As the ring moves closer to the PhC cavity, the shrinking gap increases the effective refractive125

index, enhancing light transmission from the PhC cavity to the ring. This results in two key126

effects: 1. A redshift (longer wavelength shift) in the optical resonance, and 2. a decrease in the127

extinction ratio (reduction in resonance contrast).128

Figure 4(a) presents the simulated resonance peaks of the PhC-ring sensor for different129

ring–PhC gap values. To quantify the transmission intensity change, we select the inflection point130

on the resonance curve of the static cantilever at wavelength 𝜆0 and measure the transmission131

intensity at this wavelength for different gaps. This allows us to plot the percentage intensity132

change as a function of the ring-shaped cantilever’s displacement, which exhibits a linear increase,133

as shown in Fig. 4(b).134

Additionally, by tracking the resonance wavelength shift at the minimum transmission point (Fig.135

4(d)), we observe that the wavelength shift also increases linearly with cantilever displacement.136

However, in the last 30 nm of displacement, as the ring moves further from the PhC cavity, the137

slope of this shift steepens, indicating a stronger optomechanical interaction in this regime.138

By applying a linear fit to the relationship between the percentage intensity change and the139

displacement of the cantilever, the slope of the fitted function represents the PhC-ring sensor’s140

displacement sensitivity. Since the radius of the ring is the key design factor-while keeping the141

waveguide width fixed at 500 nm to ensure high optical coupling—we examined four different142

ring radii: 5 , 10 , 15 , 20 µm. We then performed simulations similar to those shown in Fig.143



Fig. 3. (a) A 3D illustration of the PhC-cantilever device, featuring a ring-shaped
cantilever positioned 100 nm away from the center of the curved photonic crystal cavity.
(b) The working principle of the PhC-cantilever device is illustrated. The gray parts
represent the device in its equilibrium state, while the colored ring-shaped cantilever
shows the FEM-calculated deformed shape in its first in-plane mechanical mode. The
ring has a radius of 5 µm, supported by two 5 µm arms, with a probe width of 100 nm,
length of 2 µm and a thickness of 300 nm. The colored map in the curved photonic
crystal cavity indicates the FDTD-calculated normalized electric field amplitude when
the ring is positioned 10 nm away. The mechanical motion of the ring-shaped cantilever
is transduced by its influence on the optical mode of the PhC. (c) First three mechanical
modes of cantilever.

4, and Fig. 5(a) illustrates the percentage sensitivity Δ𝑇/Δ𝑥 for different ring radii, where Δ𝑥144

represents the cantilever displacement. We observe that larger rings exhibit higher sensitivity, as145

a greater interaction area with the PhC cavity enhances optomechanical coupling efficiency. A146

similar trend is observed in Fig. 5(c), where the wavelength shift sensitivity (Δ𝜆/Δ𝑥) increases147

with larger ring radii. This further confirms that increasing the interaction region between the148

ring and the PhC cavity enhances the sensor’s performance.149

Additionally, we calculated the spring constants and the first three in-plane mechanical modes150

of the ring-shaped cantilever and plotted them as functions of the ring radius in Fig. 5(b). The151

spring constant ranges from 0.3 N/m to 39 N/m, with a pronounced decrease between 5 and152

10 µm. Notably, the spring constant follows a power-law dependence on the ring radius, as153

revealed in Fig. 5(b). Once this parameter is established—through either simulation or empirical154

calibration—quantitative force measurements can be made directly from the optical displacement155

signals.156

A similar trend is observed in the mechanical resonance frequencies of the first three in-plane157

modes, which decrease as the ring radius increases, as depicted in Fig. 5(d). This behavior158



Fig. 4. (a) As the ring-shaped cantilever displaces towards the PhC, the gap between
the PhC and the cantilever decreases. By fixing the laser wavelength at 40% of the
maximum transmission, which lies on the linear part of the slope, the transmitted
intensity increases. The change in transmitted intensity is linearly proportional to the
displacement of the cantilever, as shown in (b). (c) The displacement of the cantilever
also causes a resonance shift towards longer wavelengths. This wavelength shift is
linearly proportional to the displacement of the ring-shaped cantilever within the first
70 nm and the last 30 nm, as illustrated in (d).

suggests that larger rings exhibit lower stiffness and mechanical frequency, which can influence159

the sensor’s dynamic response and optomechanical coupling efficiency. Based on the results in160

Fig. 5(d), the optomechanical coupling factor, defined as 𝑔𝑂𝑀/2𝜋 = 𝑑𝜔𝑂

𝑑𝑥 , increases linearly161

as the gap between the cantilever and the PhC shrinks, where 𝑑𝜔𝑂 represents the shift in the162

angular frequency of the optical cavity mode.163

Notably, because the PhC’s resonance shift directly encodes the cantilever’s displacement, no164

external or secondary feedback mechanism is necessary. Conventional AFM sensors depend165

on an external laser beam and quadrant photodiode for deflection readout; here, the entire166

detection pathway is integrated on the chip. This simplifies high-frequency measurements, since167

the bandwidth is not limited by bulky free-space optics or complicated electronics. Instead,168

the photonic resonator responds instantaneously to ring motion, yielding a purely photonic169

displacement or force signal.170



Fig. 5. (a) and (c) illustrate the optical sensitivities, whereas (b) and (d) depict the
mechanical properties, all as functions of ring radius. In (a), the slope of the percentage
intensity change versus cantilever displacement is shown, while (c) presents the slope
of the resonance wavelength shift versus displacement. Meanwhile, (b) shows the
resulting spring constants, and (d) indicates the first three in-plane mechanical resonance
frequencies.

4. Conclusion171

In summary, our ring-shaped photonic crystal cantilever demonstrates direct and highly sensitive172

displacement/force transduction, achieved without the need for the standard AFM optical lever173

or electronic feedback loop. By relying solely on the shift in photonic crystal resonance,174

we obtain linear and quantitative measurements of nanomechanical motion. This integrated,175

purely photonic readout significantly reduces setup complexity and opens new avenues for176

miniaturized, high-throughput force sensors that can be deployed in real-world conditions—be it177

fluidic environments, vacuum systems, or multi-probe arrays. Future work will focus on further178

optimizing the Q-factor and exploring additional functionalization routes, paving the way for an179

even broader range of nanoscale characterization tasks.180
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4.5. Understanding the Mechanical Stress-Induced Effects on
Electromagnetic Wave Simulations.

Microcantilevers are suspended beam-like structures, fixed at one end, that bend or vibrate

in response to an applied load [226]. As fundamental micro- and nanoelectromechanical

(MEMS/NEMS) structures, they are widely used for force, mass, and strain sensing, as

well as biosensing, chemical detection, and imaging [227, 228, 229, 230, 231].

Advances in silicon photonics have enabled the integration of Bragg gratings onto Silicon-

on-Insulator (SOI) slabs, demonstrating their potential for optical sensing [158, 159, 160].

Silicon photonics, particularly utilizing waveguide Bragg gratings (WBGs), has shown

promise in integrating mechanical probes and optical cavities into miniaturized sensing

devices. However, conventional free-space optical detection methods face limitations at

the microscale due to diffraction effects, especially when cantilever widths approach or fall

below the detection laser’s beam waist.

To overcome these limitations, this paper introduces an optomechanical sensor design

that integrates a waveguide Bragg grating onto a silicon-on-insulator (SOI) cantilever. The

cantilever bending induced by external forces results in strain-dependent refractive index

changes, causing measurable shifts in the optical resonance wavelength. A comprehensive

numerical model based on finite element simulations (COMSOL Multiphysics) is developed

to incorporate stress-induced effects into a full simulation of a waveguide Bragg grating.

This approach enables a deeper understanding and optimization of the interactions, offering

valuable insights for future sensor design, fabrication, and characterization.

A preliminary version of this modeling approach was presented at the COMSOL Con-

ference 2023 and is available online (https://www.comsol.fr/paper/design-and-simulation-

of-bragg-grating-based-optomechanical-sensor-for-atomic-force-microscopy-122231.)
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Abstract:
Silicon photonics has shown great potential in bringing together mechanical probes and optical 
cavity as compact sensors for many sensing applications.  In this work, we present the integration of 
a waveguide Bragg grating (WBG) onto a cantilever beam, utilizing a Silicon-on-insulator (SOI)
structure as an optomechanical sensor for atomic force microscopy (AFM). The flexibility of the 
COMSOL Multiphysics software enables us to model the mechanical characteristics of the cantilever 
and link the mechanical bending effects to the optical transmission simulations. Within these 
simulations, the nanoscale force applied to the cantilever tip results in cantilever beam deformation, 
represented by a picometer scale shift in optical resonance frequency. The simulation is carried out 
for the proposed Bragg grating design, featuring 80 gratings, and attains a force sensitivity 
approximately 16 m/N, corresponding to a cantilever stiffness 0.06 N/m.  

Keywords: silicon photonics, waveguide Bragg grating, cantilever, AFM

1.Introduction
Atomic force microscopy (AFM) has been widely acknowledged as a crucial tool for surface imaging, 
force measurement, and localization.  It serves as a standard technique for nanoscale force 
spectroscopy [1,2]. Recent advancements in MEMS and nanophotonics have demonstrated the 
potential to enhance conventional AFM performance, offering a broad range of cantilever stiffnesses
[3], exceptionally high frequencies and quality factors [4], and cost-effective, rapid fabrication on a 
single silicon chip [5]. Consequently, silicon photonics has emerged as a promising avenue for 
integrating mechanical probes with optical cavities, creating compact sensors for diverse sensing 
applications. 

Latest developments in silicon photonics have enabled the successful integration of Bragg gratings 
onto the Silicon-on-insulator (SOI) slab, demonstrating their potential for optical sensing 
applications, as demonstrated in references [6, 7, 8]. Leveraging the capabilities of waveguide Bragg 
gratings (WBG) on the SOI platform, we investigate the fusion of WBG with a cantilever, leading to 
the development of compact sensors for atomic force measurements. Within this framework, micro 
scale cantilevers are employed, a size range challenging to efficiently transduce using free-space 
optical methods due to pronounced diffraction effects. These effects arise when the cantilever’s 
width falls below the detection beam waist, competing with the reflection of the detection laser at 
the cantilever tip and limiting the AFM sensitivity. Microscale cantilever-based optomechanical 



sensors typically involve a vibrating cantilever that incorporates an optical cavity on its surface. 
When a force is exerted in the cantilever’s tip, the resulting bending strain induces a change in the 
refractive index within the core, leading to a shift in the wavelength of the resonance. Consequently, 
an optical readout system that relies on the changes in transmitted or reflected power at the 
wavelength of interest is employed, effectively eliminating the need for a deflection laser in the 
process. 

In this context, the resonance shift phenomenon is influenced by various factors, including the strain 
induced on the WBG due to the bending of the cantilever, deformation of the straight waveguide, 
and three-dimensional alterations in refractive index. These effects should all be taken into account.
As a result, there is a critical need for a numerical model capable of simulating the entire process of 
light transmission and its response to cantilever deformation caused by applied force. This model, 
relying on finite element simulations, will grant a comprehensive comprehension of this intricate 
process. Its significance lies in its role as a pivotal instrument for guiding design improvements, 
streamlining fabrications, and providing valuable support for characterization of the fabricated 
devices.

2. Design and Simulation
The structure of the proposed cantilever-based optomechanical sensor is illustrated in Figure 1. It 
consists of a silicon dioxide (SiO2) cantilever, silicon (Si) waveguides, and a cantilever tip. WBG is 
specifically designed with a Si core, SiO2 substrate, and air cladding.

Figure 1. Schematic of waveguide Bragg grating cantilever. Blue: Core with gratings. 

The silicon WBGs operate based on Bragg reflection. When the signal propagates through the Bragg 
grating, it undergoes reflection at all interfaces, leading to a relative phase difference between the 
input signal and the reflected light. Accordingly, after multiple reflections, only those wavelengths 
achieving constructive interference are highly reflected, while others cancel each other out and pass
through the grating. These reflected signals are confined to a narrow band centred around the Bragg 
wavelength. Any change in the core’s refractive index causes a shift in the reflected wavelength, 
allowing for force sensing by monitoring the wavelength shift or reflected power change of the 
resonant wavelength peak. The Bragg wavelength (λB) associated with peak reflectivity can be 
determined using Bragg’s equation, 𝜆𝐵 = 2 ∙∧∙ 𝑛𝑒𝑓𝑓
where ∧ is the grating period, 𝑛𝑒𝑓𝑓 is the effective refractive index. 



The parameters for the width and height of the rectangular waveguide core layer are determined 
using the effective refractive index method [9] and the guided mode cutoff condition [10]. In our 
WBG simulation model design, we select a waveguide width for the Bragg grating, equal to 540 µm 
to ensure single-mode transmission within the waveguide. The geometric model of the silicon 
waveguide is established based on the single-mode transmission condition of a rectangular 
waveguide with a width of 500 µm. The thickness of the silicon waveguide in the chosen device layer 
is 220 nm. Silicon is chosen as the core material for the waveguide, with a refractive index of 3.46 at 
1550 nm. Silicon dioxide serves as the waveguide cladding material, with a cladding refractive index 
of 1.45 at 1550 nm. A period of 0.32 µm with 50% periodicity is selected to design the Bragg 
wavelength, which is set at 1530 nm.

A resonance shift Δλ due to the change of refractive index Δn can be expressed by,∆𝜆𝜆 = 𝛥𝑛𝑛
Previous studies have examined how strain, both in-plane and out-of-plane, impacts the light 
transmission or reflection from a nanostructured material deposited on a substrate [11][12]. They
have also investigated how the bandgap of materials changes under strain to isolate the strain's 
effect on the optical properties of the device [13]. In this research, we employ finite element 
methods (FEM) to delve into the impact of strain on the refractive index of silicon. Specifically, we 
explore how the optical spectrum shifts when a specified force is applied perpendicular to the 
cantilever tip, either compressing it or extending it. 

Figure 2. Mesh of the waveguide Bragg grating cantilever.

We conducted a numerical analysis of the geometry shown in Figure 1 using COMSOL Multiphysics 
Finite Element Modelling software. The software generated a user-controlled swept mesh, as 
depicted in Figure 2. To achieve a high-frequency response, we selected specific dimensions for the 
cantilever, and the substrate width was set to 2 µm.

For our mechanical study, we employed the Solid Mechanics Physics interface and assumed a Linear 
Elastic Material Model in a Frequency Domain study. The first half of the WBG, away from the tip 
side, was set as fixed, while a force of 1 µN was applied to the tip. The results of the stress 
simulation are illustrated in Figure 3(a) and (b). 



Figure 3. Stress simulation with 1𝜇𝑁force exerted on the cantilever tip (a) force is parallel to 
negative z direction (b) force is parallel to position z direction.

To study optical transmission, we employed the electromagnetic wave interface in frequency 
domain. We positioned an excitation source with a spatial distribution matching the fundamental 
waveguide mode on the left side of the waveguide. The reflected power was then observed at the 
left side of the waveguide. In order to obtain a reflection spectrum, we varied the wavelength of the 
excitation source as a parameter and conducted a parametric sweep across different wavelengths. 
To mitigate any reflections from the boundaries of the computational window, we applied first-order 
scattering boundary conditions.

3. Results and DiscussionsIn Figure 4, we present the reflectance spectrum of the WBG under steady conditions (dashed line) as a function of wavelength. The solid line represents the reflectance spectrum under the condition where a 100 µN force is applied parallel to the positivise z-direction on the cantilever tip, as shown in Figure 3(b). It's worth noting that when an external force is applied to the tip, there is a noticeable 1.6 nm red shift in the resonance. This shift is attributed to changes in the refractive index caused by the bending of the waveguide.Additionally, we selected a specific wavelength, 1540 nm, which falls within the right side of the stop band. We conducted a parametric sweep for increasing forces at this wavelength. Figure 5 displays the reflected power as a function of the applied force to the tip, where the force is parallel to the negative z-direction, corresponding to the result in Figure 3(a). We observe that as the force increases, the reflected power decreases, indicating a blue shift in the resonance. Consequently, we can determine the direction of the applied force by monitoring the increase or decrease in reflected power at the specified wavelength or the red or blue shift in the resonance across the entire spectrum.



Figure 4. Reflectance spectra as functions of wavelength. 

Figure 5. Reflected power as functions of force inserted to the cantilever tip at wavelength 1540 nm. 

4. Conclusion

In this research paper, we designed and simulated a 3D Bragg grating-based optomechanical sensor 
that operates at room temperature using COMSOL Multiphysics software. This sensor is built upon a 
single-mode symmetric slab waveguide featuring planar Bragg gratings. It was designed with core 
dimensions in the sub-micron range, allowing for seamless integration into the evolving field of 
miniaturized photonic circuits.

To incorporate force sensitivity into the waveguide Bragg grating (WBG), we considered the 
fundamental change in refractive index induced by strain. We observed the strain's effects on the 
model in the form of shifts in the reflectance wavelength spectrum. During the simulation, we 
applied a series of forces ranging from 0 to 1 µN, and we observed a force sensitivity of 
approximately 16 m/N. Utilizing physics interfaces within the wave optics and structural mechanics 
module, we harnessed various features, including boundary mode analysis, frequency domain 
analysis, stationary study, and the ability to couple different simulation results.

To the best of our knowledge, this represents the first comprehensive 3D coupled finite element 
analysis aimed at understanding the mechanical stress-induced effects on electromagnetic wave 



simulations. This study serves as a crucial reference point for guiding the design and 
experimentation of optomechanical sensors.
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5. Conclusions and Outlook

This PhD thesis has offered new insights and developments in both the theoretical under-

standing and practical implementation of AFM-IR spectroscopy and optomechanical AFM

sensing. By combining theoretical modeling, numerical simulations, and experimental val-

idation, I have established new methodologies to improve spatial resolution in chemical

imaging and enhance displacement and force sensitivity in AFM-based transducers.

Point Spread Function Model for AFM-IR

A central achievement of this work is the development of an analytical point spread

function (PSF) model that quantitatively describes how sample geometry, thermal dif-

fusion, absorber and matrix properties, and laser parameters influence AFM-IR spatial

resolution and signal intensity. This model provides a theoretical framework for optimiz-

ing imaging conditions and offers new insights into resolution limitations. The PSF model

was extensively validated through finite element method (FEM) simulations and exper-

imental AFM-IR measurements, demonstrating strong agreement across a wide range of

sample configurations. By bridging experimental observations with theoretical predictions,

this study also enabled nanoscale investigations of interfacial thermal resistance between

PMMA and PE, revealing its role in modifying heat transfer and signal formation in AFM-

IR.

Subsurface Chemical Imaging with AFM-IR

Expanding the application of AFM-IR beyond surface characterization, this work sys-

tematically investigated the role of absorber size, depth, and topography in subsur-

face chemical imaging with tapping-mode AFM-IR. By fabricating well-controlled nano-

structures, I established a direct correlation between feature size, AFM-IR signal intensity,

and spatial resolution. Additionally, the study of sample structure provided new insights

into heat conduction at the nanoscale, significantly impacting contrast and spatial reso-

lution in heterogeneous samples. This work revealed how sample structure contributes to

imaging broadening depending on whether excitation occurs in the covering or underly-

ing layer. These findings enhance the capabilities of AFM-IR for depth-resolved chemical

imaging, particularly in materials science and nanotechnology.

Optomechanical AFM Probes with Ring Resonators

To enhance force sensitivity in AFM, I I developed an optomechanical transducer design
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based on a single-mode ring resonator. This design eliminates the instability issues as-

sociated with whispering gallery modes and enables robust, high-sensitivity displacement

measurements. The transducer achieves a displacement sensitivity of 6.7× 10−16m/Hz1/2

and force detection down to 5.0 × 10−14N, with tunable mechanical resonance frequen-

cies and stiffness for applications ranging from soft matter characterization to high-speed

imaging. FEM simulations were used to validate the mechanical response and optical

transduction efficiency, ensuring strong agreement between theoretical predictions and ex-

perimental results.

Photonic Crystals-Based AFM Force Sensors

Further expanding on optomechanical sensing, I integrated photonic crystal cavities with

suspended cantilevers on Si3N4 platform, enabling high-Q optical resonances and strong

optomechanical coupling. These novel architectures provide real-time, high-precision force

and displacement measurements, with a tunable mechanical frequency range of 400 kHz to

75.12MHz and adjustable spring constants from 0.3N/m to 39N/m. This sensor demon-

strates the potential for achieving high frequency, high sensitivity, ultra-fast thermal dy-

namic measurements, and linear force or displacement detection. Such capabilities make it

a promising tool for next-generation AFM applications, where rapid and precise nanoscale

measurements are required.

Outlook and Future Improvements

While this work provides a foundation for further research, several challenges and

opportunities remain. The PSF model proposed here offers a potential framework for

analyzing spatial resolution in AFM-IR, but it requires additional experimental valida-

tion—particularly for samples with different interfacial thermal resistance. With further

refinement, the model may help improve the interpretation of AFM-IR signals in soft mat-

ter, biological systems, and advanced nanocomposites, where interfacial thermal resistance

can play a significant role.

This thesis also initiated preliminary work on a one-dimensional coupled photothermal

and photoacoustic model for liquid environments. While initial results indicate the feasi-

bility of simulating acoustic wave generation following pulsed IR absorption, the model is

still in early stages and requires more extensive theoretical development and experimental

testing. Its future expansion could eventually support the integration of photoacoustic

contrast into AFM-based techniques, potentially enabling subsurface sensing and imaging

in liquid-phase settings.

On the optomechanical side, improvements in nanofabrication and packaging tech-

niques—such as achieving full cantilever release and implementing fiber-based optical cou-

pling—will likely be important for integrating ring resonators and photonic crystal sensors

171



into practical AFM systems. Testing under more realistic conditions will help determine

the robustness and applicability of these approaches for high-speed, high-sensitivity mea-

surements.

Looking ahead, the methods and models developed in this thesis may serve as a useful

basis for future investigations in nanoscale metrology, near-field optical imaging, and hy-

brid AFM modalities. Addressing the remaining challenges will be key to advancing the

capabilities of AFM-IR and optomechanical AFM in both scientific and applied contexts.
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