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In today’s digital world, GenAI is becoming increasingly prevalent by enabling unparalleled content genera-

tion capabilities for a wide range of advanced applications. This surge in adoption has sparked a significant

increase in demand for data-centric GenAI models spanning the distributed edge-cloud continuum, placing

increasing demands on communication infrastructures, highlighting the necessity for robust communica-

tion solutions. Central to this need are message brokers, which serve as essential channels for data transfer

within various system components. This survey aims at delving into a comprehensive analysis of traditional

and modern message brokers based on a variety of criteria, highlighting their critical role in enabling efficient

data exchange in distributed AI systems. Furthermore, we explore the intrinsic constraints that the design

and operation of each message broker might impose, highlighting their impact on real-world applicability.

Finally, this study explores the enhancement of message broker mechanisms tailored to GenAI environments.

It considers key factors such as scalability, semantic communication, and distributed inference that can guide

future innovations and infrastructure advancements in the realm of GenAI data communication.
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1 Introduction

In the burgeoning field of Generative Artificial Intelligence (GenAI), the computing contin-
uum faces unprecedented challenges in efficiently managing data flows and computational re-
sources. GenAI has predominantly targeted consumer applications, offering applications such as
the ChatGPT [1], a conversational AI agent based on a large language model (LLMs), a type of
machine learning (ML) model with a deep neural network. However, a surge in machine-to-

machine (M2M) use cases, coupled with the increasing possibility of relying more and more on
decentralized, distributed, and edge-based LLMs, beckons a reevaluation of the supporting com-
munication infrastructure. This reevaluation is necessitated by the evolving demands for higher
bandwidth, lower latency, and more robust data processing capabilities that these advanced ap-
plications require [2, 3]. This survey article delves into the role of publish/subscribe (pub/sub)
message broker systems, considering in particular their emerging role for seamless and scalable
data exchange in GenAI applications. We scrutinize contemporary message brokers for their adapt-
ability and efficiency in GenAI contexts, outline existing challenges, and chart promising research
avenues for future development.

In more detail, while the focus of GenAI systems has been on consumer-oriented applications,
there is an increased interest toward M2M use cases. GenAI has been proposed to be used in, for
example, for networking, wireless communication, and compression [4].

As a result, current computing continuum platforms, spanning the networks and computational
resources from user devices to cloud [5, 6], face new challenges. These platforms provide support
AI models, offering interconnect between their data sources and sinks, and optimising their use of
resources in the computing continuum. As GenAI models require and generate ever larger amounts
of data [7], all the while consuming computational resources varying from moderate to massive [5],
the computing continuum must offer a dynamic and scalable communication and computation
substrate to ensure timely data dissemination and efficient use of resources [8, 9].

Pub/sub approach is equally useful alongside other paradigms across the computing continuum
for a wide range of AI applications, including smart cities [10], healthcare [11], and many other
domains. This approach decouples data producers from their consumers, allowing applications
to develop components independently, and enhancing system robustness and adaptability [12].
Furthermore, pub/sub makes system design more flexible by increasing the independence between
system components with a reliable interconnect.

Pub/sub systems are based on the exchange of data between clients (e.g., services or application
components) through a message broker. Publishers submit content to the broker, which then allows
subscribers to access that content without knowing its source [13, 14]. By managing, filtering, and
routing communication between publishers and subscribers, the message broker acts as an interme-
diary layer [15], routing and distributing messages efficiently, accurately, and in a timely manner,
based on the interests expressed by subscribers. Within the brokers, message queues can temporar-
ily store the messages, protecting the system from overflows or outages. Moreover, brokers also
often provide other essential features such as persistent storage, monitoring, and authentication.

As GenAI continues to evolve, parallels can be drawn with the historical trajectory of IoT sys-
tems, where the emergence of robust and adaptive message brokers marked a significant evolution-
ary step. These message brokers became a de facto paradigm, primarily because they addressed
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critical challenges associated with scalability, real-time data processing, and the integration of het-
erogeneous devices and platforms [16]. Similarly, in the context of GenAI, the anticipation of an
analogous development is not without merit. The complexity and volume of data that GenAI appli-
cations demand, coupled with the necessity for high-quality service monitoring and data exchange
processes, suggest that a transition toward more sophisticated message brokering solutions may
be inevitable. Such solutions would not only have to manage the large data throughput but also
ensure adaptability, reliability, and efficiency in dynamic GenAI ecosystems. Reflecting on the IoT
evolution, the motivations for this shift include the need to support scalable communication, fa-
cilitate interoperability among diverse systems, and uphold stringent Quality of Service (QoS)
standards, which are likely to be paralleled in the GenAI domain [17].

However, it is critical to acknowledge that the evolution toward more sophisticated message
brokering solutions, specifically tailored to accommodate GenAI application needs, does not come
without its challenges.

Bearing all this in mind, the primary contributions of this survey are summarized as follows:

— We provide a comprehensive review of recent message brokers, evaluating the brokers by
their suitability for GenAI systems. We aim at guiding the development of a compatible
brokering framework in consideration of the evolving requirements for GenAI systems in
the future.

— We summarize the challenges of message brokers and highlight the need for a robust and
efficient data communications substrate based on an increase in GenAI applications.

— We discuss central research topics and their potential focus areas for making message bro-
kers suitable for GenAI applications. We also describe promising algorithms for implement-
ing such brokers.

This article’s remaining sections are organized as follows: Section 2 provides a general defini-
tion of pub/sub paradigm and highlights the advantages and disadvantages of both broker-based
and brokerless messaging architectures. Section 3 presents existing message brokers with their
features and cons. Section 4 examines possible ways to make message brokers suitable for GenAI
applications. The article concludes with Section 5.

2 The Pub/Sub Paradigm

Pub/sub is a messaging paradigm where publishers send messages without indicating specific re-
cipients. Remaining oblivious to the original publishers, subscribers receive relevant messages
according to their interests. At its core, pub/sub thus decouples message delivery from the senders
and recipients. This enhances the system’s adaptability and robustness, as it allows publishers
and subscribers to operate independently [12]. Furthermore, subscribers can flexibly choose top-
ics based on their interests, enabling them to find content relevant to their preferences. As a result
of pub/sub, real-time messaging can be sent to a wide range of subscribers, enabling scalable and
timely dissemination of information [14, 18, 19].

As part of the pub/sub communication model, a message broker functions as an intermediary
layer, managing the flow of messages from publishers to subscribers. By ensuring that messages
are accurately routed to subscribers, based on their expressed interests or specific topics, the bro-
ker ensures that messages are received by subscribers precisely as they have been requested. By
providing a layer of abstraction between publishers and subscribers, the broker goes beyond sim-
ply facilitating message transmission. Therefore, neither party needs to be aware of the other’s
operations or presence. A key strength of the broker is its reliability [20], as it has mechanisms for
guaranteeing delivery of messages even when subscribers are temporarily offline or have connec-
tivity difficulties.
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Fig. 1. The Publish/Subscribe paradigm.

Fig. 2. The timeline of message broker evolution from 1990 to the present.

Moreover, message queues are general-purpose components of the broker that temporarily store
messages from publishers until they can be delivered to subscribers as part of the broker pro-
cess [21]. By orchestrating the overall flow of messages, the message broker ensures that the ap-
propriate subscribers receive the messages based on their subscriptions, while a message queue
ensures that these messages are held and dispatched in an orderly manner, ensuring that publish-
ers and subscribers are able to communicate in an asynchronously and decoupled ways as shown
in Figure 1.

2.1 Message Broker Development

Over the past 30 years, message broker technology has evolved and innovated significantly as
shown in Figure 2. With the development of message-oriented middleware (MOM) and the
Java Message Service (JMS), the technology began to gain prominence between 1980 and 1999,
as organizations began to require greater integration and communication [22, 23]. During the
period 2000–2009, the technology underwent significant advancements, influenced by the imple-
mentation of service-oriented architecture (SOA), the increased internet usage, and the emer-
gence of cloud computing [24]. Among these developments was the implementation of web ser-
vices standards and open-source alternatives, laying the foundation for future advances in cloud-
based message brokers. During the following decade, from 2010 to 2019, the technology adapted
to new demands such as real-time data processing, cloud computing, IoT, and microservices archi-
tectures [21]. Increasing demands for Internet of Things and real-time data processing have led to
the rise of containerization platforms such as Docker and Kubernetes.

With the advent of cloud-native architectures, microservices, edge computing, and IoT demands,
message broker technology continued to evolve unabated between 2020 and 2023 [25]. The integra-
tion of AI and ML was particularly important for optimizing message routing, anomaly detection,
and auto-scaling, addressing the complexities of growing data volumes. In the future, message
broker technology will continue to evolve, leveraging advances in computing and communication.
As 5G/6G technologies advance, cross-platform interoperability, and decentralized architectures
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are developed, a number of trends are set to shape its future. These include edge computing,
quantum computing, enhanced security, serverless architectures, and advancements in the 5G/6G
technologies.

2.2 Broker vs. Brokerless Messaging Architecture

A broker is the main unit for managing and monitoring data of pub/sub systems [13], offering
scalability, balanced load distribution, and optimal resource utilization, among others. Additionally,
the message broker ensures that messages are reliably transmitted, preventing any loss of data.

Despite their benefits, certain challenges accompany message brokers, particularly concerning
scalability and efficiency. As data volume grows, brokers face increased complexity, undermining
scalability – a common issue also observed in brokerless pub/sub systems known for their sim-
plicity, quick access, and improved efficiency. In such systems, publishers and subscribers interact
directly, making discovery, management, and availability crucial factors. However, the absence of
a central unit for overseeing message flows complicates supervision and control. Furthermore, this
setup does not inherently guarantee reliable message delivery [26].

3 Survey of Message Brokers

In the past decade, numerous message brokers have been developed both in proprietary and open-
source sectors. Each broker possesses unique features and pitfalls, influenced by their respective
vendors and intended applications. This section focuses on the most commonly used message
brokers, with their features and challenges. To clarify the methodology used for the comparative
analysis, we utilized data sourced from the official websites of the brokers under study. This data
included technical documentation, feature descriptions, code explanations, and vendor-provided
whitepapers. The comparative analysis framework is structured in Tables 1 to 4. We categorize
these message brokers based on their open-source availability and the priority-based delivery of
messages (built-in priority-support) that ensures messages are delivered in priority order, with
high-priority messages processed first.

3.1 Open Source Message Brokers

We found 30 message brokers that were available as open source. Out of these, 17 supported pri-
ority messages, while 13 did not. Each is discussed in more detail in below subsections.

3.1.1 Priority Support. Apache ActiveMQ [27] is a Java-based message broker licensed under
the Apache 2.0 license. Through the use of double layers of SSL/TLS security layers, it provides
dual security levels. A distribution of Apache ActiveMQ provided by FuseSource, Fuse Message

Broker [28] supports J2EE integration capabilities such as Java Database Connectivity (JDBC),
J2EE Connector Architecture (J2CA), and Enterprise JavaBeans (EJB). Apache Qpid [29], on
the other hand, provides cloud-based messaging capabilities and supports queuing for structured
message exchange, making it essential for distributed applications.

RabbitMQ [30] was developed by Rabbit Technologies Ltd in 2006 using the Erlang programming
language and released under the Mozilla Public License. It supports multiple protocols, including
AMQP, STOMP, and MQTT. HornetQ [31], a Java application based on JBoss, provides a distributed
messaging platform for enterprise-level applications using STOMP and AMQP protocols.

Red Hat AMQ [32] is a messaging protocol based on Java for large-scale Internet business
applications with no administrative costs, installation, or configuration required. Celery [33] is
written in Python and supports multiple message brokers, including RabbitMQ and Redis. Us-
ing JMS API, JBoss Messaging [34] is a messaging broker provided by JBoss, a division of Red
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Table 1. A Summary of Open Source and Priority-supporting Message Brokers
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Apache ActiveMQ [27] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Message delivery guarantees are limited [27].
Memory per queue is limited, the default number
of messages is 400 [27].
Installation is complex [27].
Scaling is challenging [27].

Multi-protocols and multi-languages support [27].
Efficient management and resource allocation [27].
Supports flow control and message expiration [27].
Provides message groups as well as virtual and combined queues [27].
Works on small and medium-scale applications [27].

Fuse Message Broker [28] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓ Limited monitoring tools[73].

Written in Java [73].
Supports JMS 1.1 and J2EE 1.4 integration-related components [73].
Supports loosely couple applications [73].
Supports multi-languages including C/C++, Java, .NET, Ruby, Perl,
PHP, Pike,and Python [73].
Supports message compression [73].

Apache Qpid [29] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Compatibility issues between versions [29].
Message size is limited to 100MB for AMQP
protocols 0-8, 0-9, or 0-91 [29]

Implements AMQP Protocol [29].
Easy to use [74].
Detects failures and assigns messages to different brokers [29].
Low latency [29].
Supports multiple authentication schemes [29].
Active connections can be limited to protect client processes
from malicious activity [29].

RabbitMQ [30] ✓ ✓ ✓ ✓ Push ✓ ✓ ✓ ✓ ✓ ✓

Written in Erlang, which is unfamiliar to many
developers [30].
Queues with large numbers of messages are memory-
intensive and strain brokers [30].
Redundant message broker communication [14].
Clustering has few features and is complicated [30].
Message size is limited to 512MB [14, 30].

Runs on all major operating systems [30].
Has good documentation [30].
Works with C, C++, .NET, and Python [30].
Supports asynchronous cluster-to-cluster message routing [75].
Supports multiple messaging protocols [30].
Offers several built-in exchange types [30].
Supports flow control for balancing workloads and avoiding rapid
messages flooding [30].

HornetQ [31] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Data loss may occur [14].
Delay may occur with large messages (up to 100KB)
due to split message into multiple packages [76].

Supports AMQP and STOMP protocols [77].
Provides better performance and stability when combined with
ActiveMQ [14].

Red Hat AMQ [32] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Queue access is limited by special characters [78].
Non-persistent messages are lost when brokers
stop [78].

Enables real-time integration [32].
Supports multi-message patterns for real-time messaging [32].
Supports multi-languages, including Java, C, C++, Python, Ruby,
and .Net [32].
Supports mission-critical applications [32].

Celery [33] ✓ ✓ ✓ ✓ Push ✓ ✓ ✗ ✓ ✓ ✓

Compatibility and integration with other brokers
can be complicated [33].
Overall complexity [33].
Monitoring and management are challenging [33].
Number of connections is limited by 10 connections [33].

Enables operations to manage and maintain distributed task queues
,such as starting, stopping, and restarting worker processes [33].
Functions as a task queue [33].
Focuses on real-time processing [33].
Supports task scheduling [33].
Supports multi-message brokers [33].
Integrates with multi-web frameworks [33].
Supports automatic retry in the event of connection loss or
failure [33].

JBoss Messaging [34] ✓ ✓ ✓ ✓ Push ✓ ✓ ✓ ✓ ✓ ✓
Delay may occur with large messages (up to 100KB) due
to split message into multiple packages[79].

Supports AMQP, MQTT, STOMP message protocols [79].
Supports transactions [79].
Provides management processes related to deployments, configuration,
and access control [79].
Easy integration with other JBoss and Java EE components [79].

OpenMQ [35] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓
Setup is complex [35].
High Latency [14].

Loosely-coupled architecture [35].

Beanstalk [36] ✓ ✓ ✗ ✓ Pull ✓ ✓ ✗ ✓ ✗ ✗
Lacks authentication [36].
Message size is limited to 64 KB [80].

Unprocessed messages are automatically returned to the queue [80].
Supports Ruby, Rails, Java, JavaScript, Haskell, and PHP [81].

Gearman [37] ✓ ✓ ✗ ✓ Both ✗ ✓ ✗ ✓ ✓ ✓

Does not have authentication and SSL support [37].
Manual configuration [37].
Monitoring tools are limited [37].

Used by LiveJournal, Yahoo!, and Digg [37].
Multi-languages support [37].
No single point of failure [37].
No limits on message size [37].
Supports load balancing [37].

Enduro/X [38] ✓ ✓ ✓ ✓ Both ✓ ✓ ✗ ✓ ✓ ✓

Message size is limited to max 10 MB [82].
Buffer size is limited to max 64KB [82].
Cluster nodes number is limited to max 32 nodes [82].
Resource managers numbers with single transaction
are limited to max 32 [82].
Versions compatibility depends on the date of
release [38].
Limitations on availability of the operations that can be
executed within the callback [82].

Distributed transaction processing [82].
Works on multi-platforms [38].

WSO2 [39] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓
Heap memory size allocation is limited to max
4GB [83].

Supports widely used protocols such as HTTP/S, JMS, VFS, UDP,
TCP, MQTT, MSMQ, and MailTo [84].
Supports message filtering [85].
Integrates easily with other WSO2 products and third-party
systems [39].

HiveMQ [40] ✓ ✓ ✓ ✓ Push ✓ ✓ ✓ ✓ ✓ ✓

Number of characters broker accepts in an Client ID is
limited between 1 and 65535 [86].
Number of characters broker accepts in a topic string is
limited between 1 and 65535 [86].
Resource intensive for maintenance [86].

Is a client-based MQTT broker for M2M communication [40].
Suitable for mission-critical applications [40].
Supports real-time monitoring of device data and integration with
existing systems [40].

Redis [41] ✓ ✓ ✓ ✓ Push ✓ ✓ ✓ ✓ ✓ ✓

Uses a memory dump which leads to slow
performance [41].
Has only basic security options [87].

Supports multiple data types [41].
In-memory data storage [41].

EMQX [42] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓ Setup, configuration and management are complex [88].
Supports MQTT bridging [42].
Supports data integration [42].

Apache Pulsar [43] ✓ ✓ ✓ ✓ Push ✓ ✓ ✓ ✓ ✓ ✓

Complex configuration and deployment [43].
Complex architecture, based on four components (Pulsar
servers, Apache BookKeeper, Apache ZooKeeper, and the
RocksDB database) that need to be configured and
managed [43].

Supports event streaming [43].
An index-based storage system [43].
Low latency [43].
Supports messaging, streaming, and queuing [43].
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Table 2. A Summary of Open Source and Non-priority-supporting Message Brokers
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Apache Kafka [44] ✓ ✓ ✓ ✓ Pull ✓ ✓ ✓ ✓ ✓ ✓

Resource intensive [44].
Provides a data backlog [44].
Complex [44].

Supports topic (log) compaction and distributed event streaming [44].
Supports data integration [44].
Language support [44].
Supports multiple data formats [44].
Supports permanent storage and the management of data flow and
consumer groups [44].
Supports replication and partitioning of data [44].
Supports deployment in different environments [44].

Apache RocketMQ [45] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓
Message size is limited to max 4MB [45].
Message sending retries is limited to max 3 times [45].

Supports message broadcasting, tracking, filtering, and retrying [45].
Low latency [45].
Maintains the order of messages [45].
Supports multi-protocols [45].
Supports multiple programming languages [45].

Eclipse Mosquitto [46] ✗ ✓ ✓ ✗ Both ✓ ✓ ✓ ✓ ✓ ✓

Limited security [46].
No built-in clustering [89].
Unsuitable for large-scale deployments [89].
Deployment is challenging in a cloud environment [89].
Message size is limited to max 256MB [46].

Low resource usage [90].
QoS support [46].
Topic-based message filtering [46].
Supports logging and debugging [46].
Supports functioning as a bridge [46].
Supports dynamic restart configuration [46].
Suitable for low-power machines [90].

ZeroMQ [47] ✓ ✓ ✓ ✓ Both ✓ ✗ ✓ ✓ ✓ ✓

High load of local control modules [14].
Fails to manage relationships between all network
components [14].
Limited security [91].
Scaling is challenging [92].
Delivery is not guaranteed [92].

Brokerless messaging platform [47].
Multi-languages and platforms support [47].
Carries messages across IPC, TCP, TPIC, and multicast [47].
Low latency [47].

Apache NiFi [48] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Data extraction is difficult when a node is
separated from a cluster [48].
Under certain conditions, data is automatically
deleted [48].
Complex configuration [48].

Provides a data flow framework [48].
Provides data compression using a user-specified algorithm to reduce
data size [48].
Prevents data loss by controlling data flow and stopping the
production of more data than a queue can handle [48].
Supports buffering of all queued data [48].
Integrates and processes multiple data sources [48].

Ably Realtime [49] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Caps the number of channels per connection [49].
Peak connections number limited between 200 and
240 [49].
Message size limited to 16KB [49].
Number of queues limited to 5 [49].
Queue length limited to 10,000 [49].

Addresses challenging real-time requirements [49].
Supports streaming data [49].
Supports multiple protocols [49].

Apache SamZa [50] ✓ ✓ ✓ ✓ Pull ✓ ✓ ✗ ✓ ✓ ✓

Only supports JVM languages [93].
Configuration is complex [50].
Resources intensive with large data volumes [94].

Stream processing framework [50].
Supports message storage, routing, and processing management [50].
Supports at-least once data processing [50].
Real-time data processing with low latency [50].
Easy to integrate [50].

VerneMQ [51] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Lack of security [14].
Clustering architecture is unproofed [95].
Limited enterprise features [95].
Not under active development [95].
Limited support for MQTT integration [95].
Lacks management and monitoring features [95].
No cloud-based service [51].

Master-less clustered messaging protocol [51].
Supports flow control [14].
Low latency [51].

NServiceBus [52] ✓ ✓ ✓ ✓ - ✓ ✓ ✗ ✓ ✓ ✓

Scalability is limited due to use centralized
resource [96].
Monitoring tools are limited [97].
Debugging is complex with huge stream of
messages [96].

Ensures message processing [52].
Supports transactions and recovery is built-in [96].
Messages can be retried at regular intervals [96].

Kestrel [53] ✗ ✓ ✗ ✓ Pull ✓ ✓ ✗ ✗ ✗ ✗

Low support of security [53].
Low clustering capabilities [53].
Memory size is limited to max 128MB [53].
Number of items in the queue is limited to 500 [53].
Data size of each item in the queue is limited to max
32bytes [98].

Written in Scala [53].
Each server handles ordered MQs, with no cross
communication, resulting in a cluster of k-ordered queues [53].

NSQ [54] ✓ ✓ ✓ ✓ Push ✓ ✓ ✗ ✓ ✓ ✓

Data loss with server crash [54].
Messages are unordered [54].
Limited persistence [54].
No message recovery [54].
Lacks replication [54].
Messages are delivered at least once, which may
duplicate messages [54].

Load-balanced message delivery [54].
Efficient handling of high-volumeand real-time data streams [54].

NATS [55] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓ Message size is limited to max 64MB [99].

Suitable for real-time communication [99].
Easy to use [99].
Minimal resource consumption [99].
Offers persistence with "at-least-once" and "exactly-once" [99].

KubeMQ [56] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓
Unsuitable to all use cases due to it’s designed for
dynamic microservice environments [100].

Builds a hybrid infrastructure across clouds, on-prem, and at the
edge to allow microservices from multi-environments to
communicate [56].
Support for pub/sub, microservices, multistage pipeline,
and tasks queue use cases [56].
Runs in Kubernetes and connects natively to the K8S
cloud-native ecosystem [56].
Simple deployment in Kubernetes [56].
Easy to use [56].
Low latency [56].

Hat for facilitating communication between different components or applications in a distributed
system.

OpenMQ [35] is implemented in Java and was developed by Oracle as an open source protocol.
Beanstalk [36] creates queues automatically with pure Python. Gearman [37] is an optimized server
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Table 3. Summary of Proprietary and Priority-supporting Message Brokers
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IBM MQ [57] ✓ ✓ ✓ ✓ Push ✓ ✓ ✓ ✓ ✓ ✓

High costs [101].
Problems with message prioritization due to unordered way
of allocating messages [102].
Does not always integrate with the newest forms of
messaging [102].
Messages are unordered [102].

QoS support [103].
Provides robust monitoring and tracing of all
messages [103].
Controls undelivered messages [103].
Multi-APIs support [103].
Allows applications to be decoupled [103].
Easy to deploy on various platforms [103].

Amazon SQS [58] ✗ ✓ ✓ ✓ Pull ✓ ✓ ✓ ✓ ✓ ✓

High scale-up cost [58].
Message size is limited between 1KB and 256 KB [104].
Message ordering is not guaranteed [58].
Message retention before deletion is limited between 1 minute
and 14 days [58].

Cloud-based web service [58].
Supports decoupling microservices, distributed
systems, and serverless applications [58].
Transmits, stores, and receives messages across
software components using SQS at any volume [58].
Messages are delivered at least once [58].

Microsoft MQ (MSMQ) [59] ✓ ✓ ✓ ✓ Push ✓ ✓ ✓ ✓ ✓ ✓

May experience resource failure [59].
Limitation on message size [59].
Drops all MSMQ messages if the appropriate server is not
deployed [105].
Open queue failure error prevents data transfer [105].

Multi-protocols support [59].
Tracks and deletes expired messages [59].
Manages distributed brokers [59].
Supports remote access [59].
Effective routing [59].
Provides guaranteed message delivery [59].
Provides a store and forward mechanism [59].
Supports transactions [59].

Oracle GlassFish Server

Message Queue [106]
✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Resource intensive as the number of messages increases [106].
High latency as connections number to the broker
increases [106].
Size of message is limited to max 70MB [106].

Supports transactions [106].
Supports JMS 1.1, STOMP, and HTTP
protocols[106].
Well-known standards-based messaging
support [106].

TIBCO

Enterprise

Message Service [62]
✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Excludes fault tolerance of the server [107].
Recourse intensive as message size increased up to 512MB [108].

Supports load balancing [107].
Manages the real-time flow of information [62].
Supports multiple message protocols and
technologies [107].
Easy integration with TIBCO eFTL™ software
expands broker to web and mobile
applications [62].
Loosely coupled design [62].
Supports integration for heterogeneous
platforms [62].

TIBCO Rendezvous [61] ✗ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓
Expensive [109].
Queue size limited to max 500 [110].

Supports C, C++, Java , and .NET programming
language [111].
Easy to use and setup [111].
Has a distributed architecture to eliminate
failure [111].

Anypoint MQ [63] ✓ ✓ ✓ ✓ Pull ✓ ✓ ✓ ✓ ✓ ✓

Expensive [112].
Payload size is limited to max 10 MB [63].
Converts the payload format, leading to an increase in
payload size. [63].

Supports data integration [112].
Stores messages in a queue [63].
Provides intelligent message routing [63].

Azure Service Bus [64] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Is a cloud-only service [64].
Message size is limited between 256 KB and 100 MB [64].
Number of queues is to max 10,000 [113].
Number of subscriptions per topic is limited to max 2,000 [64].

Provides duplicate detection, duplicate
messages will not be stored in the queue [64].
Guarantees ordering [113].
Offers scheduling [114, 115].
Integrates well with other Azure products [115].
Supports multi-protocols [64].
Provides delivery guarantee (at-least-once,
at-most-once) [113].

SAP NW PI [65] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓
Message size is limited to max 350 MB [116].
Performance is directly affected by the message size [116].

Supports various integration patterns [65].
Supports message transformation [65].

Solace PubSub [66] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Message size is limited to 64 MB [117].
Broker connections is limited to max 1000, some functions
are not available with the default 100 connections [117].
Guaranteed messaging is not supported over connections [117].

Provides dynamic message routing [118].
High availability and high-performance [118].
Provides distributed tracing [66].
Event-driven architecture [118].
Supports multi-protocols [118].

written in C/C++ with a simple interface that provides low application overhead. Enduro/X [38]
is written in C and offers native APIs for C/C++. For enhanced interprocess communication, it
utilizes in-memory POSIX kernel queues. As part of the WSO2 Integration platform, WSO2 Message

Broker [39] is a message-based communication component.
HiveMQ [40] is compatible with MQTTv3.1 and all subsequent versions. The Eclipse Public

License (EPL) and Eclipse Distribution License (EDL) cover this implementation. Redis [41]
is BSD-licensed, used by companies such as Uber, Instagram, and AirBNB for caching and mes-
saging queues. With 100 million concurrent connections per cluster and sub-millisecond latency,
EMQX [42] can efficiently and reliably connect massive amounts of IoT devices. EMQX nodes can
be bridged by other MQTT servers and cloud services to send messages across platforms. Addi-
tionally, it deploys and operates on all public cloud platforms. Apache Pulsar [43] is an open-source
distributed messaging system developed as a queuing system, but it recently added event stream-
ing features. It combines many Kafka and RabbitMQ features.
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Table 4. Summary of Proprietary and Non-priority-supporting Message Brokers
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Google Cloud

Pub/Sub [67]
✗ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Unsuitable for large-scale deployments
due to limitations on resources [67].
Message size is limited to max 10MB [67].

Provides real-time stream analytic [67].
Handles the underlying infrastructure,
including provisioning servers, monitoring,
scaling, backups, and security updates [119].
Provides service maintenance feature that suitable
for Google’s most fundamental products to serve
all customers effectively [67].
Provides system maintenance feature to detect
any issues with releases by continuously-running
tests it is before used by customers and by
monitoring [67].
Integrates with other Google Cloud services [67].
Supports automatic retries and message
ordering [67].

Azure Storage Queue [71] ✗ ✓ ✓ ✓ Pull ✓ ✓ ✓ ✓ ✓ ✓
Orders messages randomly [113].
Message size is limited to max 64 KB [71].

Maximum number of queues is unlimited [113].
Activity monitoring support [71].
Supports storing large numbers of messages [71].
Messages are delivered at-least-once [113].
Does not provide duplicate detection [113].

Amazon MQ [68] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Number of broker connections
is limited to 1,000, or 100 for micro
brokers [120].

Supports Standard Java Message Service (JMS)
features [120].
Performs maintenance to the hardware,
operating system,and the engine software
a message broker [120].
Integrates with other AWS services and
applications [68].
Supports distributed transactions [120].
Multi-protocols support [120].

Intel MPI Library [69] ✓ ✓ ✗ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓

Expensive [121].
Compatibility issues with some
systems [69, 122].
Other processor architectures are not
supported [69].

Uses OpenFabrics Interface (OFI) to handle all
communications [69].
Establishes the connection only when needed,
which reduces the memory footprint [69].
Chooses the fastest transport available [69].
Supports multi-cloud platforms [69].
Supports multi-cluster interconnects [69].

Amazon Kinesis [70] ✓ ✓ ✓ ✓ Push ✓ ✓ ✓ ✓ ✓ ✓

Permission issues [123].
Costly as data volume increases [70].
Data payload size is limited to max
1MB), data read rate to to 1MB/s,
and number of consumers for each
data stream to max 20 [124].
Operations are rate-limited [124].
Limitation on number of data
streams [124].
Each record is added to a buffer with a
deadline [124].

Provides buffering and processing of real-time
data streaming [70].
Serverless streaming data service [70].
Provides reliable data processing and delivery with
checkpointing and error-handling [70, 125].
Offers monitoring and management [70].
Offers various developer tools [70].

IronMQ [72] ✓ ✓ ✓ ✓ Both ✓ ✓ ✓ ✓ ✓ ✓
Expensive [126].
Limited control [127].

Meets the needs of both small businesses and large
enterprises [127].
Supports multiple programming languages [127].
Uses REST API [72].
Easy to install [127].
Handles load buffering, synchronicity, and database
offloading issues [127].
No limitation on the number of queues [72].

3.1.2 No Priority Support. Apache Kafka [44] was developed by LinkedIn as a distributed
streaming platform, supporting multiple data formats, including JSON, Avro, and XML. Further-
more, Java, Python, and Go are the official client libraries and several cloud platforms are supported,
including Amazon Web Services, Microsoft Azure, and Google Cloud Platform. It provides a vari-
ety of tools for managing and monitoring Kafka clusters, such as Kafka Manager, Kafka Monitor,
and Kafka Connect.

Apache RocketMQ [45] is a cloud-native platform that operates across distributed systems, facili-
tating real-time data processing. With support for versions 5.0, 3.1.1, and 3.1, Eclipse Mosquitto [46]
implements the MQTT protocol. ZeroMQ [47] is supported by a large and active open source com-
munity, and utilizes a broker-less pub/sub pattern.

Apache NiFi [48], developed by the Apache Software Foundation, automates data exchange
between software systems, and facilitates the conversion of data formats in real-time. Ably
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Realtime [49] is built on Ably’s Data Stream Network, which includes a cloud network and real-
time messaging fabric. Additionally, over 40 Client Library SDKs are available, as well as native
support for six real-time protocols. Apache SamZa [50] is a streaming framework based on Apache
Kafka and Apache Hadoop developed by LinkedIn and now part of the Apache Software Founda-
tion. It processes real-time data streams generated by Apache Kafka, Amazon Kinesis, and Azure
Event Hub.

VerneMQ [51] was launched in 2014 by Erlio GmbH. It supports MQTT messages in LevelDB,
and uses a clustering architecture based on Plumtree, however, it isn’t actively developed and lacks
features. NServiceBus [52] is designed with simplicity. With a number of retry strategies, a message
which fails processing can automatically be forwarded to an error queue for manual investigation.
Kestrel [53] is a JVM-based distributed message queue inspired by Blaine Cook’s “Starling”.

In NSQ [54], distributed and decentralized topologies are promoted, allowing fault tolerance and
high availability as well as reliable delivery by replicating every message across multiple nodes
within the cluster. NATS [55] was originally released in 2011 and was written in Go. KubeMQ [56]
is a modern and innovative message queue and broker that facilitates communication across cloud
platforms, on-premise environments, and edge deployments.

3.2 Proprietary Message Brokers

We found 16 proprietary message brokers, out of which 10 supported priority messages while 6
did not. Each is discussed in more detail in below subsections.

3.2.1 Priority Support. IBM MQ [57] supports data exchange between applications, systems,
services, and files via messaging queues, serving as a crucial communication layer for message flow
management. It offers flexibility in deployment options, whether in virtual machines or containers,
including Docker, Kubernetes/Cri-O, and Red Hat OpenShift. Moreover, it is ideal for applications
demanding high reliability and zero message loss. Amazon Simple Queue Service [58] is operated
by Amazon, so it can handle a lot of traffic with providing authentication using the Amazon API
key and secret. However, requests are sent to the SQS web service via HTTP, which is susceptible
to latency issues.

Microsoft Message Queue [59] is a messaging infrastructure created by Microsoft and built into
the Windows Operating System. It serves as a queue manager and allows two or more applications
to communicate without immediately knowing each other’s responses.

As a Java-based message broker, Oracle GlassFish Server Message Queue [60] provides message
brokering services to popular message queue systems such as AQ, IBM MQ Series, and TIBCO
Rendezvous. It provides a consistent, open, JMS-compliant API for these message queuing systems.
Additionally, OMB supports both durable and non-durable subscribers, as well as the JMS standard
pub/sub, topic-based routing.

TIBCO Rendezvous [61] is a peer-to-peer architecture for high-speed data distribution. TIBCO

Enterprise Message Service [62] is a message oriented middleware that supports a wide range of
message protocols and technologies, including the JMS standard using Java and J2EE, Microsoft
.NET, TIBCO FTL, TIBCO Rendezvous and C and COBOL on the Mainframe. Besides supporting
up to 10 MB payloads in XML, JSON, CSV, HTML, and plain text formats, Anypoint MQ [63] also
has easy connectivity to Mule applications or non-Mule applications.

Azure Service Bus [64] from Microsoft is a cloud-based message broker that only supports AMQP
and STOMP protocols. As a fundamental part of SAP NW PI [65] architecture, an Integration
Broker facilitates communication between different enterprise applications, both SAP-based and
non-SAP.
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Solace Message Broker [66], also known as Solace PubSub+, is an advanced event broker that fa-
cilitates the efficient exchange of information between applications, IoT devices, and users through
several messaging paradigms, including pub/sub, queue, request/reply, and streaming.

3.2.2 No Priority Support. Google Cloud Pub/Sub [67] is a messaging service offered by Google
Cloud. In addition to native integration with other Google Cloud services, including Cloud Func-
tions, Dataflow, and BigQuer, as well as a variety of development tools like Cloud Shell, Cloud Code,
and Cloud Build, it supports real-time data processing for ML applications with Google Cloud AI
Platform and other ML services. Aside from the Stackdriver Logging and Stackdriver Monitoring
tools, it also provides SDKs for Java, Python, Node.js, and Go.

Amazon MQ [68] developed for ActiveMQ based on Java with support for MQTT, AMQP,
STOMP, and WebSocket. Intel MPI Library [69] provides a cloud support for Amazon Web Ser-
vices, Microsoft Azure, and Google Cloud Platform. Amazon Kinesis [70] is a real-time stream-
ing data service with a scalable and durable architecture that can capture and store GBs or
TBs of data per second from multiple sources for up to 24 hours. It provides various developer
tools and integrations with AWS services, such as SDKs, templates, and integrations with AWS
CloudFormation.

Azure Storage Queue [71] provides cloud messaging that enhances communication in the cloud,
on desktops, on-premises, and on mobile devices. IronMQ [72] runs on public clouds as well as
on-premise with providing client libraries in a wide variety of programming languages, including
Python, Ruby, Java, PHP, and NET.

3.3 Summary on Message Brokers

Message brokers play a major role in streamlining communication between distributed systems by
ensuring messages are properly routed. As highlighted in Tables 1 to 4, key strengths of message
brokers include reliability, achieved through guaranteed message delivery that ensures no data loss
during transmission, and flexibility, provided by pub/sub mechanisms that decouple publishers and
subscribers. Additionally, they often provide mechanisms for message persistence so that they do
not lose a single message in the event of a system failure. Their support for multiple messaging
patterns, many different protocols, programming languages, and data styles, meets the needs of
various types of communication. Moreover, many brokers come with an array of features. These
features are critical elements, each contributing significantly to creating a robust message broker
capable of managing communications in complex systems, ensuring efficiency. Further details of
these features are provided below.

— Clustering support [27] enables scaling the message service to accommodate more clients or
connections, effectively handling large message volumes and numerous clients.

— Monitoring [128] tools are crucial for tracking a message broker’s performance and health,
allowing for proactive management, early problem detection, and reliable operation.

— Pub/sub support [103] enables separation of publishers from subscribers, increasing system
flexibility.

— Parallel processing support [44] allows the message broker to handle multiple messages si-
multaneously, improving throughput and efficiency.

— Pull and push support [44] allow flexible and timely message delivery.
— Reliable delivery support [129] ensures messages are not lost during transit, typically through

acknowledgments, retries, or temporary storage until successful delivery.
— Persistence support [130] safeguards messages against loss during broker restarts or storage

message failures.
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— Authentication support [130] is vital for permitting only authorized users and systems to
publish or subscribe to messages, especially in systems dealing with sensitive data.

— Scalability [131] refers to a message broker’s ability to handle increasing loads from a large
number of concurrently connected clients.

— Message brokers can operate in distributed environments [103], allowing them to work on
multiple devices or locations, optimizing workload distribution.

— Fault tolerance support [103] enables the message broker to recover from failures and con-
tinue operating smoothly.

The evolution of message brokers as illustrated in Tables 1 to 4 highlights significant advance-
ments in their features and capabilities, driven by advancements in computing architectures, ap-
plication demands, and integration with emerging technologies. In the early stages, clustering
support was either absent or limited, posing challenges to scalability. This prompted brokers such
as Apache Kafka and Intel MPI Library to provide robust clustering capabilities, enabling horizon-
tal scaling and efficient multi-cluster interconnects to handle large message volumes effectively.
Initially, monitoring tools were sparse and often relied on third-party integrations. Today, plat-
forms like Google Cloud Pub/Sub and IBM MQ offer integrated monitoring features, facilitating
proactive issue detection and performance optimization.

Current systems have moved beyond basic routing to support advanced topic-based filtering,
as seen in Eclipse Mosquitto, and support multiple protocols and programming languages, such as
Apache ActiveMQ. Reliable delivery mechanisms have also evolved from minimal guarantees like
“at-most-once” delivery to robust mechanisms “at-least-once” delivery through acknowledgments,
retries, and persistent queues, as exemplified by NATS, Azure Service Bus, and Azure Storage
Queue. Furthermore, fault tolerance has seen significant progress, with features such as automatic
retries helping to prevent data loss and downtime, as demonstrated by Celery and Google Cloud
Pub/Sub.

With these capabilities, they are able to serve as the backbone for a wide variety of event-driven
architectures and asynchronous communication patterns by serving as the basis for these archi-
tectures. Each feature reflects a critical capability necessary for brokers to meet the demands of
modern, dynamic, and data-intensive applications, like GenAI applications. For example, these ap-
plications require several operational requirements, including scalability to meet dynamic demand,
efficient data exchange management, real-time responsiveness, reliability, and robust security.

With scaling support, message brokers can distribute workloads across multiple nodes efficiently
and meet GenAI applications’ growing demands. Additionally, pub/sub support capabilities en-
able seamless asynchronous communication between multiple components in distributed environ-
ments. The message broker with parallel processing capabilities can efficiently handle multiple
messages simultaneously, enabling high throughput and low latency (real-time responsiveness),
which are key to GenAI applications’ real-time requirements. Additionally, push and pull support
ensures timely processing of high-priority or time-sensitive data while facilitating efficient data
stream management.

The message broker equipped with monitoring tools is crucial, since real-time monitoring
allows for detection and seamless recovery of issues such as latency, bottlenecks, and failures
before they affect system performance. This capability improves reliability, for example latency-
sensitive GenAI tasks, such as real-time translation and conversational AI. GenAI applications
also require guaranteed delivery mechanisms, such as acknowledgments and retries, to ensure
the integrity of critical data. This is particularly important in scenarios where data loss can lead
to system failure. Also, the sensitive nature of GenAI systems’ data-such as personal or medical
information-demands robust authentication mechanisms to prevent unauthorized access and
ensure data security.
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Despite their inherent strength, message brokers have several limitations that can impact their
performance. Among these limitations, for instance, message size, message sending retries, se-
curity features, queue length, monitoring tools, memory size limitations and the number of al-
lowable broker connections. These limitations further highlight the challenges associated with
these systems. For instance, brokers face in complex setup processes and real-time processing
demands, such as latency issues. Additionally, maintenance, monitoring, integration, large-scale
deployments, and management can pose significant difficulties that contribute to considerable re-
source consumption.

Furthermore, the limited ability of some brokers to handle large volumes of data require the use
of methods such as GenAI tools to enhance their capabilities and meet the growing processing and
performance demands of GenAI applications. These applications require a dynamic and adaptive
communication infrastructure capable of efficiently managing large-scale data generation. In the
following section, we will explore the role of GenAI models in enhancing message brokers, the
contribution of message brokers to GenAI, and advanced techniques designed to optimize their
functionality within the GenAI context.

4 Message Brokers and GenAI

The exploration of pub/sub communication patterns from the perspective of GenAI opens up a
vision for the future, suggesting a range of benefits that could potentially enhance content de-
livery, personalization, and user engagement. Leveraging AI models such as GPT-3 [132] and its
successors holds the promise of delivering customized content in real-time, tailored to the unique
preferences of individual subscribers. This could be achieved by automatically generating human-
like text that aligns with each subscriber’s interests [7]. While the full realization of these benefits
remains a subject for further research and development, the integration of advanced AI technolo-
gies with pub/sub systems offers a promising opportunities into the possibilities for more dynamic
and personalized communication strategies. In this and following sections, we will attempt to shed
light on this vision with practical examples and discuss how emerging enabling technologies can
play a key role in this respect.

Language-based GenAI systems offers the capability to process subscriber queries and feedback
efficiently using natural language understanding. These systems can power chatbots and virtual
assistants, enabling users to communicate both interactively and intelligently with each other. Fur-
thermore, their ability to summarize content, translate it into different languages, and moderate
it significantly enhances the quality and accessibility of information [133]. Consequently, such
systems enable the design of proactive information delivery mechanisms, including automated re-
porting, anomaly detection, and predictive analysis [134–136]. For instance, LLMs can learn from
historical data and trends to autonomously analyze security logs and reports, generating compre-
hensive summaries that detail threat sources and attack paths while providing early warnings
about potential threats [137, 138]. Additionally, within network environments, LLMs can predict
peak usage periods by analyzing historical trends in user activity, workload demands, and perfor-
mance metrics, allowing for proactive scaling of computing resources [139]. With these capabilities,
LLMs can contribute to reliability and resource optimization.

These advancements in language processing and interaction capabilities signify a critical oppor-
tunity in the evolution of computing architectures, especially as we address the rising processing
and performance demands of GenAI applications. The complexity and sophistication of these ap-
plications necessitate a robust architectural framework that is not only capable of supporting the
intricate dynamics of GenAI operations but also adaptable to the novel types of data generated by
GenAI applications. This architecture should be specifically tailored to leverage the unique advan-
tages that GenAI offers, such as enhanced content personalization and user engagement, while still
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Fig. 3. The overall architecture of a GenAI agent, with possible integration points with message brokers.

aligning with traditional scenarios where message broker technologies are pivotal. For instance,
the architecture can integrate LLMs and Large Multi-modal Models (LMMs) to enhance the ca-
pabilities of actuators and sensors, enabling them to extract more semantic information from data
and identify combinational patterns among them [140]. This approach ensures that the system
can dynamically adapt and respond to the evolving landscape of GenAI-driven communication,
making it possible to abstract richer, more meaningful insights and foster synergistic interactions
within the pub/sub ecosystem.

In this regards, central to our discussion is the conceptualization of the GenAI agent model, which
exemplifies the architecture required to harness the full potential of GenAI applications Figure 3.
This model, segmented into environment interaction, perception, decision-making, and actuation

components, serves as the backbone for integrating GenAI capabilities with pub/sub systems. It
encapsulates the essence of GenAI’s interaction with its surroundings, leveraging advanced com-
putational engines like LLMs for processing and decision-making tasks.

The perception component perceives the environment through observations. It is equipped
with sensing elements which may include physical sensors to gather diverse data from the sur-
rounding environment, software-based tools, or both, along with a message broker designed to fa-
cilitate communication between these elements. These physical sensors can capture multi-modal
observations, including visual, auditory, and textual data, as well as other modalities that can help
the GenAI agent to understand its situation. The software-based tools such as LLMs, interface with
abstract data streams. They read, analyze, and transform the gathered data into a comprehensible
format for the agent’s brain. These tools includes such as Multimodal-GPT [141], Flamingo [142],
HuggingGPT [143], AudioGPT [144], GPT-4 [145], Visual ChatGPT [146], and so on. Using sen-
sors with LLMs enhances their capability to understand and react to changes in the environment,
leading to more effective decision-making in dynamic situations.

The agent’s decision-making component, or brain, executes memorizing, thinking, analyz-
ing and decision-making tasks, supporting long and short-term memory, knowledge, and plan-
ning [147]. Short-term memory records recent tasks and actions, while long-term memory acts
as an external database, enhancing the agent’s ability to recall past conversations and pertinent
details. Utilizing subgoal decomposition [148] and a chain-of-thought approach [149], the agent
breaks down large tasks into multiple manageable subgoals that are processed by a group of LLMs
models. Through self-critics and reflection [150, 151], the agent can learn from its errors, enhanc-
ing its capabilities iteratively.
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Table 5. GenAI for Message Broker

Issues Impact on Message Broker GenAI Solution Challenge

Routing

and

Filtering

and

Matching

- Accurate routing decisions for efficient
message delivery.
- High accuracy for filtering and matching
of messages.

- Prediction of routing decisions to avoid busy routes
- Filtering of messages according to specific criteria.
- High matching accuracy by analyzing the content of
messages

- Handling large-scale dynamic message flow.
- Maintaining low latency for real-time systems.

Load

Balancing

- Bottlenecks due to uneven workload
distribution.
- Coordination across multiple nodes.

- Proactive distribution of workloads or services
across various nodes.
- Minimizing access times.

- Adapting to fluctuating workloads.
- Ensuring fair distribution of computational
resources.

Failure

- Downtime impacts system reliability
and user trust.
- Potential for failures in distributed systems.

- Increasing system reliability and reducing downtime.
- Identify patterns that may induce errors or security
breaches.
- Automatic corrective measures.

- Predicting failures in highly dynamic and
unpredictable environments.
- Addressing failures before they impact
other systems.
- Ensuring system recovery.

Scalability

- Systems must handle growing data flow while
maintaining efficiency.
- Poor scalability leads to service degradation.

- Determining the optimal times for scaling resources.
- Ensure efficient operation under varying loads.
- Efficient resources utilization.

- Balancing cost-efficiency with performance.

Continuous

Improvment

- Continuous adaptation to evolving
requirements.
- Learning from system interactions to
improve over time.

- Learning from ongoing interactions.
- Improving system performance over time.

- Integrating learning mechanisms without
disrupting ongoing operations.

Table 6. GenAI on Message Broker

Issues Impact on GenAI Message Broker Solution Challenge

Scalability
High volume of data streams across
distributed systems impacts flexibility.

- Dynamic load balancing
- Horizontal scaling
- Decoupling.

Ever-growing data volumes and connections
overwhelm traditional brokers.

Fault

Tolerance

Message loss during failures impacts
reliability.

- Persistent message storage
- Acknowledgments
- Retries.

Complexity, especially in resource-constrained
environments.

Low Latency
Delays disrupt real-time applications
like chatbots.

- Optimized routing
- Real-time queuing mechanisms.

Advanced methodologies (e.g., distilled models,
computing and networking-aware orchestration,
resource management techniques).

Heterogeneity
Difficulty integrating various
sub-components.

- Seamless interoperability
- Balanced offloading of tasks.

Ensuring consistent communication between
heterogeneous components.

Dynamic

Workloads

Resource bottlenecks due to
unpredictable spikes.

- Manage the real-time data streams
efficiently.

GenAI workloads are unpredictable and
vary significantly over time.

Energy

Efficiency

High energy consumption due to
large-scale workloads.

- Energy-efficient message routing
- Optimized resource utilization.

Balancing performance and energy efficiency
in large-scale deployments.

Ethical

and Privacy

Inaccurate or misleading outputs can
disrupt critical applications.

- Monitor and detect anomalies.
Real-time validation, continuous monitoring,
robust security measures, fine-tuning.

The agent uses actual physical actuators, LLMs-based tools, or both to execute tasks in the
actuation component. These elements allow agents to interact with and respond to their envi-
ronments. The LLMs-based tools include text generation through text-based tools such as Chat-
GPT [152]. Moreover, agents’ workspaces have been expanded with embodied actions to support
their integration and interaction with the physical world. LM-Nav [153] analyzes input commands
and the environment, aiming at identifying the optimal walk based on a topological graph that is
constructed internally. EmbodiedGPT [154] enables robots to comprehend and perform motion
sequences in physical settings through multimodal visual understanding. Using these non-textual
output tools extend the functionality of language models and agent scenarios.

Crucially, GenAI agents are also able to generate novel tools. With frameworks like CRE-
ATOR [155], agents can generate executable programs or merge existing tools into more robust
ones. Furthermore, with frameworks such as Self-Debugging [156], agents can iteratively improve
the quality of the generated tools, autonomously learning from past experience, self-correcting
and adapting, enhancing their tool-generation capabilities.

Following milestone studies in edge intelligence [157–159], the interaction between brokers
and GenAI can be separated into two different categories: the benefits that GenAI can bring to
message brokers, as well as the benefits that message brokers can provide to GenAI, are illustrated
in Tables 5 and 6.
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Fig. 4. GenAI for Message Brokers in a Smart City Context. This diagram illustrates how GenAI modules
enhance traditional AI capabilities within a message broker system deployed in a smart city infrastructure.
The integration enables more intelligent routing decisions, semantic error detection, and adaptive resource
scaling by leveraging real-time sensor data, user feedback, and predictive insights.

4.1 GenAI for Message Brokers

GenAI has the potential to complement and enhance the intelligence and efficiency of message
brokers, particularly by supporting the prediction of routing decisions to avoid busy routes. LLM
can analyze network status, traffic, routing data to evaluate network performance [135]. Based on
this information, LLMs can automatically adjust routing strategies and allocate traffic to optimal
paths, reducing latency. For instance, during times of network congestion, LLM can dynamically
reroute some traffic to less congested paths, reducing latency and enhancing service quality [139].

Furthermore, GenAI’s ability to identify patterns that may induce errors [135, 160–162] offers
a promising avenue for augmenting message brokers with automatic corrective measures, poten-
tially increasing system reliability and reducing downtime. GenAI’s could assist in proactively dis-
tributing workloads or services across multiple nodes and determining the optimal time for scaling
computing resources by analyzing historical usage patterns, workload demands, and performance
metrics [139]. This potentially can minimize access times and enhance the efficient utilization of
resources.

By leveraging GenAI’s advanced capabilities in understanding, interpreting, and generating
text [163], there is an opportunity to improve topic matching accuracy by analyzing the content of
messages, enhancing the precision with which messages are delivered to their intended recipients.
Additionally, GenAI’s capacity for learning from ongoing interactions and its explainability could
create a continuous feedback loop [164] that, when used alongside existing machine learning mod-
els, refines system performance over time. Table 5 highlights the integration of GenAI in message
broker systems and addresses key issues, their impact of message broker systems, the GenAI so-
lutions that can be applied to enhance traditional AI capabilities within a message broker system,
and the associated challenges.

To concretely illustrate the enhancements that GenAI brings to message brokers, we present a
representative use-case scenario involving a smart city infrastructure. Consider an IoT ecosystem
with a message broker responsible for managing communications between thousands of devices
across a smart city infrastructure. This scenario is visualized in Figure 4, which illustrates how a
message broker facilitates communication between IoT devices, AI modules, and system operators.
Traditional AI modules within the broker analyze sensor data to facilitate basic routing and load
balancing. However, with the integration of GenAI, the system gains a significantly broader and
deeper analytical capability–in particular, the ability to process and interpret large volumes of un-
structured log data and textual feedback from devices and users in real-time, which traditional AI
modules are not typically equipped to handle. For instance, GenAI models, trained on large and
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diverse datasets, can analyze historical trends and real-time environmental signals to predict traffic
congestion on network pathways [165]. This semantic-level understanding and forecasting abil-
ity enables the message broker to dynamically reroute data flows, reducing latency and avoiding
congested network nodes in ways that go beyond traditional rule-based or statistical methods. In
this respect, and still referring to the example shown in Figure 4, GenAI modules–such as LLMs or
foundation models fine-tuned for system log understanding–can interpret user feedback and error
reports, detect semantic anomalies, and suggest proactive corrective actions [136–138]. These mod-
ules complement traditional AI by handling more abstract and unstructured data inputs [166, 167],
ultimately enabling more adaptive and context-aware broker decisions.

Moreover, GenAI’s pattern recognition capabilities [168] extend to identifying subtle signs of
potential system failures or security breaches before they escalate. By analyzing error logs and
user reports, GenAI can pinpoint anomalies that traditional systems might overlook, enabling
preemptive maintenance and strengthening the network’s security layout.

In the context of resource scaling, LLMs can be used for time series analysis [169, 170] to in-
tercept trends in data traffic and device engagement to forecast demand spikes [171, 172]. This
foresight enables the system to scale resources up or down efficiently, ensuring optimal perfor-
mance without wastage of bandwidth or computing power. The continuous learning aspect of
GenAI [173], fueled by an ongoing feedback loop, ensures that the message broker’s performance
and decision-making processes improve over time, adapting to the evolving needs of the smart
city infrastructure.

To conclude, we reaffirm that the integration of GenAI into message brokers opens new possibil-
ities for enhancing both the intelligence and adaptability of broker systems. As showcased through
the smart city example, GenAI modules can help overcome some of the limitations that are inher-
ent to traditional AI approaches, especially when dealing with unstructured inputs and dynamic
environments. Overall, this approach aims at enabling brokers to support more context-aware
decision-making, thereby improving service quality in complex, heterogeneous, and large-scale
deployments.

4.2 GenAI on Message Brokers

GenAI introduces unparalleled content generation capabilities for advanced applications across
diverse domains [7]. Future GenAI systems are expected to experience a data explosion due to
the integration of multimodal systems [174]. This heterogeneous data explosion will span across a
distributed edge-cloud continuum, placing increasing demands on current communication infras-
tructures [7].

As GenAI applications scale, managing large datasets across edge, fog, and cloud layers will re-
quire optimized distribution strategies that minimize inference latency [17]. Additionally, coordi-
nating and managing the distributed inference process across distributed nodes is crucial for ensur-
ing responsiveness in reactive applications [17], while also ensuring the integrity of AI-generated
content. This requires communication infrastructure that can meet the requirements of GenAI
applications. Table 6 highlights the critical issues affecting GenAI, emphasizes the importance of
message brokers in addressing these issues, and outlines the associated challenges.

Message brokers, leveraging asynchronous communication capabilities [103], can operate to
enhance GenAI task processing efficiency. This approach facilitates interactions that do not ne-
cessitate real-time communication, streamlining the processing of real-time data streams. By de-
coupling the sending and receiving processes, message brokers can offer a flexible and scalable
solution for managing the complex data workflows associated with GenAI applications.

Central to message brokers is their robust mechanism to prevent message loss [130], which is
key in conserving computational resources and safeguarding critical data for GenAI applications.
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These systems are equipped with tools designed to monitor and regulate message flow effectively.
This functionality is fundamental in preserving the performance and operational integrity of
GenAI by ensuring that data is processed efficiently and reliably, mitigating the risk of bottlenecks
and data overflow.

Furthermore, message brokers facilitate service decoupling [103], enabling GenAI to manage
growing workloads more effectively. The broker’s ability to distribute tasks to different nodes
allows GenAI to achieve a balanced load distribution [103], with different components running on
different nodes. This is particularly important for GenAI deployments in the computing continuum,
providing them with access to local environments with limited computational capacity. In such
cases, a message broker can act as an intermediary, bridging sensors with the perception module
and conveying actions to the actuators and responses to the user [3, 17].

Within the critical brain component, message brokers play a vital role in linking various sub-
components, each offering distinct features or possessing heterogeneous computational resources
and functionalities. By promoting interoperability and collaboration among diverse LLMs agents
that contribute to decision-making, message brokers can significantly boost the performance of
agents on complex tasks. This collaborative framework also facilitates the balanced offloading of
tasks, optimizing the utilization of computing, communication, and storage resources across the
network.
This highlights using agent frameworks such as AutoGen [175] and LangChain [176]. These frame-
works enable building autonomous LLM agents configured to perform diverse tasks while collab-
orating within a coordination layer with minimal human intervention. These entities have the
ability to integrate with external data sources, such as APIs and knowledge bases, enhancing their
capability to access, process, and utilize information dynamically.
Incorporating message brokers within the coordination layer contribute to manage the flow of
information between agents, as well as enable decoupling of LLM agents (producers and con-
sumers), allowing LLM agents and external tools or APIs to independently publish or consume
messages without direct interdependencies. Additionally, message brokers ability to support the
integration of agents or tools is beneficial in enabling parallel processing for complex workflows in-
volving multiple agents. Furthermore, the asynchronous communication is essential for managing
tasks with varying execution times or priorities, ensuring the system responsiveness. Message bro-
kers can manage retries, storage, and error handling, ensuring the stability and reliability of these
frameworks.
For instance, integrating Kafka within the AutoGen framework [177] established a responsive in-
frastructure that efficiently routed multimedia data to subscribing agents or tools based on topics.
This integration allowed the system to manage multiple data streams and distribute them among
agents without bottlenecks, enabling seamless interaction between LLM agents and external data
sources.

However, integrating GenAI into message broker requires careful planning and customization
to mitigate the risks of biased, misleading, or delayed outcomes. Addressing hallucination prob-
lems [178], inference latency [7], privacy [134], and ethical considerations [179] is paramount to
align GenAI implementations with specific system objectives [134]. For further details, as illus-
trated in the Table 6, one prominent challenge is model hallucination, where the AI generates
inaccurate content [178]. This issue can significantly impact message brokers by propagating mis-
information, thereby lack of user trust. Enhancing message broker through implementing robust
validation mechanisms to verify model outputs and fine-tuning the model with domain-specific
data is essential strategies to address this issue [180].

Another key concern is inference latency, which refers to the delay between a request to the
model and the generation of its response. High latency disrupts time-sensitive applications, such
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as real-time communication, creating bottlenecks and reducing the overall throughput of the mes-
sage broker. Consequently, message brokers must adopt advanced methodologies to manage the
extensive data volumes generated and consumed by GenAI applications effectively and minimize
computational demands in this context [181]. As example for these methodologies, implement-
ing computing- and networking-aware orchestration, resource management techniques [182], and
deploying lightweight versions of the model or small language models, such as distilled models.
These methodologies are not only essential for enhancing connectivity but also play a crucial role
in reducing the computational demands and latency that are often associated with GenAI tasks.
Additionally, ethical and privacy concerns present significant challenges, as GenAI may generate
biased, harmful, or malicious content, compromising user trust [134, 179]. Addressing these issues
requires integration broker with continuous monitoring, robust security measures [183].

In practical terms, there are several technical aspects contribute to enhancing the suitability of
message brokers for GenAI applications. Among these technical aspects are model compression
and model training acceleration strategies. The integration of these strategies within message bro-
ker can significantly mitigate GenAI’s computational requirements and delays, addressing one
of the major challenges in deploying these advanced systems efficiently. Furthermore, message
broker with intelligent resource management algorithm can distribute workloads based on each
node’s capacity significantly, enhancing the performance of the distributed system and ensuring
optimal utilization of computational and storage resources while maintaining smooth operation,
even under varying loads.

Embedding semantic communication techniques within message brokers may contribute in
management and real-time analysis of vast data volumes generated by GenAI applications. This
include integrate techniques to transform GenAI input and output data into priority-based smart
data, facilitating more timely and effective processing. Embedding a prioritization mechanism sim-
ilar to the QoS levels defined in MQTT [184] serves as a suitable approach, ensuring that critical
tasks are processed with the urgency they require. This adaptation enhances the responsiveness
of GenAI systems by ensuring that high-priority data is attended to promptly, mirroring the effi-
ciency and reliability seen in established communication protocols.

Additionally, integrate techniques to select the right models and their continuous adaptation
in response to evolving data landscapes. This is crucial for maintaining the accuracy and rel-
evance of GenAI outputs. In this context, incorporating methods for model fine-tuning [185],
continual and in-context learning within message brokers can enable dynamic adjustments to
the models based on real-time data, ensuring that the GenAI system remains effective and
up-to-date. This requirement underscores the necessity for message brokers to support not
just the routing and handling of messages, but also the intelligent adaptation of GenAI mod-
els to changing conditions, thereby maximizing the potential of GenAI applications in diverse
environments.

In this respect, embedding a continuous monitoring system within the message broker to
promptly detect anomalies and data loss becomes fundamental. This system enables corrections
and adaptations in real-time, fostering the necessary model adaptation and ensuring that the
GenAI systems remain both robust and responsive to the dynamic nature of real-world data and
application demands.

We have outlined several key aspects on how message brokers can facilitate the integration and
management of GenAI applications within various domains. For instance, Figure 5 demonstrates
a practical application in smart manufacturing, where a message broker orchestrates the flow of
multimodal data to both GenAI and traditional ML models. This setup enhances real-time decision-
making and operational efficiency, showcasing the dynamic capabilities of message brokers in
supporting advanced analytics.
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Fig. 5. Message brokers for GenAI. This diagram illustrates a smart manufacturing system where a message
broker facilitates the flow of multimodal data from sensors and cameras to a GenAI model and a traditional
ML model. The GenAI model performs comprehensive analysis by combining diverse data types, while the
ML model focuses on predictive maintenance tasks.

As we noticed, the integration message broker within GenAI require advanced message broker
that leverage distributed architectures to schedule tasks, ensure scalability, and maintain correct-
ness in dynamic environments. However, the central challenge is the broker’s need to adopt new
methods and techniques to address scalability, semantic communication, and distributed infer-
ence challenges. In the following sections, we will further discuss advanced methods designed to
enhance the functionality of message brokers within the GenAI context, overcoming deployment
challenges [3, 17]. By tackling these issues, we aim for the seamless integration and optimal perfor-
mance of GenAI applications. This exploration will include discussions on how specific platforms
and frameworks can be leveraged to enable our envisioned approach with insights into the integra-
tion of existing and advanced methods and techniques within specific brokers, highlighting their
potential adaptations in the analyzed context.

4.3 Semantic Communication

Effective management and real-time analysis of vast data volumes are crucial for the development
of GenAI applications. This necessitates a flexible system capable of accommodating a variety of
data types with precision. Traditional message broker systems, while efficient in basic data rout-
ing, often struggle to cope with the complexity and volume of data typical in GenAI environments,
limiting their effectiveness in scenarios requiring nuanced understanding and processing of data
content. To address these limitations and reduce the strain on communication networks, embed-
ding efficient communication mechanisms, such as semantic communication [186, 187], within
message brokers is essential. This integration, particularly leveraging the capabilities of LLMs,
can enable intelligent, automated feature selection that aligns with subscriber needs, enhancing
the broker’s ability to manage data-rich content more effectively [188]. While this approach may
not directly minimize latency due to the inference time required by LLMs, it significantly improves
the efficiency of data search, match, and mapping processes, thereby optimizing overall system
performance in handling and distributing relevant information.

Following this, message brokers equipped with dynamic prioritization capabilities can intelli-
gently identify and route high-priority messages by incorporating semantic communication tech-
nology. This prioritization allows for the handling of messages based not just on the criteria within
the message header, but also on the content itself, enhancing the relevance and timeliness of infor-
mation delivery. Although integrating semantic communication with a broker introduces demands
for high scalability, processing power, and memory to manage large datasets effectively, it is a
crucial step toward mitigating network congestion and optimizing the use of network resources.
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Fig. 6. GenAI-enabled and Semantic Communication. This diagram illustrates a traffic management system
where a message broker, enhanced with semantic processing and LLMs capabilities, prioritizes and analyzes
traffic data and emergency alerts.

Moreover, this sophisticated processing capability must be balanced with robust security features
to ensure sensitive data is handled securely, highlighting the need for a comprehensive approach
to upgrade message broker systems for the GenAI era.

In delay-sensitive applications like healthcare, this integration is vital to assigning priorities
based on its deep understanding of data patterns and sensitivities and its subscribers’ specific
needs. For example, in the healthcare scenario, GenAI can analyze large amounts of medical data to
identify urgent cases, alerting healthcare professionals of critical patient needs or alarming health
trends [189]. In a similar fashion, the effective synergy of LLMs with semantic processing capabili-
ties within message brokers can also be observed in smart city traffic management (Figure 6). Here,
the combination of semantic tags from emergency vehicles and real-time traffic sensor data, when
processed through an advanced LLM, enables the system to prioritize and analyze critical infor-
mation promptly. This GenAI-enhanced approach not only interprets the urgency and context of
incoming data but also predicts and optimizes traffic flow in response to dynamic urban conditions.
By doing so, it ensures that emergency responses are effective, minimizing delays and improving
public safety. Building upon the foundation laid by traditional ML techniques, GenAI complements
these approaches by incorporating advanced natural language understanding and context-aware
processing capabilities. This allows for a more peculiar analysis and interpretation of complex data
sets, enhancing the system’s ability to make informed decisions rapidly and accurately.

For instance, embedding semantic ontology model in Apache Kafka [190] can enhance its rout-
ing and delivery capabilities, enabling the broker to understand the meaning and context of each
message. Additionally, Eclipse Mosquitto [46], with its support for topic-based message filtering,
can be enhanced through semantic communication by embedding ontologies, semantic tags, or
metadata [191] within topics. This enhancement can enable intelligent and context-aware filter-
ing, allowing the broker to understand and process messages based on their meaning and rele-
vance. Solace PubSub provides dynamic message routing [118], which can be further enhanced by
embedding semantic communication. By incorporating semantic annotations into messages, the
system can enable context-aware routing, ensuring that messages are directed to the most rele-
vant subscribers based on their content, meaning, or priority, improving the efficiency of message
delivery.

Furthermore, Apache RocketMQ, with its support for message broadcasting and filtering [45],
has the potential to offer advanced message routing and filtering capabilities by leveraging Nat-

ural Language Processing (NLP) for interpreting messages’ semantic content, allowing for
context-sensitive handling [17]. Finally, Anypoint MQ’s intelligent routing [63] can be enhanced
by integrating a knowledge graph that represents relationships between entities such as topics and
subscriptions [192]. This integration enables dynamic routing decisions based on both content and
context.
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However, implementing this approach presents several challenges. Some semantic communi-
cation techniques are computationally intensive to meet real-time inference demands [193]. This
highlight the need for novel, distributed, and intelligent resource management methods to enable
real-time responsiveness in various applications. Additionally, semantic communication mecha-
nisms enhance the broker’s ability to process and interpret content contextually, enabling selec-
tive filtering of sensitive data before transmission. Nevertheless, processing sensitive data requires
robust security measures to ensure its protection during processing and transmission while main-
taining user trust.

4.4 Dynamic Data and Model Management

GenAI-based applications require a data and model management system that not only simplifies
the construction of AI models but also optimizes efficiency and effectiveness. Such a system should
minimize the need for human intervention in selecting ML models, enhancing real-time respon-
siveness with high model’s accuracy, and improving real-time inference capabilities when inte-
grated with message brokers. LLMs can expedite the model selection process and boost the de-
ployment efficiency and precision of AI solutions [194, 195]. Moreover, integrating GenAI models
with message brokers involves managing and directing the related data flows.

For instance, Apache Pulsar [43] with its distributed streaming capabilities, can be enhanced by
integrating it with LLMs to enable autoscaling for efficiently managing large datasets required for
training and inference in GenAI applications.

GenAI models, such as LLMs, frequently process sensitive or personal data, robust security
measures are critical. For example, Google Cloud Pub/Sub [67] incorporates multiple integrated
security measures to protect confidential data being transmitted, including authentication,
encryption using Google-managed keys, and advanced Data Encryption Key (DEK) technol-
ogy [67]. However, the security of the broker can be further enhanced by employing GenAI
tools to enhance security protocols and improve the automation of key cybersecurity pro-
cesses [134, 196]. These improvements may include automated reporting, threat intelligence anal-
ysis, and malware detection [196], ensuring further resilience of Google Cloud Pub/Sub security
framework.

Amazon Kinesis [70] provides data transmission capabilities through synchronous data repli-
cation, checkpointing mechanisms, and error-handling strategies [70, 125]. However, to further
enhance its reliability in GenAI applications, several improvements can be introduced, such as
the integration of AI-driven anomaly detection to proactively identify and mitigate transmission
failures. Additionally, implementing self-healing mechanisms can enable automatic detection and
rerouting of failed data streams. These improvement would make Amazon Kinesis more robust
solution for real-time data transmission for GenAI applications.

Further, Apache Kafka’s [44] robust architecture, equipped with a stream processing feature
enables it to efficiently handle parallel processing tasks for GenAI applications. However, it can be
improved by integrating with predictive analytics and AI-driven methods for dynamically scaling
brokers, efficiently partitioning topics, and determining the optimal number of partitions.

Since processing GenAI models is computationally intensive, with large amounts of real-time
data, it needs to be scalable and distributed to cope with the varying workloads. Running these
models locally on edge devices is often impractical due to hardware limitations. This challenge
is particularly significant in real-time applications where high-performance inference is essential.
Such integration also must also consider the handling of streaming data.

Moreover, this integration requires seamless coordination between clients and brokers to ex-
change information, such as model architectures. Furthermore, Efficient and intelligent coordina-
tion is essential to prevent delays or data mismatches. Misalignment in understanding the model’s
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structure between the client and broker can lead to incorrect deployments, repeated requests, or
errors, which can degrade the system’s performance and reliability.

4.5 Training Acceleration

The training of GenAI models requires a significant amount of computation and time. By incor-
porating training acceleration methods [197] into a message broker system, training time can be
reduced, computational resources saved, and models deployed more rapidly. Message brokers play
a pivotal role in this process by enabling the distribution of training tasks across multiple nodes,
which allows for parallel processing of data and computations. This parallelization accelerates the
training process by breaking down complex tasks into smaller, manageable units that can be pro-
cessed simultaneously, reducing the overall time required to train and deploy large GenAI models.
It also facilitates faster and more efficient inference for LLMs. Moreover, message brokers moni-
tors resource utilization and reallocates tasks dynamically in real-time to balance computational
demands across nodes.

The most common technique of training acceleration is sequence parallelism (SP), in which
the prompt sequence is divided into smaller sub-sequences and processed in parallel [198, 199].
Another method involves selective activation re-computation, in which only the necessary parts
of the GenAI model are recalculated during training, rather than the entire model [200]. A fine-
tuning technique involves adjusting the parameters of an existing model rather than training a
new one from scratch. As a result, training data and computations can be reduced [201].

Furthermore, tensor parallelism works by splitting the model across multiple GPUs and process-
ing different parts of the model in parallel [202]. The mixed-precision training technique is one of
the most effective ways to enable fast and efficient LLM inference on GPUs [203]. In this technique,
the amount of memory required during training is reduced by using lower-precision data types.

The interaction between GenAI training systems and message brokers can significantly accel-
erate the training process by utilizing distributed computing and dynamic resource management.
However, this approach faces challenges related to load balancing, data dependencies, and hard-
ware compatibility. In a distributed training, tasks must be distributed across multiple and heteroge-
neous nodes and dynamically reallocating tasks to maximize resource utilization [204]. Intelligent
task scheduling algorithms are essential to dynamically distribute tasks while accounting for node
capabilities and workload balance.

In addition, training GenAI models often involves handling large datasets that are divided into
chunks and distributed across nodes. These chunks may have dependencies that need to be main-
tained to ensure accurate model training [198, 199]. Message brokers need robust mechanisms to
track and manage data dependencies, ensuring proper sequencing and maintaining data integrity
to prevent errors caused by incomplete data handling.

For instance, Apache ActiveMQ provides efficient management and resource allocation capa-
bilities [27], which can be enhanced through LLMs to analyze historical usage patterns and pre-
dict optimal task distribution dynamically. Similarly, Google Cloud Pub/Sub [67] ensures scalable
and reliable message delivery [119], a capability that can be further augmented by LLMs to pre-
dict workload fluctuations and proactively scale resources, ensuring optimal performance during
large-scale model training and inference. Moreover, Apache RocketMQ offers capabilities for main-
taining message order and supporting message tracking [45], which are essential for tracking and
maintaining the dependencies among distributed data chunks during GenAI model training. En-
suring the correct sequencing of these chunks is critical to maintaining data integrity and pre-
venting errors that arise from incomplete data processing. To further enhance these capabilities,
LLM-powered mechanisms can be integrated to intelligently manage sequencing and real-time
data integrity validation, ensuring accurate model training.
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4.6 Dynamic Model Compression

Integrating GenAI models within message brokers can enhance analytical and predictive capabil-
ities in event processing (routing, filtering, matching, and prioritizing) based on learned patterns
and context in real-time, enabling faster decision-making. However, resource-constrained environ-
ments demand efficient resource utilization and low-latency responses. Integrating GenAI models
on resource-constrained nodes in the computing continuum often requires model compression,
especially with high-dimensional models, strenuous computational tasks, and low latency require-
ments [4]. In this context, lightweight versions of GenAI models can improve functionality and
performance effectively while minimizing computational requirements [205]. Their ability to be
deployed on edge devices reduces energy consumption can make them suitable for real-time appli-
cations and improving user experience in interactive systems [206, 207]. Achieving this involves
adopting innovative model compression techniques in message broker.

Message brokers can provide essential capabilities such as scheduling and distributing com-
pression tasks across multiple nodes, enabling parallel processing. This is particularly benefi-
cial for handling computationally intensive compression methods that may not be suitable for
resource-limited devices. By offloading and distributing these tasks efficiently, message brokers
optimize resource utilization while ensuring minimal latency. Moreover, brokers continuously
monitor the performance of compressed models to ensure consistent reliability and accuracy in
responses.

Among the compression strategies, pruning is prominent, involving the removal of superflu-
ous elements from a model to decrease its size and complexity [208] without a significant loss
in performance. For GenAI models, this can involve techniques such as removing weights with
smaller gradients or magnitudes, reducing parameters, and other optimization methods [209, 210].
Another technique is Knowledge Distillation, where a smaller “student” model learns to replicate
the functionality of a larger “teacher” model [211–213]. This technique can reduce GenAI models
into smaller, distilled versions, enhancing the performance of the student model and increasing
inference speed [214, 215].

Furthermore, quantization methods are utilized to reduce the precision of model parameters, sig-
nificantly lowering memory usage and computational needs substantially. This leads to a smaller
model size with faster inference speeds [216]. Another technique is low-rank factorization, which
simplifies weight matrices with lower-rank approximations to reduce model size and computa-
tional demands [217].

However, this integration introduces challenges, particularly related to computational intensity
and coordination. Techniques such as pruning, quantization, and knowledge distillation are com-
putationally demanding [218]. Performing these processes locally on resource-limited devices is
often impractical due to constraints in processing power, memory, and storage. Additionally, this
process becomes increasingly complex when multiple clients with diverse requirements interact
with the broker simultaneously. These challenges highlight the need for novel, distributed, and
intelligent resource management methods.

For instance, Celery with its support for task scheduling [33], can be enhanced to optimize
compression task distribution across multiple nodes. By implementing an adaptive scheduling
mechanism that dynamically considers resource availability and workload, Celery can optimize
compression performance in real-time. Similarly, Azure Storage Queue with its activity monitor-
ing support [71], can be enhanced through AI-based predictive analytics for monitoring the perfor-
mance of compressed models and detect any change in the accuracy. IronMQ [72] provides support
for workload offloading issues [127]. This capability can be further enhanced by integrating LLMs
tools to proactively analyze workloads and determine which tasks should be offloaded, ensuring
distribution of computationally intensive processes.
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4.7 Dynamic Orchestration

The integration of brokers with GenAI requires effective resource management to address the sub-
stantial computational demands of GenAI models, which can significantly influence the broker’s
operational efficiency. The broker must allocate and manage resources such as CPU, memory, and
storage to handle computational requirements. GenAI models can be computationally intensive
during inference or when processing large volumes of real-time events. To mitigate potential bottle-
necks, brokers must ensure an even distribution of computational tasks across available nodes [3].
Furthermore, GenAI-enabled brokers can intelligently and dynamically allocate resources based
on workload demands and the priority of critical GenAI-related tasks, thereby enhancing system
responsiveness. However, the process of efficient resource usage and allocation requires parallel
processing capability.

Some brokers are equipped with features that can be optimized to support GenAI tasks, signifi-
cantly improving their efficiency in resource management. For instance, Celery provides capabil-
ities for managing, maintaining, and scheduling distributed tasks across multiple nodes, thereby
enhancing the efficiency of GenAI agents [33]. To further optimize its functionality for GenAI
workloads, Celery can be enhanced with AI-driven dynamic task scheduling. This approach would
enable intelligent workload distribution based on real-time system performance metrics, includ-
ing GPU/TPU availability, memory utilization, and computational demand. Apache ActiveMQ pro-
vides efficient resource allocation [27]. Thus, optimizing Apache ActiveMQ through mechanisms
such as the elastic scaling method could be critical to providing intelligent resource allocation to
ensure balanced workloads across different nodes. Amazon SQS provides a reliable queue service
for handling messages that facilitates microservices and distributed systems decoupling [58]. Incor-
porating ML techniques for intelligent workload distribution across multiple queues can optimize
resource allocation and reduce bottlenecks in large-scale GenAI pipelines.

Further, the robust architecture of Apache Kafka, which uses clusters of brokers to handle data
distribution and partition topics for scalability, makes it excellent for supporting distributed event
streaming [44]. To further enhance its performance, AI-driven algorithms can be integrated to dy-
namically adjust partitioning strategies based on real-time workload distribution. This approach
would improve resource utilization and make Kafka more efficient for high-performance GenAI ap-
plications. Additionally, Azure Service Bus provides advanced scheduling features and message or-
chestration in distributed environments [114, 115]. These functionalities can be further optimized
to support GenAI workloads by integrating AI-driven task scheduling that intelligently prioritizes
GenAI workloads and allocates computational resources based on real-time system performance.

However, the integration of brokers with GenAI requires effective resource management to ad-
dress the substantial computational demands of GenAI models. Therefore, there is need for novel,
highly distributed, efficient, and secure resource orchestration methods to support the integration
of GenAI within brokers. Such methods must employ advanced algorithms capable of dynami-
cally monitoring, allocating, and optimizing resource usage, enabling proactive adjustments to
mitigate potential bottlenecks. This may require development of a self-organizing multi-agent sys-
tems that can autonomously adjust their structure in response to changing workloads, along with
semantic-based orchestration techniques for efficient coordination [17]. Furthermore, robust secu-
rity mechanisms are essential to ensure secure resource orchestration, particularly in multi-tenant
environments where multiple clients or applications share resources, to prevent misuse and main-
tain operational integrity.

4.8 AIOps/MLOps and Monitoring

MLOps, merging DevOps principles with ML, is central to the advancement of ML and AI,
streamlining the lifecycle of GenAI models from development to deployment. A critical feature
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within this field is the monitoring of deployed models, crucial for the uninterrupted and reli-
able operation of message broker systems. This practice enables real-time insights into model
metrics, resource usage, and system irregularities, creating a proactive environment for iden-
tifying and addressing issues promptly. Furthermore, MLOps facilitates the setting up of auto-
mated alerts and triggers, enhancing responsiveness to anomalies and minimizing downtime
[17, 219].

A Continuous Diagnostics and Mitigation (CDM) program plays a vital role in net-
work security by analyzing network behavior and thwarting unauthorized access, thereby en-
abling prompt responses and maintaining network integrity. Beyond autonomous configura-
tion management and monitoring device availability, CDM programs conduct continuous health
assessments of devices and evaluate their environmental footprint. This continuous surveil-
lance helps identify potential threats, bolstering processes to enhance security measures. Fur-
thermore, CDM ensures the protection of sensitive information against unauthorized access or
breaches [9].

KubeMQ, which supports multi-stage pipelines [56], can be enhanced through the integration
of CDM real-time performance monitoring to improve data pipeline management within MLOps
frameworks. Moreover, HiveMQ and Amazon Kinesis can contribute to MLOps integration by
facilitating real-time monitoring and alert systems integration, since they support real-time device
monitoring [40, 70]. By integrating CDM-driven analysis, these brokers can facilitate real-time
anomaly detection and predictive maintenance, ensuring that GenAI workloads remain resilient
and secure.

Finally, tracking GenAI model performance can be effectively enhanced through integration
CDM with IBM MQ, which has robust monitoring and tracing capabilities [57]. Solace PubSub
could potentially assist in identifying and resolving issues related to message routing, delivery, and
processing [118]. Integrating CDM can further enhance these functionalities, facilitating control
and modeling activities in MLOps environments.

However, frameworks such as MLOps and CDM with are resource-hungry [219]. Integrating
them with message brokers requires careful consideration of, for example, the computation ca-
pacity available locally, as well as the distribution of the related tasks, to avoid the starvation
of regular operations. This requires striking an optimal balance between monitoring and regular
tasks to gain performance optimization, lower cost, and energy efficiency. Additionally, distributed
architectures and parallel processing are essential to manage high-intensity tasks effectively and
in a timely manner.

4.9 Summary of Message Broker Enhancement Methods

While we have thoroughly explored the possible interplay between existing message broker
technologies and their specific features to meet GenAI requirements, it is important to empha-
size that our assessment of the suitability of a certain technology for specific tasks is indica-
tive of their potential in the given context. Selecting any technology must be informed by a
comprehensive analysis of the application and infrastructure topology requirements, data han-
dling needs, and the particular features of these tools that align with the envisioned objectives.
Adopting this approach can guarantee that the chosen solution not only fulfills immediate op-
erational demands but also possesses the necessary scalability and flexibility for future growth
and increased complexity. This consideration is crucial as we move toward the conclusion of our
discussion, underscoring the importance of strategic technology selection in the dynamic land-
scape of GenAI-enhanced communication systems. The challenges, opportunities, and our strate-
gic view on utilizing these technologies, along with the related subsections, are summarized in
Table 7.
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Table 7. Opportunities and Challenges for Enhancing Message Brokers’ Functionality within GenAI

Opportunities

Corresp-

ondong

Section
Challenges

Semantic Communication to reduce communication
networks strain and streamline the data-rich content
transmission.

Section 4.3
Computationally intensive to do locally.
Processing sensitive data requires robust security measures.

Dynamic Data and Model Management to minimize
the need for human intervention in selecting ML models
and enhance real-time responsiveness accuracy.

Section 4.4
Computationally intensive to do locally.
May require coordination between clients and broker to exchange
information on, e.g., model architectures.

Training Acceleration to reduce training time, save
computational resources, and rapidly deploy models.

Section 4.5
Requires ability to manage load balancing and data dependencies.
Compatibility with hardware configuration.

Dynamic Model Compression to save resources and
improve response time.

Section 4.6

Computationally intensive to do locally.
May require Coordination between clients and broker to exchange
information on, e.g., model architectures.

Dynamic Orchestration to optimize use
of resources.

Section 4.7
Requires novel, highly distributed, efficient, and secure resource
orchestration methods.

AIOps/MLOps and Monitoring to enhance responsiveness
to anomalies and minimize downtime.

Section 4.8
Computationally intensive to do locally.
Efficient and dynamic prioritization between monitoring and
regular tasks.

4.10 Sustainability Considerations for GenAI in Message Broker Systems

Before concluding this article, it is important to discuss a critical and increasingly visible con-
cern: the environmental impact of GenAI. The training of LLMs, which serve as the foundation for
many GenAI systems, demands significant computational resources and energy. For example, the
training of Meta’s LLaMA models required over two thousand GPUs running for several months,
consuming an estimated 2.6 million kWh of electricity and emitting more than 1,000 tonnes of CO2

equivalent–comparable to the annual footprint of dozens of individuals [220]. Such figures under-
score the substantial carbon footprint associated with foundation model development, particularly
as models scale toward hundreds of billions of parameters [221].

In light of this, the integration of GenAI into message broker systems should not disregard
sustainability. Instead of relying solely on large, general-purpose models, future research and sys-
tem design should increasingly consider smaller, task-specific language models that are fine-tuned
opportunistically for dedicated broker functionalities–such as semantic topic matching, prioritiza-
tion, anomaly detection, or adaptive routing [222, 223]. These lightweight models require fewer
resources to train and deploy [215], but can also offer faster inference and reduced latency, which
is particularly important in real-time messaging infrastructures.

Complementing this model-level optimization, message brokers themselves can play an instru-
mental role in orchestrating GenAI workloads more sustainably. As intermediaries in distributed
systems, brokers are well-positioned to support resource-aware scheduling, energy-efficient rout-
ing, and selective activation of GenAI modules. For instance, brokers could choose when to
trigger a lightweight local model–for example, a specialized LLM fine-tuned for semantic topic
classification or anomaly detection–versus delegating more complex or ambiguous tasks to a
centralized, general-purpose LLM. This selective invocation and dynamic inference offloading
can reduce redundant computation and help ensure that high-energy GenAI operations are re-
served for the most impactful use cases, such as multi-modal reasoning or open-ended instruction
following.

Such strategies align with broader trends toward energy transparency and sustainability in AI,
where leading organizations have begun reporting the environmental footprint of their models
and advocating for lifecycle-aware metrics [224–226].

In summary, addressing sustainability in GenAI-enabled message brokering systems requires
both architectural and operational awareness. On one hand, deploying smaller, specialized models
tailored to broker-specific tasks can help reduce training and inference costs. On the other,
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intelligent brokers can act as orchestrators of sustainable AI usage, ensuring that GenAI resources
are leveraged effectively, efficiently, and responsibly.

5 Conclusion

In this article, we have provided a comprehensive overview of contemporary message brokers, de-
lineating their features, capabilities, and limitations with an eye toward their application within
GenAI frameworks. Our analysis spanned a broad spectrum of criteria and we delved into the
inherent limitations of existing message brokers when confronted with the demands of GenAI ap-
plications, prompting a reflection on the essential attributes of an ideal message broker framework
designed to seamlessly integrate with GenAI technologies. In addressing these challenges, we an-
alyzed several requirements to be satisfied in order to bolstering the efficacy of message brokers
in facilitating the rapid evolution and deployment of GenAI applications.

Through a comprehensive analysis of the current state, challenges, and forward-looking strate-
gies for message brokers, this study lays the groundwork for the development of more adapt-
able and efficient GenAI-enabled communication systems. Such systems are envisioned to not
only distribute data with increasing efficiency but also to ensure the delivery of high-quality ser-
vice, manage resources with greater intelligence, and satisfy the increasing demands of GenAI
applications.

Finally, our exploration underscores the critical need for message brokers to evolve in tandem
with technological advancements and GenAI requirements. By identifying opportunities for im-
provement, this article aims at boosting further research and development efforts focused on cre-
ating message broker frameworks that are not only robust and scalable but also closely aligned to
the peculiarities of GenAI-driven data communication.
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