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Kurzfassung

Jedes Material ist durch seine Oberfläche nach außen hin begrenzt und mittels dieser
Oberfläche kann das Material mit der Umgebung physikalisch und chemisch wechselwirken.
Viele interessante Eigenschaften eines funktionellen Materials sind durch seine Oberfläche
bestimmt und daher muss die Oberfläche genau verstanden werden um deren spezifischen
Eigenschaften verstehen und verwenden zu können. Metalloxide werden immer wichtige
Materialien im Einsatz als Katalysatoren oder in der Elektronikindustrie. In dieser
Dissertation werden die Oberflächenrekonstruktionen von zwei komplexen Metalloxiden
mittels einer Kombination von experimentellen und theoretischen Methoden untersucht,
wobei die theoretischen Untersuchungen auf Dichtefunktionaltheorie basieren und mit
dem Wien2k Programm durchgeführt wurden.

Beim ersten System handelt es sich um die (001) Oberfläche von Magnetit, die eine
(
√

2×
√

2)R45° Rekonstruktion aufweist. Diese Oberfläche kann einzelne adsorbierte
Metallatome stabilisieren, was sie für zu einem interessanten Modellkatalysator macht.
Der Mechanismus, wie und warum die adsorbierten Atome gerade selektive auf bestimmten
Positionen landen, war bisher nicht verstanden. Eine Kombination von STM und LEED
IV Messungen und deren Interpretation mittels DFT Rechnungen, führte zu einem neuen
Strukturmodell dieser Oberfläche, das durch eine geordnete Anordnung von Kation-
Lehrstellen in einer Schicht unterhalb der Oberfläche (subsurface cation vacancies, SCV)
stabilisiert wird. Die theoretisch optimierte SCV Struktur stimmt ausgezeichnet mit der
experimentell ermittelten Struktur überein.

Beim zweiten System handelt es sich um zwei verschiedene Rekonstruktionen der Stron-
tiumtitanat (110) Oberfläche. Diese Oberfläche zeigt verschiedenste Rekonstruktionen,
die von den Herstellungsbedingungen abhängen. Die zwei Rekonstruktionen wurden
mittels XANES experimentell untersucht und die Spektren konnten durch Kristallfeld-
Multiplett und DFT Berechnungen interpretiert werden. Das besondere Augenmerk lag
dabei auf der ungewöhnlichen tetraedrischen Koordination von Ti, die bei der (4×1)
Oberflächenrekonstruktion auftritt.
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Abstract

The surface of a material is its connection to the outside world, and it is through the
surface that a material can interact physically and chemically with its environment.
Many of the interesting properties of functional materials are controlled by their surface
structure and chemistry, requiring a careful understanding of the surface to understand
and apply them. In particular, metal oxides are becoming increasingly important in
applications such as catalysis and novel electronics. In this dissertation, the surface
reconstruction of two complex metal oxide surfaces are investigated using a combination of
experimental and theoretical methods, in particular density functional theory calculations
performed with the WIEN2k code.

The first system studied is the magnetite (001) surface, which undergoes a (
√

2×
√

2)R45◦
surface reconstruction that is capable of stabilizing single metal adatoms, making it an
interesting model catalytic support. The mechanism by which adatoms selectively adsorb
on this surface was not previously understood. Using a combination of STM and LEED IV
experiments interpreted with DFT calculations, we have proposed a new structural model
of this surface, which is stabilized by an ordered array of subsurface cation vacancies
(SCV). This SCV structure achieves an excellent agreement with experiment, on par with
well-understood metal reconstructions.

The second system involved the study of two reconstructions of the strontium titanate
(110) surface. This surface undergoes a wide variety of reconstructions depending on
preparation conditions. Two reconstructions were investigated using XANES, crystal field
multiplet and DFT calculations, with emphasis on the unusual tetrahedral coordination
of Ti on the 4×1 surface reconstruction.
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CHAPTER 1
Introduction

It has become increasingly important in the world today to acquire a good understanding
of the surfaces of materials. Many physical processes of contemporary interest occur at the
surfaces of materials or interfaces between them, such as novel interface superconductivity,
catalytic and chemical reactions, the adsorption of solar energy and many more. As the
application of material surfaces has become more relevant, it has become important to
develop new techniques to better understand the outer extent of bulk materials.

With the explosion in experimental techniques available to study material surfaces, such
as STM, AFM, LEED, SXRD and more, it is important for theoreticians to support and
interpret the data collected by experimentalists. While experimentalists are often able to
work quickly to study many materials under a wide variety of conditions and preparations,
gaining an empirical understanding of a material of inquiry, it is sometimes only through
a return to our theoretical undestanding of a material that we can resolve science’s
most complex and unintuitive questions. It therefore often falls to the theorist, who’s
techniques are typically slower, to elucidate the origin of a material’s most interesting
properties.

This work examines the intersection of various experimental methods with one of the
most widely used theoretical techniques in materials science: the Density Functional
Theory (DFT) as implemented in the WIEN2k code. DFT has become a workhorse
in the scientific community, having been implemented in dozens of codes that reliably
produce repeatable results, leading to over 15,000 publications each year[1, 2]. With ever
increasing computer power and code sophistication, it becomes possible for researchers
to expand their field of study into increasingly complex situations. The great hope is
that such understanding gained from theoretical methods can find applicability to our
knowledge of the real, physical world.
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1. Introduction

1.1 Organization
This dissertation can be separated generally into three parts. First, a background of the
theoretical and experimental techniques used in this work are developed, including the
essentials of Density Functional Theory (Chapter 2), some basic theory of crystalline
surfaces and their reconstruction (Chapter 3) as well as an overview of the experimental
techniques used to study them in this work (Chapter 4). These chapters rely primarily
on the literature, with a small amount of experience from using X-ray spectroscopy
techniques.

The remainder of the work uses the developed background to introduce and investigate
two complex metal oxide surfaces. The second part (Chapter 5) introduces magnetite
(Fe3O4), its (001) surface and a novel reconstruction that is stabilized by subsurface cation
vacancies (SCV). The SCV surface is studied using STM and LEED IV measurements
and simulated using the WIEN2k code.

The third part (Chapter 6) introduces strontium titanate (SrTiO3), its (110) surface and
several of its surface reconstructions, which are investigated using XPS and XANES.
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CHAPTER 2
Density Functional Theory

2.1 Ab-initio basis of DFT
We can describe a material quantum mechanically by capturing the dynamics of its con-
stituent components. For condensed matter under typical conditions this can be achieved
using a time-independent Schrödinger equation[3] to describe electrons interacting with
a fixed potential V (~R):

−1
2

N∑
i=1
∇2~ri + 1

2
∑
i 6=j

1
|~ri − ~rj |

−
∑
i

V (~ri)

Ψtotal = EΨtotal (2.1)

where ~ri represents the position and spin coordinates of electron i, and Ψtotal the wave
function of the entire system, which has an energy E. The Hamiltonian of this system
contains each electron’s kinetic energy, the Coulomb repulsion between electrons (Hartree
term) and the interaction of each electron with a fixed potential V (~r), which is applied
to each electron by the set of atomic nuclei:

V (~r) =
∑
i

Za

|~Ri − ~r|
(2.2)

where Za is the charge of nucleus a.

The implicit assumption in using this expression is that nuclei are fixed in their equilibrium
positions; this is known as the Born-Oppenheimer approximation[4]. This approximation
is reasonable when studying only the electronic properties of a system. Since the electron
mass is so much less than any nuclear mass (me is approximately 1/2000th the mass of a
proton) the electron dynamics can be effectively separated from the nuclear dynamic,
such that:
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2. Density Functional Theory

Ψtotal = Ψelectronic ×Ψnuclear (2.3)

Utilizing Born-Oppenheimer to separate out the electronic wave-function restricts the
Hilbert space of the problem, greatly reducing the computational effort required to find
solutions. While not exact, the solutions remain relevant for material problems that do
not strongly depend on nuclear movement (e.g. low-temperature simulation of stable
solids) and in which a steady state electronic solution is desired (e.g. when searching for
a material’s ground state).

Unfortunately even Equation 2.1 is impossible to solve exactly in all but the simplest
systems, such as the hydrogenic ions with only a single electron. Since each electron has
3 spatial coordinates and a spin degree of freedom, this approach creates a problem with
4N coupled coordinates of the form of Equation 2.4 and quickly becomes intractable with
increasing particle count. Further simplifications are necessary to approach the problem
in a practical way.

Ψtotal = f(~ri, ~rj , ..., ~rN , si, sj , ..., sN ) (2.4)

2.2 Kohn-Sham theory
To make solutions to the Schrödinger equation tractable, one strategy is to further separate
Ψelectronic into wave functions representing individual, non-interacting psuedo-particles
that otherwise behave like electrons. One schema proposed by Hohenberg and Kohn
was to instead consider a mean-field problem in which pseudo-electrons interact with
the density of all electrons in the system; modelling the electrons as an inhomogeneous
electron gas[5]. The Schrödinger equation is therefore replaced with an equation of state
of the form:

(
−∇2

i + Veff(~r)
)
φi(~r) = εiφi(~r) (2.5)

ρ(~r) =
N∑
i

|φi(~r)|2 (2.6)

where Veff is now an effective Kohn-Sham potential[6] and the set of φi are now pseudo-
particle wave functions with energy εi. The total wave function of the system is now a
Slater determinant of the "single electron" wave functions φi, in order that they remain
fermions and obey antisymmetry under exchange.

This formulation is useful as Kohn and Sham demonstrated the existence of a unique
ground state density ρ(~r) for each Veff . This implies that is possible to use the variational
principle to arrive at a single set of φi that satisfy Equation 2.5, effectively reducing the

4



2.3. Exchange-Correlation Functionals

many-body problem in 3N coordinates to a optimization in 3 spatial coordinates (4N
reducing to 4 if spin is included). This density then contains all information about the
model system’s state.
This scheme of reducing a many body system to a single-electron picture results in the
total energy of the system being expressed as a functional of its charge density (hence
Density Functional theory) with the form:

E(ρ) = Ts(ρ) +
∫
d~r Veff(~r)ρ(~r) + Exc(ρ) (2.7)

where Ts is the kinetic energy of the non-interacting e–, Ec is the Coulomb energy between
the single electrons and Exc is an exchange-correlation energy, which contains the many-
body effects that are separable in the Kohn-Sham picture. Therefore, in principle DFT
allows for the calculation of total energy from exact kinetic and potential energies of
pseudoparticles in a material, which must then be corrected by an exchange-correlation
energy of unknown form.

2.3 Exchange-Correlation Functionals

2.3.1 Local (Spin) Density Approximation

In order for the Kohn-Sham method above to be useful, we require an approximation for
the exchange-correlation (XC) energy. Ideally we want this quantity to be inexpensive
to compute, despite the fact that it contains the most intractable interactions within
the solid. As an initial guess, it can be assumed that the XC energy for a given volume
of space is a function of the electron density held within it; the so-called Local Density
Approximation (LDA). In the infinitesimal limit, this is equivalent to dividing space into
small homogeneous pieces and summing the contribution of each, giving an Exc of the
form:

ELDAxc =
∫
ρ(~r)εxc(ρ)d~r (2.8)

This formulation will hold true in the case of a spatially homogeneous electron gas, but
also turns out to work reasonably well in the case of realistic materials with slowly-varying
charge distributions, where most electrons occupy reasonably smooth s and p-type orbitals.
In orbitals with higher quantum numbers ` this approximation breaks down, as will be
discussed below.
In LDA, the XC energy is simply a sum of non-interacting exchange and correlation
energies (i.e. ELDAxc = ELDAx + ELDAc ). In the case of a homogeneous electron gas, this
exchange energy is known as derived from Hartree-Fock theory[7]:

ELDAx [ρ] = −3
4

( 3
π

)1/3 ∫
ρ(~r)4/3d~r (2.9)

5



2. Density Functional Theory

However, the correlation energy of the homogeneous electron gas ELDAc cannot be
expressed analytically. Instead it is necessary to use quantum Monte-Carlo methods at
various densities, then interpolate the results[8]. Regardless, results for the homogeneous
electron gas are well understood and can be reproduced within higher order methods
such as the random-phase approximation (RPA), so this method remains ab-initio[9].

In the case of spin-polarized systems, it is necessary to consider the contribution of the
two spin channels ρ↓ and ρ↑ to the XC energy, as they will not necessarily have the same
occupation due to spin splitting. In the Local Spin-Density Appoximation (LSDA), the
exchange energy is still known exactly[10][11]:

ELDAx (ρ↓, ρ↑) = 1
2
(
ELDAx (2ρ↓)) + ELDAx (2ρ↑)

)
(2.10)

while the correlation energy becomes a function of the relative polarization at each point,
and must similarly be solved numerically.

While the LDA is a simple approximation of the complexities of many-body physics,
it produces many reasonable results. For example, in a test of 60 solids, LDA was
found to reproduce their experimental lattice constants with a mean relative error of
-1.37%[12]. LDA tends to over-bind atoms, leading to generally lower lattice constants
and overestimating binding energies. While electronic structure calculated with LDA can
be compared to experimental measurements, the spacing between bands is not accurate
with the band gap in particular being underestimated.

2.3.2 Generalized Gradient Approximation

Up until this point, DFT can still be considered a fully ab initio method, as the ap-
proximations involved in LDA still yield reasonable results without resorting to fits to
experimental results. Of course, real materials do not consist of homogeneous electron
gases, and it therefore makes sense that the exchange-correlation energy should consider
more complex densities. The simplest way to expand the density functional to consider
spatial inhomogeneities is to use a Taylor expansion spatially about the local point, i.e. to
include gradient terms, as is the case in the Generalized Gradient Approximation (GGA):

EGGAxc (ρ↑, ρ↓) =
∫
d~rf(ρ↑, ρ↓,∇ρ↑,∇ρ↓) (2.11)

At this point the form of the functional has become too complex, and there is no longer a
single method for parametrizing this functional. It therefore becomes necessary to choose
GGAs that allow one to reproduce a desired experimental result (e.g. atomization energies
of molecules or unit cell parameters of solids), or that include empirical coefficients in
their analytical forms. Using GGA it becomes more complicated as to whether DFT
is still an ab initio method. The method of constructing a GGA can be performed in
such a way as to reproduce behaviour as postulated in the axioms of DFT, such as the

6



2.3. Exchange-Correlation Functionals

ability of a functional to correctly treat homogeneous electron gasses. A GGA can also be
parametrized, and parameters chosen to describe certain systems of interest in a clearly
empirical fashion. Regardless, extending functionals beyond the strictly local makes them
more accurate and more applicable to a wide variety of systems and problems.

The most popular GGA is the one proposed by Perdew, Burke and Ernzerhof (PBE)[13].
PBE has enjoyed considerable success in materials calculations, in part due to its
parametrization focusing on reproducing expected universal behaviour in the limiting
cases of infinite charge density and the homogeneous electron gas. The performance
of the PBE functional compares well across a large variety of materials, producing low
errors when optimizing lattice constants of 3d elements and when calculating atomization
energy[12], and improves the over-binding of atom as compared to LDA.

In this work the PBE functional is primarily used. However, choices made in PBE’s
parametrization that improve free-atom-like properties (e.g. total atomization energies)
simultaneously degrade its accuracy when modelling slowly varying densities found in
solids. Another functional, PBEsol, slightly modifies PBE by instead choosing two
expansion coefficients (µ and β) in order to improve exchange and correlation energies
within solids, improving lattice constants[14]. PBEsol is used in Section 6 for reasons
explained within. A comparison of the behaviour of PBE and PBEsol is shown in Figure
2.1, which plots their exchange correlation enhancement factors FXC(rs, s) versus reduced
density gradient s = |∇ρ|[2(3π2)1/3ρ

4/3]−1 for typical atomic distances. The enhancement
factor is then related to the exchange correlation energy by[13]:

EGGAxc (ρ↑, ρ↓) =
∫
d~rn(~r)εunifX (n(~r))FXC(rs, ζ, s) (2.12)

where n is the number of electrons (n↑ + n↓), εunifX (n) is the correlation energy per
particle of the homogeneous electron gas (i.e. ρ(~r)4/3 from LDA), rs is the local Seitz
radius (n = 3

4πr
3
s) and ζ is the relative spin polarization (n↑ − n↓)/n.

2.3.3 Hubbard correction for correlated materials (LDA+U)

While LSDA performs reasonably well for smoothly varying orbitals (such as for s and p
orbitals), it runs into problems correctly describing the ground state of systems with open
3d or 4f shells, such as magnetic insulators. Failures include low calculated moments and
predictions of metallic conduction in Mott insulators. In general, the poor description of
strong correlation effects in these sharply varying orbitals cause an underestimation of
the spin splitting in these systems.

The conductivity of these correlated materials can be understood in terms of the Hubbard
model. In this model, the behaviour of particles on a lattice is modelled through
two interactions: a kinetic energy term allowing particles to hop between lattice sites
(traditionally called t), and a potential term describing the energy of doubly occupying a
site (called U ). The Hubbard Hamiltonian for fermions thus takes the form:

7



2. Density Functional Theory

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.9

1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

s

F
x
c

PBE

PBEsol

Figure 2.1: Exchange correlation enhancement factor Fxc(rs, s) versus reduced density
gradient of the PBE and PBEsol functionals. The above plot is made for Wigner-Seitz
radius rs = 1 bohr. Courtesy of Dr. Fabien Tran

H = −t
∑
<i,j>

(c†icj + c†jci) + U
N∑
i=1

ni↑ni↓ (2.13)

where < i, j > sums over nearest neighbouring lattice sites (in the simplest form of the
model), ci and c†i are creation and annihilation operators for site i, respectively, and
ni,α is the occupation operator for particles on site i with spin α. For the purposes of
LSDA, the interesting physics is that there is an energy cost U associated with placing
two particles on a single site. For example, the effect of a Hubbard U on a Mott insulator
is depicted in Figure 2.2.

It was therefore proposed to improve the LSDA by applying an orbital potential U
(LDA+U) to simulate the effects of a multiband Hubbard model[15], the results of which
has been shown to work well in describing the physics of half d-band filling. Practically
speaking, a potential U is applied to a single set of highly correlated states, such as
valence 3d or 4f . While the magnitude of U can be estimated from first principles[16][17],
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2.3. Exchange-Correlation Functionals

Figure 2.2: In a Mott insulator, strong electron correlation is underestimated and LDA
will place a 3d band at the Fermi level, giving an un-physical metallic solution. By adding
a Hubbard U, electrons tend to localize on lattice sites and the metallic band splits into
upper and lower Hubbard bands, producing the correct insulating behaviour. In the same
way, the population of up vs down electrons can be tuned, correcting erroneous moments.

it is often used as an empirical parameter to tune properties (e.g. magnetic moment or
the bang gap) until they are reasonable.

Several variations of the LDA+U method has been implemented in WIEN2k[18] via the
orb program. For the purposes of this dissertation (to deal with metal oxide systems),
LDA+U(SIC) is used for an approximate correction to orbital energies due to electron
self-interaction effects in the spin-polarized case[19]. The full LDA energy functional
including U therefore becomes:

E =ELDA −
[
U
N(N − 1)

2 − J N(N − 2)
4

]
+ 1

2
∑

m,m′,σ

Umm′nmσnm′−σ

+ 1
2

∑
m 6=m′,m′,σ

(Umm′ − Jmm′)nmσnm′σ

(2.14)

where N is the total number of electrons, nab are electron occupancies, U and J are
spherical Coulomb and exchange parameters, and Umm′ and Jmm′ are matrix representa-
tions of the non-spherical Coulomb and exchange parameters, respectively. It is usual in
WIEN2k to use an effective Ueff = U − J rather than separate Coulomb and exchange
parameters, and using J = 0 for strong correlations of independent spin-bands. This
allows for a much simpler form of Equation 2.14:
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2. Density Functional Theory

E = ELDA + 1
2U

∑
m 6=m′

nmnm′ − 1
2UN(N − 1) (2.15)

where now the second term is equivalent to the on-site Hubbard term in Equation 2.13, and
the final part is a double-counting correction. The combination of a Hubbard U correction
with the full-potential LAPW method as implemented in WIEN2k allows for accurate
descriptions of complex magnetic materials, such as Y2-xMxBaNiO5 (M=Ca,Sr)[18].

2.4 WIEN2k
The majority of calculations performed in this work were performed using the WIEN2k
software package[20]. WIEN2k implements the linearised augmented plane wave (LAPW)
method of solving the Kohn-Sham equations, and is one of the more popular DFT packages
available at the time of writing this manuscript, with over 2600 licenses worldwide.
WIEN2k is a set of modular fortran programs that enable a large variety of materials
systems to be modelled. A model is created by following these general steps:

• A crystal structure is defined.

• An initial electron density is created using a sum of atomic densities.

• A self-consistent field cycle (SCF cycle) is started. In this cycle, the input electron
density is used to calculate a potential. The Kohn-Sham equations are solved
for this potential, giving a set of single-electron eigenvalues and eigenvectors (the
Kohn-Sham orbitals). These are then used to update the electron density, and the
cycle repeats from the beginning.

• The SCF cycle is run until convergence, typically of the total energy of the system.

From these models, a variety of materials properties can be calculated, including:

• ground state energy

• charge density and scanning tunnelling microscopy (STM) plots

• band structure and density of states (DOS)

• spin moments

• optical properties

• core binding energies

• X-ray spectra in the dipole approximation

10



2.4. WIEN2k

• atomic forces

The base WIEN2k package can also interface with codes allowing for the calculation of
excited states by BSE[21, 22], an all-electron implementation of the GW method[23],
with various DMFT codes to better simulate highly correlated materials[24] (for example
using Wannier functions as a basis[25]), and various phonon simulation code[26–28].

interstitial

region

nuclear region

Figure 2.3: Depiction of a wave function between two atomic nuclei. The potential in
the nuclear region causes the function to vary quickly rapidly within a certain radius,
but slowly in the interstitial.

2.4.1 The all-electron (L)APW method

The key to WIEN2k’s success in its flexible approach to material modelling is that it
fully describes all electrons in a system, rather than only a subset of valence electrons.
Accurately simulating core electrons allows for a full range of materials properties to be
calculated, beyond those that simply depend on the behaviour of the valence electrons
(e.g. core spectroscopy). Including a large number of core and semi-core electrons in a
calculation necessitates an efficient description of each electron.

The Kohn-Sham equations provide a starting point for solving the ground state of a
material, but depend on wave functions that do not have an analytical form. In order
to express these functions, it is necessary to project them onto a set of basis functions.
Once in this basis, each wave function can be stored in computer memory as a vector of
coefficients. The choice of basis functions are a limiting factor in how well this vector
can describe the original non-analytical wave function, and should be chosen with an
understanding of the physics of the underlying system.

In WIEN2k, solids are treated as periodic systems, therefore the Bloch theorem will
apply[29]:

ψ~k(~r + ~R) = ψ~k(~r)e
i~k ~R (2.16)

where ~r is a position vector, ~R is a lattice vector in real space and ~k is a crystal wave
vector in reciprocal lattice space. The exponential term in Equation 2.16 is a plane
wave, which can generally be used as a basis function to describe free electrons. By
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2. Density Functional Theory

extension, plane waves can be used as a basis set in a slowly-varying potential. To
perform computations with a plane wave, it must be sampled and expressed as set of
coefficients c~κ up to some cut off Kmax:

ψ~k(~r) =
~Kmax∑
~κ

c~κe
i(~k+~κ)~r (2.17)

Figure 2.4: Division of space used in the APW method. Two atoms (Sα and Sβ) are
surrounded by interstitial region I. Within the sphere of radius R̄α centred at r̄α, wave
functions will use Sα atomic orbitals as a basis. Reproduced from Ref. [30]

Unfortunately, in a solid system the potential varies rapidly in the vicinity of atomic
nuclei, and a great deal of plane waves would be necessary to give a good description of a
wave function in this region. Therefore it is desirable to augment the plane wave basis in
the vicinity of the atomic sites, using basis function more akin to the bound atomic-like
orbitals. One strategy for doing so (the Augmented Plane Wave (APW) method) begins
by dividing the crystal up into two regions: spherical "muffin tins" centred on the atomic
nuclei, and the interstitial volume between them, depicted in Fig 2.4 as first proposed by
Slater[31]. Then, one of the basis vectors for atom Sα used to expand ψ~k would be:

φ~k, ~K(~r,E) =


1√
V
ei(
~k+ ~K)·~r ~r ∈ I∑

`,m

Aα,
~k+ ~K

`,m uα` (r′, E)Y `
m(r̂′) ~r ∈ Sα

(2.18)

where ~K is sampled up to a Kmax on a reciprocal space ~k-mesh and V is the real-space unit
cell volume. Within the atomic sphere, solutions uα` to the radial Schrödinger equation
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of a free atom with spherical potential α are summed over the quantum numbers `,m,
weighted by coefficients Aα,~k+ ~K

`,m . The atom is centered at ~r ′, with r′ = |~r ′| being the
distance from the centre of the atom, in direction r̂′. Y `

m(r̂′) are the spherical harmonics.

In a free atom, the uα` (r, E) are solved for a boundary condition of vanishing magnitude
as r →∞, which determine E. However, this boundary condition does not exist in an
infinitely repeating solid. Instead, we enforce continuity of the function by choosing the
A coefficients such that the plane wave contribution matches the atomic component at
the sphere boundary (i.e. r′ = Rα).

Conceptually the APW basis would be useful for expanding a known set of wave functions.
However, each basis vector is dependant on an energy eigenvalue that we wish to solve
for. This can be improved by linearizing the APW basis set, known as the Linearized
Augmented Plane Wave (LAPW) method[32]. This is accomplished by taking a one-term
Taylor expansion around an atom-dependent energy El (which is pre-determined for low,
physically relevant l’s). The resulting basis functions:

φ~k, ~K(~r) =


1√
V
ei(
~k+ ~K)·~r ~r ∈ I

∑
`,m

(
Aα,

~k+ ~K
`,m uα` (r′, E`) +Bα,~k+ ~K

`,m u̇α` (r′, E`)
)
Y `
m(r̂′) ~r ∈ Sα

(2.19)

now include another coefficient B and the radial derivative u̇α,~k+ ~K
` . Because another

coefficient has been added, it is necessary to include another boundary condition to define
these vectors, therefore the A’s and B’s are chosen such that the function matches in
both value and slope (first radial derivative) at the sphere boundary.

The resulting basis set is quite flexible and can better describe the electronic states
of a solid than plane waves alone. One challenge in using LAPW is to choose atomic
muffin-tin radii (RMT ) such that rapidly-varying atomic-like functions are not being
used to describe the slowly-varying interstitial potential and that plane waves are not
being used too near the atomic nuclei. However, the accuracy of the LAPW basis can
be largely controlled by a single parameter, namely the Kmax cutoff which controls the
period of the plane-wave components of the basis vectors. In WIEN2k, the product
RminMTKmax is used to control accuracy in a simple way. Since larger RMT spheres will
move the interstitial space further from the atomic nuclei (where the potential varies
most rapidly), a lower Kmax can be used to fit the potential, and vice versa. A typical
value is RminMTKmax = 6− 9 for good accuracy.

2.4.2 LAPW with Local Orbitals

While the LAPW basis provides a good description of electron behaviour in general,
many of the electrons in a typical system are well bound to a single nucleus and will
behave very similarly to an electron in an isolated atom. Such localized behaviour is
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normal in core electrons that will not participate in chemical bonding. It is therefore
unnecessary to expand core states with the LAPW basis (the plane wave components
would be virtually nil), and WIEN2k instead treats them as if they were in isolated
atoms, however under the full electron potential.

However, the case can occur that semi-core electrons exist in a system that are not
completely bound to an atomic sphere, yet have the same l value as a valence electron
with a higher principle quantum number n (for example, systems having both 3p and 4p
electrons)[33]. Since the LAPW expansion described above depends on a linearisation
energy El, it is no longer clear how to choose this energy (in the example, whether it
correspond to the 3p or 4p states). To improve on the description of these more localized
semi-core states, WIEN2k also includes basis functions of the form:

φ`,mα,LO(~r) =

 0 ~r ∈ I(
Aα,LO`,m uα` (r′, Eα1,`) +Bα,LO

`,m u̇α` (r′, E1,`α) + Cα,LO`,m uα` (r′, Eα2,`)
)
Y `
m(r̂′) ~r ∈ Sα

(2.20)

where the E1,` and E2,` are a linearisation energy for the low and high binding energy
states with quantum number `, respectively. Because the state with higher binding energy
will be more localized, it does not have a radial derivative term. The coefficients are
chosen such the function goes to zero (and has zero slope) at the sphere boundary and is
normalized within.

2.4.3 APW with Local Orbitals

While APW can be linearised as described above, its plane-wave convergence is slower
than in the non-linearised APW method. It turns out to be more efficient to use another
scheme for certain states, such as d and f states[34]. Instead, for these states WIEN2k
will use an APW basis with a single linearisation energy, plus a local orbital (lo) to
make up for the fact that the linearisation energy is not the true eigenenergy of the
function[35]. This APW+(lo) basis can also be supplemented by further local orbitals
with two linearisation energies when two states with different primary quantum numbers
occur in the valence region (APW+lo+LO).

2.4.4 On-site Exact Exchange for Correlated Electrons (EECE)

In addition to providing many DFT functionals, the LAPW basis allows for specific
potentials to be applied on a per-orbital basis, in much the same way as the LDA+U
correction mentioned above. This can for example be used to apply a different potential
to specific bands that are poorly described in DFT, such as correlated d or f electrons
as described in Section 2.3.3. One method is to replace the exchange energy term of
the DFT functional with a Hartree-Fock term that is exact. This replacement is Exact
Exchange for Correlated Electrons (EECE)[36], though WIEN2k can also use this method
to apply hybrid functionals[37].
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The EECE functional uses an exchange correlation energy defined as:

EEECExc [ρ] = ELDAxc [ρ] + α(EHFx [Ψcorr]− ELDAx [ρcorr]) (2.21)

where LDA references the underlying semilocal functional (e.g. LDA, GGA), Ψcorr is the
chosen orbital for which a Hartree-Fock exchange energy is calculated, ρcorr the orbital
density, and α is a mixing factor. The orbital is selected by projecting the correlated
orbitals with angular momentum ` onto a given atomic sphere in the LAPW picture.
This operation is therefore computational inexpensive, as these orbitals are easily selected
in the LAPW basis set.
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CHAPTER 3
Surfaces and Surface

Reconstruction

Unlike the periodic systems that are simulated in WIEN2k, every real material system
has a boundary at some surface. Discontinuity of materials at their surface will give rise
to much of their interesting physics and chemistry, as many practical uses of materials
occur at or near surfaces. It is therefore important to study the details of material
surfaces, their structure and their chemical behaviour in order to apply materials to a
desired task.

For the purposes of this dissertation the materials to be considered are crystalline solids.
While crystals can have very complex surface terminations depending on how they are
prepared, it is most convenient to study simple terminations that can be exposed in
large, atomically flat facets. Such facets are formed when a crystal structure is cut along
a high-symmetry direction in the unit cell, and typically occur along the basis vectors.
These facets are then labelled with Miller indices (hk`) where each index is a low integer
(usually 0 or 1) indicating the number of unit cells in a crystal direction before intercept
of the surface plane (0 is used in the case the surface runs parallel to an axis).

Because techniques exist to prepare high quality crystal facets that extend for distances
substantially longer than the length scale of a local chemical environment, it is possible
to simulate a surface using a periodic unit cell. Doing so requires the simulation of a
slab, a unit cell that incorporates the repeat unit of the 2D surface with a vacuum layer
above it and a bulk-like layer beneath it, as depicted in Figure 3.1. A slab should be
thick enough that the bulk region behaves similar to a periodic model of the bulk, while
the vacuum is large enough to prevent spurious interaction between the surface and its
repeated images. In addition, a slab must be thick enough that its calculated properties
of interest converge.
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c

a

b

Figure 3.1: A simple slab structure of a rocksalt crystal. The unit cell is indicated by the
solid line, and images of the unit cell are separated by a vacuum layer.

3.0.5 Surface Energy

When a surface terminates, there is a discontinuity in the bonding environment for the
uppermost atoms which are now exposed to the crystal exterior. The result is a surface
energy, or penalty for terminating the interior periodic structure. In the steady state the
energy cost of creating a surface must be positive; if this were negative, creating a surface
would lower the energy of the system in question and surfaces would spontaneously form.
In a simulated slab, surface energy γ is typically expressed per unit surface area:

γ = Eslab −NEbulk
2A (3.1)

where A is the slab surface area per unit cell, Ebulk is the energy per atom of the bulk unit
cell and Eslab is the total energy of the slab structure. A slab must have two identical
surfaces, hence the factor of 2 in the denominator.

3.0.6 Surface Reconstruction

The existence of a surface energy means there is thermodynamic driving force to minimize
it. As a result, the atoms in the vicinity of the surface can rearrange to find an equilibrium
position different than in the crystal interior. For example, atoms can move to change
their coordination number, can undergo a change in oxidation state, or can move into
positions with different symmetry. The total number of atoms in a surface layer can
change, potentially changing the local material stoichiometry. A surface can also be
stabilized by adsorbates, depending on the environment.

In the interest of simulating surfaces with a periodic method, this dissertation is interested
in surfaces that are regular and have finite units of repetition. Such surfaces can
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be described with respect to the unit cell of the underlying bulk termination as a
superstructure using: Wood’s notation: (m× n)Rφ, where m and n are multiples of the
bulk basis vectors in the surface plane, and φ is a rotation. For example, Chapter 5
describes a (

√
2×
√

2)R45° reconstruction of the magnetite (001) surface. This naming
convention is convenient, as it can be easily determined by LEED (see section 4.3).

3.0.7 Polar Considerations

A material composed of more than one atom can be separated into cations and anions on
the basis of valence charge transfer. It can be helpful in understanding such a material’s
polar properties by modelling it as a collection of point charges. By replacing each
atom in the structure with a point charge equivalent to the formal oxidation state of
the atom, one can gain a simple understanding of any polar effects occurring within a
given structure. While typically a bulk material should not have a permanent electric
dipole in its ground state, there can be important polar effects at material interfaces or
surfaces[38]. For the purposes of this work it is important to consider the implications of
a surface reconstruction with a polar termination.

Given a crystalline material (with a corresponding unit cell) and considering an appro-
priate crystal direction it is possible to consider a material to be layered[39]. In a layered
material, there is usually some stacking order in which the layers repeat (e.g. ABAB,
ABCABC, ABACA, etc...). Considering again a point charge model, it is useful to sum
up the charges on each layer to find its charge per unit cell. This now reduces the task of
searching for any dipoles to a 1-dimensional problem.

There are in general three types of layered surfaces that can result, as defined by
Tasker[40]:

• Type 1, where each plane contains both anions and cations, but achieves overall
neutrality

• Type 2, where the planes are charged, but stack in such a way as to prevent a net
dipole moment from accumulating, and

• Type 3, with charged planes and a net dipole moment.

If a material’s structure does lead to a bulk dipole moment, as in Type 3, termination
at a simple surface will lead to a divergent surface energy. This can be thought of as
an uncompensated charge imbalance creating a voltage across the surface layers. This
voltage will increase with each subsequent layer, leading to a so-called polar catastrophe.
In principle such a surface cannot exist in a single facet; instead it must compensate
break into multiple terraces or facets to reduce the net dipole. In the simplest geometry
(alternating layers of equal charge σ and equal layer spacing) to prevent such a divergent
surface energy, it is necessary to apply a surface charge with half the magnitude of the
repeating charge. This situation is depicted in Figure 3.3, and results in a finite surface
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Type 1 Type 3Type 2

Figure 3.2: Tasker’s three surface terminations for non-metallic surfaces. Layers in type
1 surfaces have no net charge. Type 2 surfaces have charged layers, but no macroscopic
net dipole. Type 3 surfaces accumulate a net dipole, which must somehow be relieved.

energy that does not depend on slab thickness. For an example of a diverging surface
energy, see Figure 5.4.

It has been shown that the polar catastrophe can be prevented in general, for layers
spaced by distances R1 and R2 by m outer layers with charges σj [39]:

m∑
j=1

σj = −σm+1
2

[
(−1)m − R2 −R1

R2 +R1

]
(3.2)

Such a multi-layer termination will be discussed in Chapter 5.

Of course, real surfaces are not composed of layered point charges, and so other physical
effects can occur to stabilize a polar surface. Metallic systems, for example, have mobile
valence electrons which can redistribute themselves to counteract a dipole. In non-metallic
systems, cations or anions can change oxidation state, leading to a charge transfer between
layers. Alternatively, surfaces can be stabilized by adsorbates, such as O, OH−, etc.
Also, layer spacing can change, with surface atoms typically relaxing towards the bulk.

3.1 Surface Phase Diagrams
Determining the structure of a surface requires some metric with which to compare
surface energies. For surfaces with variable composition, one method is to compare
structures using a surface phase diagram. In the case of a material in contact with an
atmosphere, the surface behaves like a diaphragm connecting two reservoirs: the material
bulk and the atmosphere. When annealing, mass flow can occur in either direction until
a chemical equilibrium is reached. Since composition can change in such a system, it is
necessary to convert from a simple surface energy to a surface free energy that can vary
with the number of atoms. A suitable thermodynamic potential to use in constructing
this is the Gibbs free energy G[41][42]:
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Figure 3.3: A generic FCC structure with a compensating surface termination layer of
1
2ρ. Such a surface has a converging surface energy.

G(p, T ) = E + pV − TS (3.3)

where E is the internal energy of the system (usually called U in the chemistry context,
but here made consistent with DFT terminology), with a pressure p acting on the system’s
volume V , and with a total entropy S at temperature P . Therefore, at a surface we can
express the surface free energy γ as:

γ(p, T ) = 1
A

[
G(p, T,NA, NB, ..., Nx)−NAµA(p, T )−NBµB(p, T )− ...−Nxµx(p, T )

]
(3.4)

where Nx are the number of chemical species x in the sample, and µx are their chemical
potentials. As mentioned in Section 3, in a periodic DFT code we can model a surface as
slab with two identical surfaces, leading to a factor of 1/2A per surface free energy of Gslab.
In addition, since the surface is in contact with the material bulk as one thermodynamic
reservoir, the chemical potential of each surface atom cannot vary independently. Instead,
they are related through the stoichiometry and Gibbs free energy of the bulk composition,
gbulk. Simplifying Equation 3.4 for a binary compound AxBy, we therefore have the
relation:

XµA(p, T ) + Y µB(p, T ) = gbulkAxBy
(p, T ) (3.5)

where gbulk is the Gibbs free energy per formula unit. Combining Equations 3.4 and
3.5 we therefore have γ in terms of a single chemical potential, which can be controlled
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experimentally by varying the pressure and temperature of the atmosphere reservoir, for
example. This results in a 2-dimensional surface phase diagram for a binary compound,
with higher dimensions necessary as additional elements are added.

To construct a surface phase diagram requires choosing the limits of the experimentally
controlled potential. For example, in a binary solid AxBy one can consider two endpoints
of the energy diagram: the potential that will force spontaneous formation of either
component in the bulk, rather than their mixture in the binary solid. For example, in a
metal oxide system MOx, where oxygen in the atmosphere above the surface is the most
easily controlled potential, the two endpoints would be:

• low µO (high µM ) such that O is forced from the oxide and bulk M (in the most
stable phase at experimental conditions) spontaneously forms: µM = gbulkM

• high µO (low µM ) such that O2 begins to spontaneously condense onto the sample
surface: µO = 1

2E
total
O2

To compute a surface phase, we must relate a DFT total energy E with a desired Gibbs
free energy g. DFT simulations can be considered to be a Helmholtz free energy at zero
temperature and pressure. In this picture, the TS term of equation 3.3 will be contained
by phonon energies, shown to cause a ±10meV/Å2 deviation in γ for P < 100 atm and
T < 1000 K in RuO2[42]. Ground-state vibrations that cannot be considered in the
time-independent Kohn-Sham picture are neglected. The pV term remains, but is on the
order of 10−3 meV/Å2 under reasonable experimental conditions. It is therefore possible
to use DFT total energies in place of free energies, provided an error of ≈ 10 meV/Å2

can be tolerated.

Therefore, a surface phase diagram can be built using total energies of the surface slabs
under study as well as the bulk or molecular forms of each element in the slab. Once
constructed, it can be more helpful to convert chemical potentials into a temperature or
pressure range, for example, of an O2 atmosphere above a sample being annealed. This
is possible using a combination of thermochemical tables (to provide the entropy and
enthalpy of constituents as a function of temperature) and the following relation with
respect to a standard pressure p0:

µ(p, T ) = µ(p0, T ) + 1
2kT ln

( p
p0

)
(3.6)
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CHAPTER 4
Experimental Methods of

Studying Surfaces

There are many experimental techniques that can be used, either specifically or non-
specifically, to study the properties of thesis. Sometimes this is accomplished by tuning an
experiment to be more "surface sensitive". That is, one somehow modifies an experiment
to restrict an otherwise be a bulk measurement to the surface regime. Other experiments
are constructed in such a way as to only be applicable to surfaces. In this chapter, some
surface techniques used in the remainder of this dissertation are discussed, especially in
their relationship to theoretical methods.

4.1 Scanning Tunneling Microscopy

Scanning tunneling microscopy (STM) is a very powerful technique for retrieving real-space
information about a material surface with atomic resolution. First pioneered in 1982 by
Binning and Rohrer[43], STM has quickly become one of the most important experimental
methods in the field of surface science. STM allows for facile measurement of a wide
variety of metallic and semiconducting materials, and has resulted in complex surface
reconstructions being solved[44], manipulation of individual atoms on a surface[45] and
visualization of quantum mechanical effects at a surface (e.g. the "quantum corral"[46]).

STM operates by bringing an "atomically-sharp" tip (typically of Pt or W) to within
a few angstroms of a surface until a tunnelling current (typically measured in nA) can
be measured when a bias voltage is applied. A sample surface can then be imaged by
rastering in X and Y, while maintaining a constant height in Z (constant height mode) or
a constant tunnelling current while changing height in Z (constant current mode). The
measured tunnelling current is proportional to the localized density of states (LDOS)
beneath the STM tip, and gives information about the location and shape of electronic

23



4. Experimental Methods of Studying Surfaces

states at the surface. Depending on the bias voltage polarity, electrons can either tunnel
into unoccupied conduction band states, or out of occupied valence band states. Most
importantly, atomic resolution can be achieved, allowing the physical structure of a
surface to be directly imaged.

For the purposes of this work, it is necessary to have a basic understanding of the
theory of STM operation. In WIEN2k, the Tersoff-Hamann approximation[47] is used to
transform the internal representation of the quantum state of a system (charge density)
into a simulated STM image. This theory begins with a description of the tunnelling
current I across a tip-surface gap as described by Bardeen[48]:

I = 2πe
~
∑
µ,ν

f(Eµ)[1− f(Eν + eV )]|Mµν |2δ(Eµ − Eν) (4.1)

where f(E) is the Fermi function, V is an externally applied bias, µ and ν represent the
states of the tip and the surface, respectively, and Mµν is the tunnelling matrix element
between tip state ψµ and surface state ψν . Under low-temperature conditions one ignores
reverse tunnelling. Additionally, under a low applied bias with respect to the Fermi
energy EF , Equation 4.1 simplifies to:

I = 2π
~
e2V

∑
µ,ν

|Mµν |2δ(Eν − EF )δ(Eµ− EF ) (4.2)

To model further from this point requires information about the tip and surface geometry.
Since, by its nature, tunnelling current decays exponentially with distance, it is reasonable
to approximate the STM tip as a point source. This can be interpreted as the atom
or broken bond nearest to the surface, which will dominate in any tunnelling. In this
localized limit, Tersoff and Hamann model the tip as a spherically symmetrical potential
well with radius R at position r0 a distance d above the surface, as depicted in Figure 4.1

In this case the tunnelling matrix elements Mµν are simply proportional to the amplitude
of the surface states ψν at the tip point r0:

I ≈
∑
ν

|ψν(~r0)|2δ(Eν − EF ) (4.3)

Further evaluation of this expression is possible in the interest of better quantifying the
current (for example, in trying to determine the lateral resolution ∆x of the method).
In doing so, the most important approximations are that the work function of surface
and tip are equal (which should be roughly correct in the low-bias approximation) and
that only spherically symmetric states from the tip contribute to tunnelling (the s-wave
approximation). Tersoff and Hamann demonstrate that these approximations affect
the coefficient of proportionality between the tunnelling current and the LDOS, but
with only small errors. The s-wave approximation is most notable for our purposes in
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4.1. Scanning Tunneling Microscopy

Figure 4.1: Idealized STM tunnelling geometry. The scanning tip is modelled as a
spherical emitter at point r0 with radius R. The nearest distance to the surface d
(typically ∼ 6Å) gives the greatest contribution to tunnelling current. Tip states are
considered to be spherically symmetrical s-waves.

that it underestimates the lateral resolution possible in STM. For example, it has been
demonstrated that the s-wave model breaks down in the case of imaging graphite, where
the tip electronic states become important[49]. However, since this breakdown of the
simple model described above leads to an improvement in lateral resolution, it will not
be considered in this work.

4.1.1 Simulating STM in WIEN2k

For the purposes of this work, simulated STM images are created to compare with
experimental measurements made in one of two modes: constant current and constant
height. During a constant current measurement, a feedback mechanism is used to adjust
the height of the scanning tip above the surface in order that the tunnelling current
remains constant. Thus as the surface beneath the tip changes, the tip height will be
adjusted so as to avoid a collision. On an atomically flat surface it is also possible to
disable this feedback and conduct a constant height measurement.

In WIEN2k, a simulated constant height image is trivial to construct using the lapw5
utility, which produces charge density plots for a specified plane within the unit cell.
The plane is sampled at a specified resolution and the sum of the spin-up and spin-down
valence density at that point is output. By using a plane parallel to the surface of a
model slab, varying its height from the surface and adjusting the contrast of the resulting
plot it is possible to make a reasonable approximation of an experimental scan.

To simulate a constant current measurement, lapw5 can be put into an STM mode with
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a target density level. In this mode, for each point of the specified plane the code conducts
a search above and below the plane for the target density, then outputs the height at
which it occurs. This simulation method is more suitable for more complex surfaces, such
as those that are not atomically flat, containing steps or open areas, as these areas may
lead to large changes in the point charge density. In the WIEN2k implementation it is
currently not possible to use the STM mode in such a way as to intersect at RMT sphere
around an atom, but this is not typically an issue when simulating realistic tip-surface
distances

In both types of simulation, it is important to restrict the charge density used by lapw5
to a small energy range around the Fermi energy. This corresponds with the summation
over surface states ν as described in Equation 4.3, with the Fermi energy as one of the
end points, and can be accomplished with lapw2. For example, to simulate an STM
image of the unoccupied states in the first 0.25 Ry above a Fermi level of 0.5 Ry (i.e. a
3.4V bias voltage), the following command will sum the appropriate states:

x lapw2 -all 0.5 3.0 (-up/-dn)

Afterwards, lapw5 will utilize this subset of the total charge density when producing
plots.

4.2 X-ray Spectroscopy
X-rays, which are emitted from core-level electron transitions, serve as useful probes of
materials for several reasons:

• They provide elemental sensitivity, due to different elements having sharp, uniquely
spaced core binding levels.

• They attenuate slowly through matter, allowing for a good penetration of X-rays
being used for excitation or as information carriers.

• They can be easily generated under a variety of conditions, for example in monochro-
matic, collimated beams

For the purposes of this work, soft X-rays (X-rays with energy less than 2000 eV) were
used to conduct spectroscopic measurements under a variety of conditions.

4.2.1 X-ray Photoelectron Spectroscopy

When an photon of sufficient energy is adsorbed by an electron, it can be freed from the
potential well of the material it is bound to, becoming a photoelectron. When exciting
core-level electrons this process is called X-ray Photoelectron Spectroscopy (XPS)[50, 51].
XPS serves as a surface-sensitive probe of the elemental composition of a material, and
is also sensitive to the local chemical environment about atoms through small shifts
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in electron binding energy. Valence band electrons (VB XPS) can also be measured,
particularly through the use of a tunable X-ray source to bring the exciting beam closer
to resonance. X-ray energy tuning can also affect the adsorption cross-section of different
elements, leading to peak intensity shifts that reveal electronic structure that would
otherwise be hidden under experimental broadening.

An XPS experiment is typically conducted under high vacuum conditions (to prevent
adsorption or inelastic loss of photoelectron energy), and consists of the following general
components:

Figure 4.2: Experimental setup of an XPS measurement.

• An X-ray source, usually an X-ray tube where electrons are accelerated into a metal
anode (typically Mg or Al) to produce Bremsstrahlung X-rays. These X-rays are
then reflected off a crystal (e.g. quartz) to produce a monochromatic beam.

• Focusing optics to produce an X-ray beam with a known spot size.

• The material under study, ideally with a flat surface

• An electron analyser, which separates electrons of different kinetic energy using
magnetic fields

• An electron detector, which counts the electrons of a particular kinetic energy

Electron binding energies can be determined from the measured kinetic energy spectrum
using the following equation:

Ebinding = Ephoton − (Ekinetic + φ) (4.4)
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Figure 4.3: Universal curve for electron inelastic mean free path through a solid. Based
on Equation 5 from Ref [52].

where Ephoton is the known energy of the incoming X-ray and φ is the work function of
the material under study.

Since the escaping photoelectrons serve as the information carrier in this experiment, the
surface sensitivity of XPS is determined by the inelastic mean free path through which
an electron can leave the material under study. This mean free path has a minimum of
≈ 0.5 nm at between 40-60 eV kinetic energy, and then increases with higher energies (up
to 5nm under typical XPS exciting radiation). If an X-ray source with tunable energy is
used (such as a synchrotron) there can be some control of the surface sensitivity of a
measurement, but this is most often achieved by changing the experimental geometry to
a grazing angle. By angling the sample surface such that the incoming X-ray beam and
outbound path to the electron analyser are at grazing angles, the path length through
the material is maximized, thus attenuating photoelectrons generated deeper within the
surface. Changing the sample angle is therefore used to quickly probe different depth
regimes, to give an idea of "bulk" versus "surface" chemical environments.

4.2.2 X-ray Absorption Spectroscopy

If an absorbed X-ray does not have sufficient energy to free an electron from a material,
it can instead promote the electron to a bound, unoccupied state. Since the majority of
unoccupied states in a system are above the Fermi level, X-ray absorption spectroscopy
(XAS) provides an elementally specific probe of a material’s conduction band. As we are
specifically interested in conduction band information, only the lowest energy transitions
that do not undergo further scattering processes are of interest; this is known as X-ray
absorption near edge structure (XANES) or near edge X-ray absorption fine structure
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Figure 4.4: Setup of a synchrotron XAS experiment, with TFY, TEY and AEY being
measured.

(NEXAFS)[53].

An X-ray absorption experiment consists of the following general elements:

• A monochromatic X-ray source, most typically produced by a synchrotron bending
magnet or other insertion device refracted off a crystal monochromator. The source
must have tunable energy E in order to sweep over the absorption edge of interest.

• A metallic mesh, used to measure the beam current I0(E) before it impinges on
the sample under measurement.

• The sample, connected to ground to prevent charge from building up as electrons
leave

• A detector, to be described below, that measures the degree to which the X-ray
beam is absorbed.

A depiction of the experimental set up can be seen in Figure 4.4.

As the incoming X-rays are absorbed by the sample, it is the goal to measure an absorption
co-efficient µ(E). Ideally, total absorption of an X-ray beam passing through a sample
is measured by placing another detector behind the sample to measure another beam
current It(E). Then the absorption co-efficient is simply:

µ(E) = 1
t
ln

(
I0(E)
It(E)

)
(4.5)

where t is the uniform sample thickness. Unfortunately, this type of transmission
measurement is only possible if the X-ray beam is not fully absorbed by the sample,
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which typically occurs for the low X-ray energies used to probe the K edges of light
elements. Instead, another process that is the result of the X-ray absorption must
be measured, and assumed to be linearly related to µ(E). For the purposes of this
dissertation, two such measurements are considered:

• When a core electron is promoted to the conduction band in the vicinity of the
sample surface, while it may remain bound to the sample for a relatively long
period of time relative to the excitation process, it may eventually cause a secondary
electron to be ejected from the surface. If the sample is conducting and connected to
ground, the ground current ITEY (E) can be measured. The so-called total electron
yield (TEY) is then the ratio of ITEY (E) to I0(E). At energies below 1000 eV,
these electrons escape from a depth of up to 2 nm [54].

• In elements with multiple core levels (e.g. a 1s and a 2s level below the valence
band), after an X-ray absorption event the resulting core hole can be refilled by
another core electron (e.g. a 2s → 1s transition). The transition energy is then
imparted to a valence level electron, which when ejected from the sample is known
as an Auger electron, as depicted in Figure 4.5. Auger electrons have low kinetic
energy, and hence a low mean free path within the sample. Therefore, if an Auger
electron current IAEY (E) can be collected with an electron analyzer (as described
in Section 4.2.1 above), then it is known to have occurred within a few atomic
lengths from the surface, making the Auger electron yield (AEY) an extremely
surface sensitive measurement of µ(E). An example of the Auger lines used to
measure AEY in SrTiO3 is shown in Figure 6.3.

• While not used in this work, the relaxation of an X-ray excited atom can, through a
number of processes, result in the emission of another X-ray, usually of lower energy,
a process known as fluorescence. These fluorescent X-rays have an attenuation
length through the sample similar to the exciting X-ray, allowing a measure of
µ(E) from within the bulk, though subject to distortion due to re-adsorption. A
fluorescence current ITFY (E) can be measured with a photodiode or channel plate
detector, yielding the total fluorescence yield (TFY). If an energy sensitive detector
is used to measure the fluorescence, a particular decay channel can be chosen to
eliminate background radiation, giving the partial fluorescence yield (PFY). If a
sample has a strong decal channel at lower energy than the adsorption edge being
measured, such as a lower energy core level transition, the decrease in PFY of that
channel, or the inverse partial fluorescence yield (IPFY), provides a bulk-sensitive
measurement of µ(E) without self-adsorption effects[55].

If adsorption is measured beyond the near edge, excited core electrons will not be bound
and instead become propagating photoelectrons. As they propagate away from the
core, there is backscatter interference from the surrounding atoms, which appears as a
modulation of µ(E). By Fourier transforming µ(E) over an extended energy range above
the adsorption edge it is possible to recover scattering intensity as a function of radial
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Figure 4.5: An example of a KL1L2,3 Auger electron process, where a 1s core hole is
filled by a 2s electron, with the resulting kinetic energy imparted to a 2p electron.

distance; this is known as extended X-ray absorption fine structure, or EXAFS[56]. Since
the core electrons can be selectively excited by the necessary tunable X-ray source, this
measurement provides information about the coordinating environment about the atoms
of a particular element in a sample.

4.2.3 Theory of XAS

Considering the interaction between a classical X-ray and an electron, we can use Fermi’s
golden rule to describe a transition through the transition operator T [57][58]:

T = − e

mc
exp

(
i
Ef − Ei

~c
n̂ · ~r

)
~p · ~A (4.6)

where Ei and Ef are the energies of the initial and final states, ~A is the vector potential
of the X-ray field propagating in direction n̂, and the absorbing electron has position ~r,
angular momentum ~p and mass m. In the case of low-energy transitions (Ef − Ei <<
~c/|~r|) the argument to the exponential is small, and can be taken as the first term of a
Maclaurin series expansion:

f(x) = f(0) + f
′(0)x+ f

′′(0)
2! x2 + ... (4.7)

leading to a result of unity, and when considering excitation by linearly polarized radiation
( ~A = Aê) gives the so-called dipole approximation for initial state i and final state f :

Ti→f ' −
eA

mc
~p · ê (4.8)

An important consequence of the dipole approximation is that the X-ray transition
probability Γi→f is non-zero under certain selection rules. Specifically, if Γi→f is expressed
in terms of spherical harmonics, which well describe core electrons:
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Γi→f (ê) ≈
∣∣∣∣∣∑
q

Y †1q(ê)〈ψf |rY1q(r̂)|ψi〉
∣∣∣∣∣
2

δ(Ef − Ei − hν) (4.9)

This transition probability is significant only when ∆` = ±1, ∆m = 0,±1 and there is
no change in electron spin, ∆s = 0. Overall, it can be considered that total angular mo-
mentum j during the transition must be conserved. For example, a 1s→ 2p transition is
allowed, and will have a non-zero transition probability. For increasing l (e.g. quadrupole
and higher order transitions), the transition probability decreases with the square of the
exponential in equation 4.6. This corresponds to taking the second term of the Maclaurin
series expansion (ei~k·~r ≈ 1 + i~k · ~r), and explains why quadrupole transitions become
more prevalent as transition energies increase (i.e. Ef −Ei becomes significant compared
to ~c/|~r|).

The breakdown of the dipole approximation becomes particularly important in electron
energy loss spectroscopy (EELS) which can also be used to measure core transitions
through energy-loss near-edge structure (ELNES). Because the core transitions in EELS
are caused by high energy electrons (typically in a transmission electron microscope
(TEM) with energies on the order of 100 keV), both the low energy and low momentum
transfer approximations used above no longer hold. Instead it is necessary to calculate a
full transition matrix, which becomes dependant on excitation energy and the relative
orientation of the sample and beam. However, because a modern TEM can measure
energy loss on a pixel-by-pixel basis there is the possibility to conduct spatially resolved
spectroscopy of the conduction band of a material with up to atomic resolution.

4.2.4 Simulating XAS in WIEN2k

Within the LAPW formalism used in WIEN2k, X-ray absorption can be calculated
as a transition intensity between a core level and a conduction band state within the
RMT sphere, since the core wave function will usually be zero outside the sphere (and
particularly so for transitions to 1s states). Considering equation 4.9, it is necessary
to sum over magnetic moments m and crystal momenta q, as they cannot be freely
experimentally selected for during an experiment. However, the use of polarized light
allows for some control of the m transition in highly oriented systems, allowing for
example states with Pz or Px,y symmetry to be selected. The result is then the product
of the local, partial density of states decomposed into the proper symmetry ρl(E) with a
radial transition matix element with the form[59–61]:

[ ∫
r2u`core(r, Ecore)ru`(r, E)dr

]2
W (`core, 1, `) (4.10)

where W is a Wigner 3j symbol[62], r is the distance from the nucleus of the atom in
question, and the core subscript indicates the initial electron state.

To simulate an absorption spectrum in WIEN2k requires four main steps
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• The decomposed, partial charge density is calculated with x lapw2 -qtl.

• Using this, the density of states for (`+1) and (`−1) around the desired edge quan-
tum number are calculated with tetra using the modified tetrahedral method[63].

• The radial transition elements are calculated with txspec, and multiplied with the
partial DOS by xspec.

• The spectrum is broadened with the lorentz program, to account both for state
lifetime and spectrometer broadening.

However, the steps above neglect one of the greatest physical considerations of the
problem: the final state being described during an X-ray absorption event is not the
time-independent ground state of the system. The system is instead perturbed by a core-
hole, a short lifetime non-equilibrium event. Density Functional Theory as introduced
in Section 2 only allows one to describe the ground state of a system of independent
quasiparticles (the independent particle approximation) that approximates a solid system.
It is therefore necessary to construct a system with a ground state that approximates the
excited state of the system of interest. While such a system will not describe exactly the
physics of a electron-hole pair, it can provide a first approximation of the change in core
shielding that will occur. Core-hole effects are particularly important in non-metallic
materials, as the valence electrons do not have the ability to screen the hole charge[64].

In WIEN2k we can create a "frozen" core-hole in a system by selectively removing a
core-level electron of choice by modifying the core level occupation the input files. The
occupation can be adjusted by non-integer amounts, allowing for "partial" core-holes that
allow a degree of control over the strength of the effect and the resulting relaxations in the
electronic structure. Because the structure is periodic, one must isolate this introduced
core-hole, in order to prevent spurious self-interaction. This is accomplished through a
supercell, which has the effect of increasing the size and cost of converging the system.
In some cases a supercell becomes infeasible due to the size of the unit cell under study,
in which case it is important that core hole images are separated by some reasonable
distance.

It is also important to compensate for the charge that has been removed, and WIEN2k
provides two methods for placing the former core electron into the system. The first is to
add an additional electron when filling states in lapw2, occupying a state that would
otherwise be unoccupied in the ground state. While this seems to physically correspond
to the situation occurring during an experiment, the specifics of the conduction band
minimum can potentially cause unintended results. For example if the conduction band
edge is dominated by states from an atom other than where the core-hole sits, the effects of
charge transfer between atoms could be overstated. Alternatively, a uniform background
charge can be applied in the mixer, which prevents any particular unoccupied state from
being filled. The better method to use depends on the electronic structure of the system.
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Using similar electronic structure models, it is also possible to simulate EELS spectrum
in WIEN2k using the telnes3 module[65]. This is accomplished by calculating a double
differential scattering cross section (DDSCS) over a grid of energy loss (Ef − Ei) and
impulse transfer (~p) vectors, allowing the transition operator in Equation 4.6 to be
computed for any desired orientation. The formalism allows transitions of arbitrary order
(i.e. beyond the dipole approximation) to be calculated in a fully-relativistic manner.

4.3 Low Energy Electron Diffraction (LEED)

One of the earliest methods of probing the structure of a material surface with high
resolution is the use of diffracted beams of low energy electrons (Ek < 500 eV). In fact,
the observation by Davisson and Germer of diffraction patterns in electrons backscattered
from the surface of crystalline nickel served as the first experimental confirmation of the
wave-like nature of matter proposed by de Broglie[66][67]. While considerable technical
development was required before Low Energy Electron Diffraction (LEED) could provide
useful information about surface reconstructions (e.g. ultra-high vacuum systems to allow
clean surfaces to be measured), the low penetration depth of these low energy beams is
one of the best methods of probing a material surface for structural information.

A LEED experimental setup consists of the following general components:

• An electron gun, typically consisting of a cathode filament held at a negative bias
versus the sample, along with electron optics to produce a collimated, monoenergetic
beam.

• A sample mount, where a prepared sample is fixed with its surface normal along
the beam path.

• A display system, consisting of biased grids to accelerate the diffracted electron
beams into a spherical fluorescent screen. The sample is positioned in the centre of
this sphere, which results in a direct measurement of the reciprocal lattice of the
crystal surface.

A diagram of the apparatus and a sample LEED image can be seen in Figure 4.6.

To understand a LEED IV measurement, the types of scattering interactions must be
considered. Of primary interest are beams of elastically scattered electrons. Obviously
only backscattered electrons can be measured; forward scattered electrons will be lost
in the sample. Other inelastic scattering events can occur, where electrons will lose
energy to lattice phonons, surface plasmons, or undergo more complicated multi-electron
scattering to produce secondary electrons. Low energy electrons are deflected away from
the screen by the display grids, so that only high energy, singly-scattered electrons will
be imaged.
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(a) Schematic of a LEED experiment (b) LEED pattern formed by a recon-
structed Si (100) surface.[68]

Figure 4.6: Low energy electrons are scattered off a sample surface (left). Constructive
interference from the backscatter forms diffraction spots on a fluorescent grid. The
resulting pattern is observed through a window and can be quickly used to identify
surface reconstructions (right).

Similar to X-ray scattering, the backscattered electron beams can be understood to
constructively interfere when they satisfy the Laue condition:

~k − ~k0 = ~Ghk` (4.11)

where ~k is the wave vector of the scattered beam, ~k0 is the incoming beam, and ~Ghkl is
a reciprocal lattice vector with integer indices h, k, `. Selecting for elastically scattered
electrons, |~k| = |~k0|. Since electrons at low energies have a low penetration depth, on
the order of 6Å, we do not consider the ` component of ~G, and instead consider the 2D
condition:

~k‖ − ~k‖0 = ~ghk = h~a∗ + k~b∗ (4.12)

where the ‖ superscript indicates a vector component parallel to the surface, and ~a∗ and
~b∗ are 2D reciprocal space vectors.

Since at the surface of a material there is typically a relaxation of the bulk structure,
LEED measures a superstructure of this relaxed surface as well as the more bulk-like
substrate beneath. The resulting pattern will have bright spots corresponding to the
substrate layer and dimmer spots in-between, corresponding to the surface layer. The
surface spots are spaced closer together since the surface layer usually has larger real
space dimensions (and hence shorter reciprocal space dimensions).
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Figure 4.7: Labelling scheme for the (100) face of a simple cubic lattice with a (2× 1)
superstructure with the same symmetry. Open circles are the extra spots associated with
the surface structure, and would appear dimmer in LEED.

We can therefore begin to label spots of a LEED pattern using the integer indices h
and k. The direct reflection spot (0, 0) is blocked by the electron beam source, with
higher order spots radiating outward from the centre of the image, as depicted in Figure
4.7. In the case of a superstructure, the brighter spots are given integer labels, with
the dim spots fractional labels depending on their spacing. For simple superstructures
with commensurate symmetry to the substrate, Wood’s notation is used to label the
pattern, based on the spacing of bright spots and any rotation necessary to overlay the
two patterns in the superstructure (typically 45° or 30°).

4.3.1 LEED-IV

While visual inspection of a LEED image allows some cursory information about a
surface reconstruction, for example its 2D symmetry and periodicity versus the bulk,
more quantitative analysis is required to extract a structure from the LEED diffraction
pattern. In this case, intensity measurements of individual spots can be performed with
a spot photometer, Faraday cup or CCD camera. By measuring spot intensity (I) over a
range of bias voltages (V) more information can be extracted in a so-called LEED IV
measurement. Some LEED IV curves can be seen in Figure 5.12.

A full discussion of simulating a LEED IV curve is beyond the scope of this work, but
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can be found discussed in Ref [67] and [69]. Briefly, one can think of each LEED spot
being composed of contributions from multiple scattering sites (largely the atomic cores)
within the surface unit cell. The intensity of each contribution will be affected by many
factors, including atomic number or local structure around an atom, attenuation by
depth beneath the surface, thermal vibrations and inelastic losses. As such, a search
for the wave field of an individual scatterer must be made self consistently to include
incoming waves from neighbouring sites. These individual fields can then be summed
and their far-field behaviour compared to an experimental LEED pattern.

In order to predict a surface structure, it is therefore necessary to begin with a trial
model, perform a multiple scattering simulation, compare the resulting IV curves to
experiment, then update free parameters in the model and repeat until convergence. The
goal is to minimize the reliability or R-factor, a fitness factor between the simulated and
experimental curves. The most commonly used is the Pendry R-factor[70], given by:

Rp =
∑
g

∫
(Yg,theory − Yg,exp)2dE∑

g

∫
(Y 2
g,theory + Y 2

g,exp)dE
(4.13)

where the Y functions (for theory and experiment) are defined as:

Yg(E) =
L−1
g

L−2
g + V 2

oi

(4.14)

where the Lg are the logarithmic intensity (L = I
′
/I) of each of a set of Lorentzian peaks

g. Voi is the imaginary part of the electron self energy. This reliability is designed to be
sensitive to the position of peaks, but relatively insensitive to their amplitude. However,
zeros in the LEED signal also factor in, as they can be caused by important multiple
scattering effects. In general, Rp < 0.2 is considered a good fit, Rp ≈ 0.3 is considered a
reasonable fit for surfaces containing many defects (to be discussed below), and Rp > 0.5
is extremely poor agreement.

Of course, generating a structural model to fit a LEED IV curve is an expensive process
involving a search through a large multidimensional coordinate space. As such, it is most
helpful to have an understanding of the physics of the surface in question, which can be
gained from other experimental and theoretical methods.

37





CHAPTER 5
The Subsurface Cation Vacancy

Surface Reconstruction of
Magnetite

5.1 Introduction

Iron oxide surfaces have been found to have a wide variety of applications, includ-
ing in catalysis[71–74], spintronics[75], magnetic nanoparticles[76], biomedicine[76, 77],
photocatalytic water splitting[78] and groundwater remediation[79, 80]. Many recent
advancements in the the study of iron oxide surfaces are compiled in the recent review of
collaborator G.S. Parkinson[81]. To understand and improve upon these applications, it
is important that we have a good understanding of the science of such surfaces, such as
their structure and chemical behaviours. Since in DFT all properties are derived from
an initial model structure, a good understanding of that structure is necessary before
further properties can be explored.

One iron oxide surface of particular importance is the (001) surface of Fe3O4, commonly
known as magnetite. Magnetite was the first material in which magnetism was discovered,
and has been used in magnetic compasses since ancient times. Its magnetism derives from
the ordering of its inverse spinel structure. The spinel stucture consists of a body-centred
cubic anion array, with cations filling 1⁄2 of the octahedral holes and 1⁄8 of the tetrahedral
holes. In a normal spinel the tetrahedral (A) and octahedral (B) sites are filled with
cations in the 2+ (3d6) and 3+ (3d5) state, respectively. In an inverse spinel, this is
reversed. The A sites in magnetite have tetrahedrally coordinated Fe3+ cations, while in
the octahedrally coordinated B sites Fe have an average occupation of Fe2.5+, as shown
in Figure 5.1. In the [001] direction, magnetite can be modelled as alternating layers of
(Fe2)6+ (the A-layer) and (Fe4O8)6– (the B-layer). The spins of the two layers oppose
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Figure 5.1: Structure of bulk magnetite. Tetrahedral FeA and octahedral FeB occupy a
body-centred cubic O lattice in anti-ferromagnetically coupled layers.

each other, leading to a bulk ferrimagnetic ordering that gives the overall magnetic
structure of the material.

While magnetite is a half-metal at room temperature, it undergoes a first-order metal-
insulator transition at its Verwey temperature, about 125K[82]. Below the Verwey
temperature the conductivity of magnetite decreases by two orders of magnitude. This
transition occurs due to a charge ordering of the B-layer Fe2.5+ into localized Fe2+ and
Fe3+ at low temperature, in addition to a distortion of the cubic inverse spinel structure
into a large monoclinic cell[83]. However, the exact nature of the charge ordering below the
Verwey transition is still disputed, with charge disproportionation between neighbouring
FeB shown to be less than 0.5 e–[84]. For the purposes of this chapter FeB sites will
be discussed as if they have a formal oxidation state of either 2+ or 3+ in order to
distinguish them, as they become inequivalent in DFT calculations. There has been
recent work in attempting to induce the Verwey transition in strained magnetite through
an applied voltage to create a "Mottronic" switch[85].

5.2 Previous Understanding of the (001) Surface

Magnetite has a well understood crystal structure, and its surfaces have been studied
extensively in the literature. DFT studies have shown that the (001) surface is the
most energetically favourable surface, dominating the Wulff construction of a Fe3O4
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particle[86]. The (111) and (011) surfaces are both less favourable than (001), though
their respective energy penalty is disputed[87]. Experimental studies of magnetite clearly
show that the (001) surface of annealed samples will form a (

√
2×
√

2)R45° reconstruction;
this is common enough to be taken as an indication of a clean surface[88, 89]. This
reconstruction is easily confirmed with LEED, as shown in Figure 5.2.

Figure 5.2: (
√

2×
√

2)R45° LEED pattern on an annealed Fe3O4 (001) surface, E=95 eV.
Reprinted from Ref. [89] with permission from Elsevier.

Annealed (001) surfaces were understood to terminate at the B-layer based on STM
studies such as Ref [89]. The surface consists of FeB rows separated by 6 Å that rotate by
90° between surface layers with step height of 2.1 Å. The rows travel along the [110] and
[1̄10] directions, consistent with FeB positions in the bulk unit cell. Collectively the rows
adopt a wavy pattern, with the spacing between rows alternating between narrow and
wide sites (to be expanded on below). A sample STM image is presented in Figure 5.3.

As mentioned in Section 5.1, in the [001] direction magnetite is a layered material, with
each plane possessing a net charge of ±6 e–. As discussed in Section 3.0.7, such a layering
must be terminated by a surface with net charge of ±3 e– to prevent a polar catastrophe
and subsequent surface faceting. Two simple terminations would satisfy this polar criteria:

• A half-monolayer termination of FeA
3+ in the bulk-continuing tetrahedral site.

However, this termination is inconsistent with STM experiments that show a largely
flat surface without protrusions.

• One oxygen vacancy per (
√

2×
√

2) unit cell, plus an oxidation state change of
either one FeB

2+ or two Fe2.5+
B to a 3+ state[89]. However, such a reconstruction
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Figure 5.3: High resolution image of the magnetite surface (001). At low bias (here
V=0.17V), individual FeB sites can be distinguished. The wavy pattern alternates
between rows, giving a (

√
2×
√

2) unit cell. The × indicates the site of selective adatom
adsorption in the reconstruction. From Ref [90]. Reprinted with permission from AAAS.

would strongly promote dissociative water adsorption at the surface, and this is
not observed [91, 92].

With neither simple alternative to B-layer termination being consistent with experiment,
a consensus built around the reconstruction being some sort of distorted B-layer.

5.2.1 Distorted B-layer Termination

As mentioned above, polarity arguments prohibit a simple (1×1) B-layer termination, as
depicted in Figure 5.4. It is therefore necessary for some combination of structural or
electronic relaxation to occur. Such models were proposed by Pentcheva and Łodziana
on the basis of PBE and PBE+U calculations, respectively[93, 94].

The Pentcheva model described a 9-layered Fe3O4 slab undergoing a Jahn-Teller distortion
at the surface, leading to the (

√
2×
√

2) reconstruction and a wavy pattern in the surface
B-layer, in qualitative agreement with the STM measurements. Polarity compensation
seems to be achieved by a migration of charge away from the surface, leading to a
substantial quenching of the magnetic moment of surface FeB sites (3.00µB) as compared
to bulk FeA tetrahedral (3.43µB) and FeB octahedral (3.50µB) sites. They additionally
observe a magnetic moment of 0.25µB to surface O sites without a sub-surface FeA
neighbour. Additionally, Pentcheva makes use of a surface phase diagram to demonstrate
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Figure 5.4: Depiction of the polar catastrophe of an un-reconstructed B-layer termination.
The divergent surface energy will force the surface to reconstruct.

that this distorted B-layer termination (DBT) has lower surface energy than a variety
of other surface terminations, including the two simple terminations mentioned above,
as well as unrelaxed A and B-layer terminations and a half-monolayer FeA put in-plane
with the terminal B-layer. This model was later compared to LEED IV experiments,
resulting in an overall fit of Rp = 0.34. The low level of agreement was attributed to the
inclusion of defects, domain boundaries and surface roughness in the measured sample,
as well as being in line with other oxide surfaces.

The DBT model was improved by Łodziana by the inclusion of a Hubbard-U correction
(U =4.5 eV, J =0.89 eV) and an increase to a 15-layer slab. The inclusion of the Hubbard-
U produced more realistic moments of 4.10µB and 3.90µB on the two inequivalent surface
FeB sites, as compared to the bulk FeB moment of 3.90µB and FeA moment of 3.95µB.
In addition, Łodziana notices a band gap of 0.3 eV opening and a charge ordering in
the subsurface iron layers, likening the effect to a Verwey transition happening at the
surface. Scanning tunnelling spectroscopy studies also observe a gap of ∼0.2 eV at room
temperature[95], and spin polarizations at the Fermi edge of less than 100% is noted
experimentally (see Section 5.8). However, the DBT structure does not sufficiently
displace the surface FeB sites to account for the experimental behaviour of adatoms, as
will be discussed below.

5.3 Adatoms on the (100) surface
The magnetite (100) surface has been shown to stabilize single adatoms of Au (as
shown in Figure 5.5), Ag and Pd, making it an excellent model substrate with which to
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Figure 5.5: STM image (300 × 300 Å2, V = +1V) of 0.12 ML Au deposited on Fe3O4 at
room temperature. The inset shows two adatoms occupying neighbouring (

√
2×
√

2) unit
cells. Reprinted figure with permission from Ref [96]. Copyright 2012 by the American
Physical Society.

understand catalysis reactions using these metals[96, 97]. The adatoms are stable against
agglomeration up to temperatures of 700 K, indicating a strong binding reaction with the
surface. Interestingly, after being deposited, these adatoms are found to occupy only one
of two bulk-continuation sites in the (

√
2×
√

2) unit cell, as seen in the Figure 5.5 inset.

This selective adsorption posed a challenge to the DBT surface model. Even with
subsurface charge ordering, the distortion of the surface layer was too subtle to impact
the geometry of the bulk-continuation sites. In the DBT model used in this work, the
neighbouring oxygens that bound these two sites are 3.386Å and 3.460Å apart; adsorbing
atoms in these sites would see a difference in bond length on the order of 0.04Å. Indeed,
DFT+U calculations for Au adsorbates show a nearly identical adsorption energy for
both sites. While it it is shown that occupation of both sites in a single unit cell is
unstable[98], this does not explain why site selectivity can occur at low adatom coverages
such as the 0.12ML coverage imaged in Figure 5.5.

A clue to resolve this issue came about when adsorbed Co on the magnetite (001) surface
was found to incorporate into the surface at room temperature[99]. Sequences of STM
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5.4. SCV termination

Figure 5.6: Structure of the magnetite-like maghemite, γ-Fe2O3. The maghemite structure
is characterised by a random distribution of octohedral FeB vacancies, depicted here as
un-filled blue spheres.

images clearly show a Co adatom transforming into a bright feature in line with a row
of surface FeBs. In addition, sufficient incorporation of adatoms in this way causes the
(
√

2×
√

2) surface reconstruction to lift, and a (1×1) LEED pattern to emerge. Since
the surface FeBs remain visible after incorporation, it seemed that the Co was being
incorporated into sub-surface vacancies. These vacancies both exist in sufficient quantity
to adsorb 1 Co adatom per (

√
2×
√

2) unit cell, and seemed to control the unit cell
reconstruction itself. Since the subsurface could not be directly observed with STM, other
experimental and theoretical techniques were required to investigate this phenomenon.

5.4 SCV termination
Magnetite itself is a metastable form of iron oxide, forming at oxygen potentials between
that of Fe2O3 (hematite), the most thermodynamically stable form, and FeO (wüstite),
which forms under the most oxidizing conditions[100]. It therefore makes sense to
consider surface reconstructions that are non-stoichiometric. In metal oxides surfaces
this consideration is usually made by considering oxygen vacancies (VOs). This choice is
natural, as on any oxide surface under standard atmosphere, oxygen can be assumed to
be the more mobile, reactive species[101].

Of interest in considering the problems of the magnetite surface reconstruction is the
structure of γ-Fe2O3, maghemite. Maghemite possesses the same inverse-spinel structure
as magnetite, but contains a distribution of octahedral Fe vacancies, as depicted in Figure
5.6 in the cubic approximation. The existance of B vacancies in magnetite are shown to
be preferred under a previous DFT+U study[102], and are stabilized by a relaxation of
nearby Fe cations towards the vacancy and O away from it. Further, the existence of
a bulk phase demonstrates the underlying stability of the O-lattice in its body-centred
cubic sub-lattice structure, which remains intact until after all Fe2+ is removed[103].
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5. The Subsurface Cation Vacancy Surface Reconstruction of Magnetite

One additional property of magnetite is that it appears to be a fairly good conductor of
Fe ions, at least in the vicinity of the surface. Most notably, when annealing magnetite
in O2 at elevated temperature, hundreds of virgin (001) layers are formed, requiring
Fe be supplied from the crystal bulk[104]. Therefore, if magnetite conducts Fe easily
and its inverse spinel structure can stabilize a large fraction of octahedral FeB vacancies,
and the (001) surface can incorporate Co into subsurface layers at room temperature, it
seems feasible that the (

√
2×
√

2) reconstruction includes subsurface octahedral Fe cation
vacancies (SCV) with long-range crystalline order.

To create an initial model it became necessary to consider migrating two FeB out of the
sub-surface B-layer (hereafter labelled the (S-2) layer). Two vacancies were necessary
to maintain mirror symmetry in the (

√
2×
√

2) cell; as seen in Figure 5.3 the surface
rows appear to be mirror images of each other in STM. It seemed unreasonable that the
surface stoichiometry would shift to such a large degree, with the surface unit cell going
from a bulk-like stoichiometry of Fe12O16→ Fe10O16. Instead, it was hypothesized that
one of the two subsurface FeBs moved into an insterstitial position in the (S-1) A-layer
to block one the two bulk continuation sites. The other FeB would meanwhile migrate
away into the bulk, or at least far enough from the surface that it would not affect its
long-range periodicity. This would lead to a smaller stoichiometry change (Fe11O16) and
reconcile the structural model with the two problematic adsorption phenomena.

Having formed a hypothetical model of the (
√

2×
√

2) surface reconstruction, it was
then necessary to go about testing it. It was decided that the model would be tested
theoretically by comparing it with the DBT reconstruction through a surface phase
diagram. Additionally the model would be tested experimentally using LEED IV as
surface sensitive test of structure. These methods are described below.

5.5 Theoretical Techniques

5.5.1 Unit cell expansion due to Hubbard U

The ferrimagnetic behaviour of magnetite, along with the disordered filling of the octohe-
dral Fe2.5 sites causes a distortion of its structure from that of an ideal inverse spinel[105].
This magnetic coupling causes a slight contraction of FeA−O and lengthening of FeB−O
bonds. Conversely, external factors that would change bond lengths in the material, such
as pressure and temperature, will therefore be coupled to the magnetic state. Below
the Verwey temperature, the charge ordering of the FeB sites increases the distortion
sufficiently that magnetite undergoes a phase change from the Fd3̄m space group to a
monoclinic structure[106]. Since our adsorption experiments are performed above the
Verwey temperature, it was decided to use the simpler cubic structure of magnetite as
the basis for slab models its surface. The SCV model turns out to be consistent above
and below the Verwey transition.

Due to the role of magnetism in driving the magnetite structure, an important considera-
tion arises: if we will use a Hubbard U to approximate the correlation of Fe 3d electrons,
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what effect will this have on the structure? In principle we expect a systematic error
in Fe−O bond lengths, leading to an expansion or contraction of simulated bulk or slab
models. As a first approximation, this could be modelled as a hydrostatic pressure applied
to each unit cell, depending on U . Practically this would change the unit cell volume
while maintaining a constant ratio of cell dimensions a, b and c. This approximation will
not be ideal in the case of a slab model, as d electrons at the surface discontinuity will
be affected differently by this change in cell volume (and any surface lift-off). However
this volume correction turns out to be appropriate, as will be discussed in Sections 5.6.1.

To determine the required volume correction on Fe with U = 3.8 eV applied to 3d
electrons, volume optimization was carried out using the tools provided in WIEN2k on
both bulk cubic Fe3O4 (in a 17-layer structure for later re-use of the calculation) and
FCC Fe. A volume expansion step size of 0.5% was used, and the total energy at each
step compared. The results of this optimization are shown in Figure 5.7. The application
of U =3.8 eV resulted in an 11.5% expansion in the unit cell volume of FCC Fe and a 3.5%
expansion in cubic Fe3O4. These expansion ratios were used in subsequent calculations
of Fe3O4 surface slabs and in constructing the surface phase diagram.

5.5.2 DFT Relaxation of the SCV Model Structure

To find relaxed positions of the SCV structure, a slab model was constructed. To maintain
inversion symmetry in the bi-layered magnetite structure, a slab must be 4n+ 1 layers
thick for integer n. One layer serves as the central B-layer, with n A-B units layered
"above" and "below" it. Previous calculations in our group had found that magnetic
moments were not realistic and charge-ordering was not recovered in the centre of a
13-layer (n = 3) slab, so relaxation was performed on a 17-layer (n = 4) slab with 30 a0 of
vacuum separating its two B-layer surfaces. Validation of the convergence of the structure
was performed on a 25-layer (n = 6) model. If we consider the surface-most 4 layers
on each side of a slab as the reconstructed portion, a 13, 17 and 25 layer slab would
therefore have 5, 9 and 17 "bulk-like" layers, respectively.

Once the 17-layer model was constructed, it was relaxed with WIEN2k’s MSR1a mixer,
which simultaneously updates atomic positions along with orbital coefficients during the
SCF cycle[107]. Atomic sphere size RMT of 1.86bohr and 1.5 bohr were used for Fe and
O, respectively. Over the course of the relaxation the O sphere size had to be reduced to
1.15 bohr to avoid atomic sphere collisions, both in the SCV model and in a molecular
O2 model used to calculate the enthalpy of formation. Relaxation was performed with
a 2×2× 1 k-mesh (the cell’s c axis was interrupted by vacuum). An initial RKmax of
5 was used, then increased to 5.5 after an initial convergence for fine adjustment of
atomic positions. An anti-ferromagnetic spin configuration was used as the starting point
for relaxation, however a subsequent test showed that anti-ferromagnetic ordering was
recovered from a non-magnetic initial state.

The SCV model was successfully relaxed, with the resulting structure shown in Figure
5.8. Several comments can be immediately made on the basis of the structure:
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Figure 5.7: Unit cell volume optimizations for U = 3.8 eV
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Figure 5.8: Relaxed SCV structure on the surface of a 17-layer slab (left). Undulation of
the surface FeB layers becomes pronounced, and the interstitial FeA sits in the "narrow"
site between FeB rows. The "wide" site is bounded by under-coordinated Os that sit
slightly relaxed towards the bulk. Viewed from above (right), the selective adsorption
site is marked with a ×.

• The undulation of the surface FeB layers is pronounced as compared to the DBT
structure. In our relaxed DBT structure, surface FeBs are at most 6.073Å and
at minimum 5.933Å apart, an undulation of only 0.14Å. In the SCV model it is
3.5× greater, increasing to 0.49Å, with the wide site and narrow site 6.249Å and
5.758Å apart, respectively.

• The interstitial FeA placed into the (S-1) row stays in the layer with its neighbours,
only relaxing 0.0915Å down towards the bulk. The adjacent surface layer FeBs
relax towards it in the [1̄10] direction, while its neighbouring FeAs relax slightly
away from it in [110].

• The under-coordinated surface layer O (i.e. the ones not bonded to an (S-1) FeA)
relax slightly into the surface, about 0.15Å lower than the other surface Os.

• There is a waviness in the (S-2) O rows that opposes the waviness in the surface
FeB rows that they are beneath. While in the bulk these Os are in a tetrahedral
coordination, in the SCV the Os are adjacent to a FeB vacancy are closer to a
strained trigonal coordination.

• The remaining FeBs in the (S-2) layer form canted octahedra, as they connect
bulk-like O positions in the (S-4) layer with the under-coordinated O on the surface.
They relax towards the interstitial FeA beside them in the neighbouring row.
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5. The Subsurface Cation Vacancy Surface Reconstruction of Magnetite

5.5.3 Surface Phase Diagram - SCV versus DBT

Using a similarly relaxed DBT structure, using the same calculation parameters (U ,
RKmax, RMT sphere sizes, k-mesh, etc), it is then possible to construct a surface phase
diagram as described in Section 3.1. The result, shown in Figure 5.9, shows that the SCV
surface has lower energy than the DBT surface for all oxygen potential µO accessible
under the UHV preparation conditions, and is only higher energy at extremely reducing
(low µO) conditions. Since the SCV structure was published, collaborators have calculated
several other surface reconstructions described by Pentcheva as higher energy than the
DBT structure, including some modified SCV structures with additional surface FeA; all
have higher surface energy than the SCV structure (see Figure 28 in ref [81]).

This theoretical result was very positive, as it showed that the assumptions that were
made about the SCV structure were reasonable. In addition, the structure was stable
under adsorption of Au, which binds strongly (2.03 eV) in a position above and between
the under-coordinated Os in the "wide" site[90]; adsorption in the "narrow" site was
not possible due to the blocking interstitial FeA in the (S-1) row. However, while the
structure seemed physically reasonable, it was built on indirect evidence from adsorption
experiments, and actually contradicts a detail of the site-selective adsorption phenomenon.
It had been assumed that adatoms would be favourable in the "narrow" position between
the FeB rows (the position of the × in Figure 5.3), but the SCV model showed adsorption
was only possible in the "wide" site!

Figure 5.9: Surface phase diagram comparing the SCV and DBT structures over two
extremes of µO: rejection of O from the bulk (low µO) to spontaneous formation of O2
on the surface (high µO). From Ref [90]. Reprinted with permission from AAAS.

50



5.5. Theoretical Techniques

Figure 5.10: The appearance of row undulations on the SCV surface are strongly controlled
by STM bias. Experimental STM images (A-C) were obtained at the same position (in
comparison to the Fe adatom in the top-left). As the bias voltage was increased the
apparent phase of the surface undulations shift, with the preferred adatom adsorption
site (marked with an ×) going from "narrow" to "wide". This can be understood as
a purely electronic effect, as seen in simulated STM images (D-F). By looking at an
adsorption site in cross section (G-I, showing the path marked by a red line in D), it is
clear that t2g orbitals on the surface FeB atoms (blue dashed circles) are tilted towards
the adsorption site. As shown in J, t2g orbitals contribute at energies just above EF , and
are consequently imaged at low bias. As bias increases, the spherically symmetric d2

z

and dx2−y2 begin to dominate the STM image, and the true underlying row structure is
revealed. From Ref [90]. Reprinted with permission from AAAS.

5.5.4 Simulated STM of the SCV Surface

To resolve the adsorption site discrepancy, it was necessary to consider that STM measures
the electron density of a surface. While at long range the electron density around surface
atoms are roughly spherically symmetric, for very high resolution measurements it
becomes important to consider the exact shape of the orbitals being imaged. In the
case of the magnetite surface, Fe 3d states dominate the valence band maximum and
conduction band minimum. In particular, the empty states closest to the Fermi level are
non-spherically symmetric t2g orbitals (the 3dxy, 3dxz and 3dyz orbitals), as shown in
Figure 5.10J. By simulating STM measurements at various biases above the Fermi level
(Fig 5.10D-F), higher energy orbitals with eg symmetry could be included, which turn
out to be more spherically symmetric around the surface FeB sites.

Going from low to high bias, the density around the preferred adsorption site (i.e. the site
between under-coordinated Os) goes from being pointed towards the centre of the site
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(making it appear narrow) to pointing out of the surface plane (making it appear wide),
as shown in Fig 5.10G-I. At low bias the surface FeB’s t2g orbitals appear to be turned
towards the centre of the row in order to remain antibonding with the neighbouring O
atom in the (S-2) site below. This O is in a strained position due to an adjacent cation
vacancy (as mentioned above), giving it an out-of-plane empty 2p orbital in the vicinity
of the Fermi level. At higher energy both the surface FeB and the (S-2) O adopt more
spherical empty state distributions, making the site site appear wide, in agreement with
the position of the position of the surface FeB nuclei.

The simulated STM are in good agreement with STM images collected at the same
bias voltages (Fig 5.10A-C, described in Section 5.6) and aligned through the use of
a landmark (a FeA adsorbate). It can be seen that the narrow position of the wavy
rows at low bias (marked with a ×) becomes difficult to distinguish, as the rows become
apparently straight at 2.0 eV bias, as 3dz2 orbitals become accessible. At 3.4 eV the rows
again become wavy, but in the opposite phase. The adsorption site now appears wide,
in agreement with the positions of the FeB atoms that bound it. The agreement of this
peculiar feature of the SCV’s electronic structure with experiment provided another sign
that the model is an improvement on the DBT structure.

Figure 5.11: Photo of a crystalline magnetite sample mounted on a conducting sample
plate. Courtesy of Roland Bliem.

5.6 Experimental Techniques
Unless noted otherwise, experiments for this chapter were performed on a synthetic
crystal grown using the floating zone method, provided by Z. Mao and P. J. Liu (Tulane

52



5.6. Experimental Techniques

University)). A mounted sample is depicted in Figure 5.11. The magnetite surface
(
√

2×
√

2)R45° reconstruction was prepared in the STM setup by sputtering with Ar+ ions
(Isample =1 µA for 15min) followed by annealing in 1× 10−6 mbar O2 (930K, 30min).
This was repeated for at least 4 cycles. For the LEED experiments, the sample was
annealed at 920K in 1× 10−8 mbar O2, but using a doser that resulted in a ≈ 500
increase of O2 pressure at the surface[90].

STM measurements were performed at 78K, below the Verwey temperature. The sample
was biased to measure empty states at 0.17V, 2.0V and 3.4V. Due to current instability,
the 0.17V images were acquired in constant height mode; the other images were acquired
in constant current mode (this distinction was considered when making simulated images
for comparison).

LEED measurements were performed at 90K by measuring spot intensities in the range
50 eV to 500 eV at normal incidence (within 0.1°) to the primary beam. All symmetrically
equivalent beams were measured (where accessible), averaged together and smoothed to
remove experimental noise. The resulting data set consists of 40 beams, 23 of integer order
(from bulk-like diffraction) and 17 of fractional order (from the surface reconstruction).
The total energy range measured was 11 308 eV.

5.6.1 Comparison of SCV with LEED IV

To provide further evidence of the SCV model, LEED IV measurements were performed
and compared to a refinement model built using the same initial conditions as the
DFT model (e.g. subsurface FeB vacancies and an interstitial FeA in the (S-1) layer).
Refinement of this model allowed simulated LEED beam intensities to be compared to the
measured intensities. The overall agreement was comparable to LEED IV measurements
of clean metal surfaces, with a total RP of 0.125. Selected beams of high agreement are
shown in Figure 5.12; all beams are published in the supplemental to Ref [90].

It should be noted that the refinement of the LEED IV model was carried out indepen-
dently from the DFT model relaxation and compared afterwards, giving an independent
confirmation of the model. The overall agreement of the two models is excellent, with
surface LEED and DFT positions being within at most 0.06Å of each other (Ref [90]
Supplemental, Table S2). It should be noted that this comparison required rescaling
of the DFT structure to experimental lattice constants (to counteract the 3.5% volume
expansion added to balance the Hubbard U approximation). Since the DFT model is
periodic in the c direction (normal to the surface), when rescaling in this direction there is
an implicit assumption that any surface lift-off effects will be negligible, as any non-linear
errors in the lift-off of simulated atoms will be reduced when the model is scaled back
down. Regardless, the agreement of z coordinates between both models remains good at
the surface (below ∆z = 0.02Å in the surface layer).

The excellent fit of the LEED IV structure with the relaxed SCV model serves as a
confirmation that this model well-describes the Fe3O4 (

√
2×
√

2)R45° surface reconstruc-
tion. That the LEED IV model so well describes the surface demonstrates that LEED
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Figure 5.12: Comparison of measured and simulated LEED IV beams of an SCV recon-
structed surface. All symmetrically equivalent beams are compared in the supplemental
to Ref [90]. The overall agreement of all beams with the best-fit structure gives a RP of
0.125. From Ref [90]. Reprinted with permission from AAAS.

IV is a suitable technique for experimentally modelling complex metal-oxide surfaces,
not requiring any arguments about defects or oxygen vacancies. The agreement between
theory and experiment is a demonstration of how accurate both these techniques are in
discovering subtle relaxations in a surface layer, on a sub-angstrom level. With the SCV
structure now understood, we can consider some consequences that arise from it.

5.7 Consequences of the SCV Surface Reconstruction

The primary consequence of the SCV surface reconstruction, and indeed the motivation
for developing the reconstruction beyond a simple B-layer termination model, is that
the surface is able to stabilize single adatoms that are resistant to agglomeration into
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Figure 5.13: Structure of adsorbed Au on the SCV surface, with one Au per (
√

2×
√

2)
cell. The Au binds (2.03 eV) above the unblocked bulk-continuation site, between the two
under-coordinated surface Os. From Ref [90]. Reprinted with permission from AAAS.

clusters at temperatures up to 400 ◦C. This is a result of one of the two bulk continuation
sites per (

√
2×
√

2) unit cell being blocked by the extra interstitial Fe3+ in the (S-1)
layer. With this site blocked, the nearest neighbour distance between stable adatom
adsorption sites is 8.4Å, the periodicity of the reconstructed unit cell[96, 97]. By keeping
its adatoms further apart, the tendency for metals, especially precious metals, to cluster
is avoided, making the (001) surface of magnetite an ideal model substrate on which to
study single-atom catalysis. The adsorption geometry is demonstrated with Au adatoms
in Figure 5.13.

The presence of the vacancies in the SCV surface also leads to an unusual adsorption
behaviour: the ability of a variety adsorbed adatoms to be incorporated into the surface
structure and occupy subsurface vacancies after mild annealing (or even at room tem-
perature). The controlling factor seems to be the propensity for these metal adatoms
to form solid solution for Fe3O4, and more specially for them to have a valence shell
compatible with the octahedral cation vacancy which they migrate to. This phenomenon
is discussed in detail in Ref [99] for Ti, Mn, Co, Ni and Zr.

5.7.1 Low Net Moment at the SCV Surface

The change in stoichiometry at the surface leads to a local abundance of Fe3+ at the
surface, with exclusive Fe3+-like iron in the first 4 layers. This change is seen in the
DFT model as an absence of low-spin moment FeBs; all surface Fe has a moment of
≈ ±3.9µB, as compared to the bulk FeB moments of either ≈3.6µB or 3.9µB, referred to
as Fe2+ and Fe3+, respectively. This change in oxidation state population had previously
been noted in surface sensitive XPS measurements, which found that the top two atomic
layers of magnetite (001) had significantly less Fe2+[108]. This was attributed to either a
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half-layer FeA termination or B-layer termination with oxygen vacancies, both of which
were later ruled out by DFT studies that did not take Fe3+ abundance into account[93].

More recently, X-ray magnetic circular dichroism (XMCD) spectra notes a net magnetic
moment of the reconstructed magnetite (001) that is lower than would be expected from
a stoichiometric surface termination[109]. While bulk magnetite has an experimental
magnetic moment of 4.07µB[110], a moment of 3.48µB was reported for an XMCD
measurement with sensitivity to the top 0.6 nm of a reconstructed sample. The effect is
clearly linked to the surface reconstruction, as similar measurements performed on an
in-situ vacuum cleaved magnetite sample result in a bulk-like moment of 3.90µB[111].
This reduction of spin moment is consistent with the SCV reconstruction in an anti-
ferromagnetically ordered system: both the removal of a FeB and the flip in orientation
as a FeB migrates to occupy the extra FeA position would reduce overall magnetization.
The authors of this study estimated a net magnetic moment of 3.25µB based solely on
the change in surface structure.

5.7.2 Magnetic Oxygen Sites

In addition to an increase of moment on surface FeB sites, the under-coordinated O sites
(without a neighbouring FeA in the (S-1) layer) that surround the preferred adsorption site
also gain a magnetic moment µO ≈0.35µB. This effect was also noted in the Pentcheva
DBT model (with a smaller moment of 0.25µB), and has been previously reported for
the oxygen-terminated Fe2O3(0001) surface[112].

The magnetization in the SCV model is similar to the reported µO of 0.36µB of a single
FeO cluster embedded in Ar performed without a Hubbard U (but instead using the
B1LYP functional[113], which incorporates exact exchange)[114]. This suggests that
magnetized oxygen could simply be the result of a polarizing effect on O in the 2-
oxidation state bound to Fe. However, given that the stoichiometry is moving away from
FeO at the SCV surface (Fe12O16 −−→ Fe11O16), while Fe is simultaneously moving to
a high oxidation state, in addition to under-coordination of these O and the need to
terminate a layered, polar structure (discussed below), it is plausible that these sites
are instead taking on a 1- oxidation state instead, with the unpaired electron resulting
in magnetic moment. It is not clear that such an oxidation state is well described in
DFT by examining the moment alone. For example, there is no magnetization of O in
an isolated H2O2 molecule relaxed using PBE by this author; in this circumstance the
lack of a bonded Fe does not allow any spin polarization at the O site.

The magnetization of these oxygen sites is quenched when they bond to adsorbing atoms,
suggesting a further mechanism for the site-selectivity and strength of adsorption on the
magnetite surface. If this is indeed an O1– site it should prefer to reduce to a 2- state
during adsorption. For example this is suggested in the case of a Ni adatom, which takes
on a 1+ oxidation state (µNi ≈ 1.0µB) when adsorbing on the surface, but has a 2+
state (µNi ≈ 2.0µB) if it incorporates into the subsurface vacancy[99].
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5.7. Consequences of the SCV Surface Reconstruction

The stabilization of an O1– site at a solid surface would be a further interesting phe-
nomenon if it can be confirmed, and experimental evidence should be sought. Some
indirect evidence exists in O 1s XPS measurements of the SCV surface (see Ref. [81]
Fig 42), which shows a slight shift in the peak to lower binding energy. While it is
typical that core binding energy decreases at a surface[115], the magnetic site diverges
significantly from the other surface sites. The effect is similar in both a 17 and 25-layer
SCV slab, with the 25-layer showing good convergence with a bulk Fe3O4 cell in its
central layers. Regardless, its presence at the magnetite (001) surface may also explain
why a supposedly polar surface termination does not facet due to the polar catastrophe.
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Figure 5.14: Core O 1s binding energies of the SCV structure as a function of depth,
for both a 17 and 25-layer slab. The magnetic O1– site diverges significantly from the
other oxygen at the structure, suggesting a change in oxidation state that is potentially
observed in XPS measurements. Final state effects are considered by including a half-core
hole on bulk magnetite and surface SCV sites as described in Ref [115].

5.7.3 Surface Polarity at the SCV Surface

Given the SCV structure with all Fe in the top four layers in a 3+ oxidation state, along
with the presence of high-spin oxygen sites which we assume to be in a 1- state, we
are able to resolve the issue of surface polarity at a B-layer surface termination. If we
considering the top four layers of the SCV reconstruction (the surface unit), one Fe has
been removed to the bulk, leaving a stoichiometry of Fe11O16. Beyond this the magnetite
layers are bulk-like, with alternating layers with charge of ±6. The layer beneath the
surface is a B-layer, with charge -6, so ideally it will be capped with a layer with charge
+3 as described in Section 3.0.7.
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5. The Subsurface Cation Vacancy Surface Reconstruction of Magnetite

Computing the charge of the surface unit, we have 11× 3+ = +33 as a positive charge
on the Fe, with 16 × 2− = −32 on the oxygen, an overall charge of +1. However, if
two of the O are instead in a 1- state, the overall charge becomes +3 as necessary (see
Figure 5.15). Of course this is a simplified model; there will be additional effects due
to the charge of the surface unit being spread over 4 layers rather than one, but the
Tasker polarity compensation model is already a simplification. Given the LEED IV
confirmation of the SCV surface, the issue of magnetite (001) having an unresolved polar
surface termination is settled.

Figure 5.15: Assuming the two magnetic O sites have a -1 formal charge, the SCV surface
gives a total formal charge of +3, as is necessary to prevent a polar catastrophe.

5.8 Conductivity of the SCV Surface

One desired application of magnetite is as a spintronic material. By relying on the
half-metallicity of bulk Fe3O4, it has been hoped that spin-polarized currents can be
controlled in a practical device[116], or in the creation of magnetic sensors or nonvolatile
magnetic memory. However, efforts to build such a device has been challenged by the
appearance of magnetic dead layers at magnetite surfaces or interfaces[117].

The SCV surface termination gives us a lens to examine this problem. As discussed in
Section 5.7.3, the change in surface stoichiometry at the SCV surface towards a more
oxidized state leaves the top four layers containing only Fe3+. In addition, our slab
models do not recover a charge ordered B-layer in the bulk until several layers below the
surface, in contrast to the case when modelling the modified B-layer termination[118].
This suggests that the SCV layer disrupts the normal conductivity mechanism in Fe3O4,
both by removing the availability of Fe2+ sites for charge hopping conductivity at the
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5.8. Conductivity of the SCV Surface
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Figure 5.16: Total DOS of bulk cubic Fe3O4 versus the SCV reconstruction on a 17 layer
slab. The bulk band crossing the Fermi level, originating from FeB 3d electrons, splits in
the SCV model, creating a 0.2 eV band gap. The filled states below EF are contributed
by bulk-like FeB2.5+, while the empty states just above the gap are surface FeB

3+ states.

surface, and disrupting the ability of octahedral sites from taking on a Fe2+ character
deeper into the crystal.

This argument is supported by comparing the DOS of the SCV structure with that of the
bulk, as shown in Figure 5.16. In the bulk at U = 3.8 eV conduction occurs in electrons
occupying a t2g band associated with the FeB site which crosses the Fermi level. In the
SCV structure this band disconnects, with a gap of 0.2 eV, in line with the scanning
tunnelling spectroscopy study mentioned above[95]. This disconnected, filled band is still
associated with the undistorted, bulk-like FeB sites in the centre of the SCV slab, while
the surface FeBs contribute only to the lower filled bands.

The resulting modification to the surface DOS could also shed light on a standing issue
in the understanding of spin-polarized photoemission measurements of Fe3O4. Several
studies making this measurement under a variety of preparation have found a range of
values all less than 100% spin polarization, as would be expected from a purely half-
metallic surface[119–122]. A common conclusion is that a magnetic dead layer precludes
half-metallicity at the magnetite surface, with one study concluding that a dead layer
approximately 1 unit cell deep would be necessary to explain their results[120].
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CHAPTER 6
Surface Reconstructions of
Strontium Titanate (110)

6.1 Introduction

Strontium titanate (SrTiO3 or STO) presents another complex metal oxide with inter-
esting properties, and which is even more complex to understand than magnetite. Like
magnetite, SrTiO3 is a layered, polar material, and it is of interest as a substrate for
growing thin films[123], nanoparticles[124] and depositing catalysts[125, 126]. Bulk STO
forms a perovskite structure with alternating layers of (SrTiO)4+ and (O2)4– in the [110]
direction. As a result STO’s (110) surface cannot have a stable, ordered bulk surface
termination, but must reconstruct with a layer charge of ±2 per unit cell, as described in
Section 3.0.7.

STO has a number of unusual properties that are of quantum mechanical origin. For
example, it is a paraelectric[127], with a reported giant piezoelectric effect at temperatures
below 50K[128] and quantum paraelectric properties below 4K[129]. At heterostruc-
ture interfaces of SrTiO3 and LaAlO3 between their (001) surfaces, a highly mobile,
two-dimensional electron gas forms due to polarity-negating charge transfer between
materials[130, 131]. It appears that such a two-dimensional electron gas can also be
formed between the SrTiO3 (110) and its 4×1 surface reconstruction by introducing
oxygen vacancies[132], demonstrating the importance of understanding the physics of
such a reconstructed surface.

SrTiO3 is also interesting as a material capable of photocatalyzing both half-reactions in
the decomposition of water[133]. It was the first reported material with a better quantum
efficiency than TiO2, the first known photocatalyst for the water-splitting reaction[134].
While the bulk band gap of STO, Eg = 3.2 eV, is not suitable for harvesting visible light
this can be circumvented by doping (e.g. with Rh[135]) or by the deposition of co-catalysts
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6. Surface Reconstructions of Strontium Titanate (110)

on the surface, such as NiO[136]. A proper description of the surface reconstruction is
important in understanding photocatalytic processes in this material, as processes such
as water adsorption and carrier transfer can be affected by surface structure.

(a) Unreconstructed SrTiO3 (110) on a cleavage plane

(b) 4×1 surface view (c) 2×5 surface view

(d) 4×1 side view (e) 2×5 side view

Figure 6.1: A cleaved plane of the SrTiO3 (110) surface, as well as the surface recon-
structions studied experimentally in this chapter. A smaller 2×4 unit cell with similar
structure was used for the 2×5 O K XANES calculations (see Appendix A). Sr - green,
Ti - blue, O - red. Purple polyhedra in the 4×1 reconstruction are tetrahedral, while in
the 2×5 they are highly strained octahedra, as depicted in Figure 6.6. Yellow octahedra
are bulk-like Ti. Fig 6.1a is reprinted by permission from Macmillan Publishers Ltd: Ref
[137], copyright 2010.
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6.2. Experimental Considerations

6.1.1 Known reconstructions of SrTiO3 (110)

As mention above, the (110) surface of STO is polar, which seems to have limited its
experimental study as compared to the non-polar (001) surface until recently. LEED and
STM work has demonstrated 5×2, 2×5, 3×4/1×4, 6×6 and 4×4 reconstructions under
a variety of preparation conditions[138, 139]. Additionally, faceted surface terminations
have been demonstrated as another mechanism by which STO (110) can be terminated
without a divergent surface energy[140].

Many surface reconstructions of STO (110) are now known to exist in an equilibrium
that are interchangeable under different preparation conditions. In particular, a wide
variety of n×1, 1×m and 2×m reconstructions can be selectively prepared by controlled
evaporation of Sr or Ti followed by annealing under oxygen[141]. There structure have
been largely solved by a combination of STM, TEM and DFT calculations[142–144].

Reconstructions of the n×1 type consist of networks of interconnected rings of six or
eight corner-sharing TiO4 units. The rings form into domains, separated and marked
by coordinating surface Sr adatoms, which serve to relieve strain[145]. Higher dosing
of Ti to the surface leads to a double layer of TiOx units, which form mainly 2×m
reconstructions[144]. This transition, to be discussed in further detail below, involves
the addition of a strained octahedrally coordinated (Oh) Ti layer beneath the unusual
tetrahedral (Td) layer at the surface. Bulk Ti in STO occupies an octahedral site, as in
TiO2. The presence of a titania overlayer caused by surface reconstructions may help
explain the photocatalytic activity of STO, by positioning the conduction band minimum
at an appropriate absolute energy to facilitate the hydrogen reduction half-cell reaction.

In this work, two surface reconstructions were considered: the 4×1 and 2×5 reconstructions.
The structures used for each are shown in Figure 6.1.

6.2 Experimental Considerations

XANES and XPS experiments were performed on a single crystal SrTiO3 wafer purchased
from the MTI Corporation. The sample was pre-cut to the (110) surface and mechanically
polished. It was cleaned by sputtering with Ar+ ions, followed by annealing under ultra-
high vacuum (UHV) at a pressure of 1× 10−9 torr or better. The 4×1 and mixed 1×5
with 2×5 surface reconstructions were prepared from a clean, sputtered STO surface
by vapour deposition of Ti and Sr at room temperature. This method is described in
Ref [141], and from a starting surface preparation that was a mixture of 4×1 and 2×4,
approximately 1Å of Sr was deposited. To transition to a 1/2×5 surface, approximately
1.66Å Ti was deposited. Calibration of the deposition cycles was performed using a
quartz crystal microbalance. Following each deposition cycle, the sample was annealed
under oxygen at high temperature (950 ◦C to 1100 ◦C) and low pressure (approximately
2× 10−6 torr) for up to 1 h to allow the surface reconstruction to stabilize. The desired
surface reconstruction was then confirmed by LEED imaging at approximately 50 eV
bias.
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6. Surface Reconstructions of Strontium Titanate (110)

Figure 6.2: Sample crystal of SrTiO3 as used in the XPS/XANES experiments, mounted
on a conducting sample holder.

Measurements were made with a Scienta electron analyzer at the I311 beamline on the
MAX II ring at the MAX-lab synchrotron facility. I311 uses an undulator insertion
device and a plane-grating monochromator to provide plane-polarized X-rays in the
range of 30 eV to 1500 eV. At photon energies around the O K and Ti L2,3 edges the
beamline achieves an energy resolution of at least 0.1 eV. Due to the high brilliance of
synchrotron radiation, changes in the spectra (particularly in valence XPS) were noticed
after prolonged exposure, believed to be caused by the formation of O vacancies[146]. To
counteract this, the sample was periodically repositioned so that all measurements could
be made on fresh spots.

Measurements were performed on the 4×1 and 2×5 surface reconstructions at both a
grazing and normal angle of incidence in order to control both the path-length of the
adsorbed X-rays, as well as the orbitals occupied by excited core electrons. Total electron
yield (TEY) was captured by measuring the sample ground current with a nanoammeter.
Auger electron yield (AEY) was measured to provide an even more surface sensitive
signal using the Ti LMM and the O KLL lines. It is estimated that AEY should result
in a surface sensitivity of less than 1 nm, while the TEY signal will include contributions
from photoelectrons emanating from more than 2 nm beneath the surface.

6.3 Calculated Ti L2,3 XANES
The single-particle approximation used in Density Functional Theory is reasonable when
calculating K-edge X-ray absorption spectra at experimental resolutions[147]. However,
the relatively small energy between 2p1/2 and 2p3/2 core levels in L-edge spectra, in
combination with the coupled interaction of core-hole and conduction band electron
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6.3. Calculated Ti L2,3 XANES
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Figure 6.3: Sample XPS overview of clean SrTiO3 (110) with a 4×1 reconstruction.
Under an X-ray excitation of 1254 eV, the Ti LMM Auger lines appear as highlighted
in red, while the O KLL Auger lines are highlighted in orange. The intensity of these
lines are used for collecting the Auger Electron Yield measurements mentioned. Other
relevant lines are labelled.

(the exciton) give rise to multiplet effects. These effects tend to dominate the spectra,
which can no longer be viewed as a convolution of the conduction band DOS with some
core state transition operator. While post-DFT techniques such as the Bethe-Salpeter
equation (BSE) can provide good agreement with L2,3 spectra of light elements[148],
BSE is very computationally expensive and not well suited to the extended unit cells
necessary to describe surface reconstructions.

Due to the apparent surface sensitivity of our Ti measurements of the STO(110) surface
with 4×1 and 2×5 reconstructions, it became necessary to identify an approximate method
for describing the measured peak structure. The L2,3 spectra of bulk SrTiO3 is well
understood in the framework of BSE[149], which includes only octahedrally coordinated
Ti sites. Since XANES spectra are largely sensitive to the local bonding environment
around an atom, an empirical calculation of point charges in the appropriate crystal field
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6. Surface Reconstructions of Strontium Titanate (110)

can accurately reproduce the L2,3 edge[150]. In such a simulation, the X-ray transition is
treated as an atomic multiplet of a metal centre in a non-spherical potential (a single
impurity Anderson model)[151], leading to a crystal field splitting energy 10Dq. The
metal centre experiences charge transfer ∆ with its neighbouring ligands, with which
there is an associated hopping integral V . On-site Coulomb repulsion U , the spin orbit
interaction and a core hole potential Q are also necessary to describe the transition.
While physical in origin, these parameters may be determined empirically through the
use of standardized values, as implemented in the CTM4XAS code.

Based on the 4×1 reconstruction in Ref [142], it was possible to simulate XANES spectrum
beyond the assumption of purely octahedral and tetrahedral site symmetry. If the surface
Ti sites are considered as compressed in the direction of the surface normal, as occurs
in the model for surface sites, it is additionally possible to calculate the dichroism of
the X-ray spectra. The calculations presented below are based on a derivative method
described in Ref [152, 153], where the parameters are fit to experimental measurements
in an iterative process. In this case it was not necessary to peform cluster calculations,
and so only the parameters in Table 6.1 are necessary to produce the caluculated spectra
in Figure 6.5.

While in their high symmetry configurations, both Td and Oh sites would experience
splitting of their 3d orbitals into eg and t2g orbitals with splitting controlled by only a
10Dq parameter, the surface compression of leads to D4h symmetry at both sites. In this
situation, the eg orbitals further split into b1g and a1g orbitals, while the t2g group splits
into b2g and eg (see Figure 6.4). The single-particle energy shifts for each group can then
be computed as follows:

Eb1g = 6Dq + 2Ds−Dt
Ea1g = 6Dq − 2Ds− 6Dt
Eb2g = −4Dq + 2Ds−Dt
Eg = −4Dq −Ds+ 4Dt

(6.1)

Table 6.1: Crystal field calculation parameters

Site 10Dq (eV) Ds (eV) Dt (eV) κ

Td −0.90 0.0298 −0.0037 0.65
Oh 2.20 0.0105 −0.0014 0.60

In the case of the 2×5 reconstruction, the surface Ti sites have a strained coordination
between octahedral and tetrahedral. While each Ti has six neighbouring O’s, they can
be grouped into three pairs with Ti−O bond lengths of approximately 1.85Å, 2.0Å
and 2.15Å, as shown in Figure 6.6. The nearest two pairs are arranged in distorted
tetrahedron, while including the third pair gives an overall distorted octahedral shape. In
addition, each surface Ti in the structure has a slightly different configuration. Therefore,
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Figure 6.4: As ligands around a metal centre impose different site symmetries, 3d orbitals
are split by the crystal field. The symmetry of each orbital leads to an associated energy
gain or penalty for electrons occupation, causing degenerate orbitals to split. Adapted
from Ref [152]

it is reasonable to model the Ti XANES spectrum as having both Td and Oh contributions,
and for it to be less sharply defined as it is an average of many inequivalent positions.

6.4 Calculated O K XANES

6.4.1 SrTiO3 (110) 4×1 surface

O K spectra for the 4×1 reconstruction were calculated using the structure reported in
Ref [142]. The following atomic sphere sizes were used: Sr - 2.4 bohr, Ti - 1.78 bohr, O -
1.61 bohr. To be consistent with the optimization conditions for the 2×5) structure, the
PBEsol functional was used along with WIEN2k’s EECE option to mix in Hawtree-Fowk
exchange on the Ti 3d orbitals within the atomic spheres. A k-point mesh of 2× 6× 1
was used (the cell’s c axis was interrupted by vacuum). An RKmax of 5.00 was used.

Due to the large size of the 4×1 unit cell, it would have been computationally inefficient
to attempt to simulate X-ray spectra using core-hole calculations on each of the surface
O sites. Therefore, a selection of sites (as labelled in the primitive cell structure) was
made, as summarized in Table 6.2 and shown in Figure B.1.
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Figure 6.5: Calculated dichroism of the Ti L2,3 XANES spectrum considering a compres-
sion in the surface normal of the upper-most tetrahedral sites, and tangential compression
of the sub-surface octahedral sites.

Table 6.2: Calculated O K XANES sites in the 4x1 model

Site Name Layer (cations) Note
O69 S Surface O bridging Ti’s out of plane
O70 S-1 Surface O bridging Ti’s in plane
O55 S-2 Subsurface O bonded to surface Ti
O18 S-6 Bulk O, out of tlane with Sr
O2 S-7 Bulk O, in plane with Sr

6.4.2 SrTiO3 (110) 2×5 surface

As a test, O K spectra for the 2×5 reconstruction were calculated on a 2×4 unit
cell. While this model does not have the same periodicity in the b direction, it has
nearly an identical structure, with the predominant feature in the O environment being
strained Ti−O octahedra that approach tetrahedral coordination at the surface layer
(see Appendix A for a comparison). Since the surface enthalpy of the predicted 2×4a
and 2×5a reconstructions are equal within an error of 0.1 eV per unit cell (see Figure
6.14), and the high sensitivity of XANES to the local chemical environment, this model
should be sufficient as an estimation of the O K XANES features.
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6.5. Experimental Results and Discussion

Figure 6.6: A sample bonding environment of a Ti site on the 2×5 surface. Bond length
are the average of each pair (upper, middle, lower). The upper O’s (in red) are at the
surface (i.e. there is vacuum beyond them in the b direction).

The following atomic sphere sizes were used: Sr - 2.26 bohr, Ti - 1.76 bohr, O - 1.59 bohr.
This structure was optimized using the PBEsol functional, along with WIEN2k’s EECE
option to mix in 50% Hawtree-Fowk exchange on Ti 3d orbitals within the atomic spheres.
A k-point mesh of 2× 1× 4 was used (the cell’s b axis was interrupted by vacuum). An
RKmax of 6.25 was used (as a result of previous calculation performed using this model).

Similar to the 4×1 cell, only a subset of O sites were chosen for core-hole calculations, as
summarized in Table 6.3 and shown in Figure B.2.

Table 6.3: Calculated O K XANES sites in the 2×4 model

Site Name Layer Note
O213 S Nearest neighbour (NN) to surface Sr
O181 S Mid-way between surface Sr rows
O119 S-2 3 NN Ti, 1 NN Sr
O133 S-2 4 NN Ti, in Td symmetry site
O41 S-4 2 Sr NN, near Td symmetry site
O129 S-4 beneath surface Sr
O141 S-4 beneath surface Sr, bonds perpendicular to surface
O157 S-4 next to bulk Sr

6.5 Experimental Results and Discussion

6.5.1 4×1 Surface Reconstruction

Of particular interest in the study of the 4×1 was its predicted tetrahedrally coordinated
Ti sites. Since the majority of Ti in STO occupies bulk octahedral positions, it was
hoped that the local bonding environment at the surface would prove sufficiently different
from the bulk that it could be detected using XANES. Such detection would provide a
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Figure 6.7: Ti L, 2, 3 XANES of the 4×1 surface reconstruction. As the measurement
becomes increasingly surface sensitive, there is enhancement of a peak at 459.5 eV
associated with tetrahedrally coordinated Ti. Also the onset peaks and the first major
peak at 458 eV, contributed by octahedral states, decrease in intensity.

strong experimental confirmation of the structure in Ref [142]. As shown in Figure 6.7, a
feature in the Ti L2,3 XANES spectra at 459.5 eV (to be referred to as the Td feature)
was seen to be strongly associated with the upper-most surface states, being enhanced
in AEY versus TEY, and further enhanced when the experiment was performed in a
grazing-angle geometry.

The location of the Td feature is in good agreement with the calculated XANES of
tetrahedrally coordinated Ti, as shown in Figure 6.8. It also agrees with measured Ti L2,3
XANES spectra for TiCl4[154], as well as ELNES of orthorhombic Ba2TiO4[155], both
of which contain tetrahedrally coordinated Ti in the bulk. In addition, by considering a
weighted sum of the simulated dichroism (in Figure 6.9 using a sum 0.35Td+ 0.65Oh), the
experimental dichroism is well reproduced, indicating a good agreement of the surface
relaxations in the structural model with the physical surface.

6.5.2 2×5 Surface Reconstruction

As discussed in section 6.3, the 2×5 reconstruction (and other similar reconstructions)
feature a surface semi-tetrahedral Ti layer on top of a less-strained octahedral Ti layer.
As a result, the Td feature is no longer as sharply defined, as shown in Figure 6.10. The
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Figure 6.8: Comparison of the calculated and experimental XANES for the STO110 4×1
surface reconstruction. The Ti L2,3 simulations are crystal field multiplet calculations,
while the O K simulations are WIEN2k xspec simulations. The "Surface O" simulation
is a sum of the O55 and O69 sites, while "Bulk O" is a sum of the O2 and O18 sites.
In the Ti L2,3 measurements, the surface feature at 459.5 eV is sharply defined in the
AEY channel, indicating a clear contribution from tetrahedral surface sites. In the O K
measurements, there are no strongly sensitive surface states (that AEY can discriminate).
However the XANES simulation shows that the feature at 537.5 eV has more near-bulk
O contribution than the peak below it at 536 eV. The other features (besides the onset
excitonic peak, which did not to as low energy as in experiments) are bulk in origin, and
compare well bulk SrTiO3.

local structure probed by AES XANES is no longer particularly able to discriminate
between the bulk octahedral Ti and these strained surface octahedral sites. As a result,
the Ti L2,3 measurements of this reconstruction are not particularly useful in elucidating
its structure.

An interesting result of the O K measurements is that the feature at 537.5 eV becomes
strongly surface sensitive, unlike the 4×1 measurement. By decomposing the simulated
WIEN2k X-ray spectra into in and out-of-plane contributions it becomes clear that this
sensitivity is due to a sharp contribution from the in-plane orbitals (in this case PX+PZ
orbitals) of the surface O sites. This is the most prominent difference in the X-ray spectra
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Figure 6.9: Comparison of the simulated and experimental (grazing minus normal) Ti
L2,3 dichroism, arising from the selective excitation of Ti orbitals in and perpendicular
to the surface plane.

between these two surface reconstructions, and in contradiction to the 4×1 calculations
that indicated this feature was primarily of near-bulk O origin. This would seem to
indicate that the distortion of the Td surface Ti sites, along with the reconstruction
change, leads to a re-ordering of orbitals, which could have a significant effect on the
chemical properties of this surface versus the more stable 4×1 reconstruction.

6.6 Calculated DOS
Below EF , XPS measures occupied density of states in the valence band, and can be
compared to ground state calculated DOS from the two structural models. The valence
band of SrTiO3 is composed primarily of Ti 3d and O 2p states, and is shown in Figure
6.12. There are three main differences between the two surface structures considered:

• The 4×1 has more Ti states at the lower energy end of the valence band. This is
seen in the valence band XPS as a higher peak ratio favouring the lower energy
peak.

• The 2×4 has a slightly higher valence band width, likely due to the larger unit cell
and higher number of inequivalent Ti atoms causing greater band dispersion.
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6.7. Stoichiometry Change at the STO (110) Surface
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Figure 6.10: In comparison to the 4×1 surface, the Td peak on the 2×5 surface becomes a
broad shoulder. This is consistent with the mixture of Td and Oh-like sites in the surface
reconstruction, caused by distorted octohedral sites in the 2×5 reconstruction’s sublayer.

• The 2×4 structure has a band gap about 0.6 eV lower than the 4×1 structure.

In general the DOS calculations are in good agreement with the VB XPS with respect
to bandwidth and peak ratio. However VB XPS is significantly broadened by state
lifetime effects and cannot reveal fine structure directly, so there are limited features with
which to compare. To show the contribution of surface Ti and O to the density of states
near the Fermi edge, overall partial DOS plots were created by averaging contributions
from each Ti and O site, then comparing to a restricted surface set. This comparison
is shown in Figure 6.13. In general the surface states did not contribute to the valence
and conduction band edges, suggesting a stable surface without a defect-like termination
with dangling bonds.

6.7 Stoichiometry Change at the STO (110) Surface

STO is another example of a metal oxide that undergoes a stoichiometry change at its
surface reconstruction. In this case we have specifically tuned the surface stoichiometry
by dosing of Sr or Ti, but unlike in magnetite, the perovskite lattice does not permit
cations to easily migrate in order to compensate. Instead, oxygen vacancies are the more
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6. Surface Reconstructions of Strontium Titanate (110)

 Surface O (all 2p orbitals)
 O AEY (grazing ang)
 O AEY (normal ang)

Surface

Bulk
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Figure 6.11: Comparison of the calculated and experimental XANES for the STO110
2×5 surface reconstruction. The Td feature in the Ti L2,3 spectra is no longer as sharp
in the AEY, consistent with a transition from tetrahedral to strained octahedral Ti on
the 2×5 surface. While the normal O K AEY and both TEY orientations (not shown)
appear the same as the 4×1 reconstruction, the grazing angle AEY becomes strongly
peaked at 537.5 eV, which can be attributed to a contribution from PY orbitals of the
surface O’s (O181, and O213 in the model).

stable, intrinsic defect, even to the point of being able to form clusters[156]. Indeed, the
mobility of oxygen (and oxygen vacancies) in STO is high enough that the effect could
potentially be used for resistive switching[157].

At the STO surface, oxygen vacancies that form are likely to result in oxygen being
expelled into the vacuum. Therefore the appearance of tetrahedral Ti sites can be
thought of as an equilibrium being established between oxygen vacancy formation and
Ti’s preferred octahedral coordination. The propensity for sub-surface oxygen vacancies
to migrate to the surface has been established by molecular dynamics simulations[132].
In this case 6-fold coordinated octahedral Ti is reduced to 4-fold coordinated tetrahedral
Ti, beyond which further oxygen does not leave, at least in our system being annealed in
UHV at elevated temperature. We can therefore think of this situation as a rejection of
oxygen from the STO surface, leading to the stabilization of an unusual Ti−O species
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 2x4 DOS

Figure 6.12: Comparison of the total DOS for the 4×1 and 2×4 calculations with valence
band XPS (note the 2×5 surface was measured). The band gap of the 2×4 structure has
decreased by about 0.56 eV (to 2.34 eV) as compared to the 4×1 (2.90 eV). Additionally,
the bandwidth of the valence band has slightly increased.

that does not occur in the bulk. This change in the O stoichiometry directly relates
to the chemical potential through the Gibbs free energy of the system (NO being the
number of O in the system):

µO =
(
∂G

∂NO

)
T,P,Ni 6=O

(6.2)

Thus the chemical potential of oxygen can be considered a driving force in the surface
reconstruction of STO. While it does not directly act on cation occupation, as in the
magnetite (001) surface, there is a sufficient change in oxygen concentration/occupation
to force the cations into otherwise unfavourable configurations.

Of the two surface reconstructions considered here, the 2×5 surface has been shown
to be slightly more stable. as shown in Figure 6.14, while the 4×1 surface is the most
stable of a homologous series of m×1 reconstructions[142]. In transitioning from 2×5 to
4×1 the surface density of TiO2 decreases by almost a factor of two, which is roughly
consistent with the transition from a monolayer to a bi-layer surface reconstruction. If
one thinks of the surface reconstruction as a thin film growing on top of the STO (110)
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6. Surface Reconstructions of Strontium Titanate (110)

Figure 6.13: The relative contribution of surface O and Ti to the DOS. At the 4×1
surface, surface atoms do not contribute to valence or conduction band edges. This effect
is less pronounced in the 2×4 structure, with the surface O contributing strongly in the
upper valence band.

bulk, then the small difference in the enthalpy of the two films serves as a demonstration
that competing processes in each film’s formation must have free energy costs or gains of
roughly equal magnitude. In this case, the energy penalty of forming Ti−O tetrahedra
and the associated tensile stress in placing this structure on the STO substrate beneath
must roughly equal a free energy gain from changing the surface stoichiometry and oxygen
chemical potential.

That the 4×1 surface can be formed at all is evidence that oxygen or other chemical
potentials can serve as "control knobs" and used to engineer surface films that have
unusual structure or electronic properties but would be otherwise unstable. Such control
could be of general interest in the creation of functional surfaces with properties very
different from that of a bulk material or its simple surface reconstructions. The reported
2-dimensional electron gas beneath the STO (110) 4×1 surface after the creation of
synchotron beam-induced oxygen vacancies already presents an example of such an
application[132].
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Figure 6.14: Convex-hull diagram of the surface enthalpies of various surface reconstruc-
tions on the STO (110) surface, plotted per excess unit of TiO2 per unit cell (lower is
more stable). Error bars are 0.1 eV per 1×1 bulk unit cell. Reproduced from Ref. [144]
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CHAPTER 7
Conclusions

Throughout this dissertation, the important interplay between theory and experiment
has been highlighted, as well as the necessity of using both to understand the behaviour
and properties of complex metal oxide systems. Below the results will be summarized,
and some brief are made about directions of future work.

7.1 Magnetite (001)

In Chapter 5 the magnetite (001) surface was introduced, including the understanding
of its B-layer surface reconstruction that existed before this work commenced. Several
problems were highlighted with this understanding, including the difficulty in reconciling
the (

√
2×
√

2)R45° surface reconstruction with polar considerations, the challenge of
understanding why only one of two sites in the (

√
2×
√

2) served as an adsorption site for
metals adatoms, and indeed the structural nature of that site: is it "wide" or "narrow"?

To resolve these issues, an unusual concept for a surface reconstruction was introduced:
a structure including an ordered array of subsurface cation vacancies (SCV). First the
structure was proposed based on experimental observations of selective site adsorption
and adatom incorporation into the surface. The proposed structure was relaxed with DFT,
producing a surface with wavy rows as observed in STM measurements. The DFT model
allowed for the selective adsorption of Au and other adatoms to be understood, since an
interstitial FeA blocked one of two sites in the (

√
2×
√

2) unit cell. STM simulations using
the DFT model also correctly reproduced the change in phase of the "wide" and "narrow"
surface sites being reversed when imaging at low versus high bias. Most importantly,
the SCV structure was shown to have a lower surface energy than a distorted B-layer
termination under UHV preparation conditions. The chemical potential of oxygen at the
magnetite surface seems and its ability to modify the surface stoichiometry seems to be
key to this stability.
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7. Conclusions

In parallel, the SCV structure was refined from a conceptual structure and compared with
LEED IV measurements, resulting in an excellent fit of RP = 0.125, comparable to the fit
of clean metal surfaces. This independent experimental confirmation of the SCV structure
allows us to be confident in using it to study other behaviour and phenomenon on the
magnetite (001) surface, including adsorption and incorporation of various elements as
adatoms. The existence of the SCV structure also has some interesting consequences,
including a magnetic surface oxygen site that may be stabilized in a 1- oxidation state.
The stoichiometry change of the SCV structure also leaves the surface rich in Fe3+,
which explains reports of a magnetic dead layer, low net moment and a band gap at the
magnetite surface. The stoichiometry change also serves a critical role in terminating the
layered polar structure without a polar catastrophe.

Not all problems with the magnetite (001) surface are resolved however, and there exists
potential for future work. The dynamics of the reconstruction are difficult to investigate
using DFT, but may give interesting answers as to how metal adatom incorporation
functions, or what energy barriers exist to the either cation vacancies formation or the
surface B-layers straightening as the (

√
2×
√

2) reconstruction lifts. In particular, it has
been reported that adsorption of hydrogen causes a lifting of the (

√
2×
√

2) structure and
a 1×1 LEED pattern to emerge[158]. The mechanism of this transition is an interesting
question. Does hydrogen allow the surface layers to straighten? Does it incorporate into
the vacancies and lift the reconstruction that way? Does the introduction of hydrogen
create such a reducing environment that Fe can migrate out of the bulk to refill the
vacancies? Further investigation will be required to answer these questions.

7.2 Strontium Titanate (110)
Similarly to magnetite, Chapter 6 introduces the (110) surface of SrTiO3. This ternary
oxide is even more complicated, and a large number of mutually metastable surface
reconstructions can be formed on the surface by changing the Sr and Ti concentration, then
annealing. Understanding the electronic structure of these different surface reconstructions
promises a better ability to control this material for a variety of interesting applications.

X-ray spectroscopy measurements of two SrTiO3 (110) surface reconstructions were
presented, and their agreement with simulated spectra serves as supporting verification of
the published structures for the 4×1 and 2×4 surface reconstructions. In particular, the
ability to measure the XANES contribution of surface tetrahedral Ti on the 4×1 gives a
clear confirmation of the presence of this unusual Ti species in the surface termination.
The inclusion of Td Ti at the surface reinforces the ability of the surface discontinuity at
polar surfaces to stabilize otherwise unfavourable configurations.

The ability for a wide range of surface reconstructions to be prepared on the STO (110)
surface shows that control of the oxygen chemical potential (in this case indirectly, through
cation concentrations) at the surface of a metal oxide can play a strong role in the creation
of non-equilibrium surfaces with interesting functional properties. The emergence of
novel properties, such as a 2-dimensional electron gas under a 4×1 structure with oxygen
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7.2. Strontium Titanate (110)

vacancies serves as a call to better understand the processes at play during formation of
these reconstructions, so that they can be integrated with other semiconductor processing
techniques for use in devices, for example. The presence of complex surface reconstruction
also creates a large playing field for investigating the deposition of catalysts or adsorption
of water molecules, to understand how STO serves as a catalytic support.
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7. Conclusions

7.3 Contributions to Publications

7.3.1 Magnetite SCV model

The model present in this dissertation was a result of intense collaboration, and while
I present a variety of theoretical and experimental work, I was chiefly responsible for
relaxing the structure that would serve as the theoretical basis of the Surface Cation
Vacancy reconstruction. With this model, I contributed and interpreted STM simulations
of the magnetite (001) (

√
2×
√

2)R45° surface and, with the assistance of Roland Bliem,
constructed a surface phase diagram. This work resulted in two manuscripts where I
appear as an author (Refs [90, 99]). I contributed substantially to the preparation of the
first manuscript, but the second was prepared and submitted while I was unavailable to
assist for health reasons.

7.3.2 SrTiO3 Surface Reconstructions

In this section I present highly surface sensitive X-ray adsorption measurements that I
collected with members of the surface physics group of Prof. Ulrike Diebold. I analyse
these spectra here with the aid of theoretical O K spectra calculated by myself from
structures produced by the group of Laurence D. Marks, and Ti L2,3 spectra calculated in
collaboration with Robert J. Green. The experimental and Ti L2,3 work resulted in two
publications (Refs [144, 146]), for both of which I assisted by reviewing the manuscript.
However, the analysis of O K XANES presented in this dissertation remains unpublished
to date.

7.3.3 Other Publications

While not exactly in keeping with the theme of this dissertation, I also performed
DFT calculations on Co-decorated, partially oxidized graphene during the course of
my Doctoral studies, resulting in one publication (Ref [159]). While a 2-dimensional
material is similar to the surface of a solid in many ways, there did not exist sufficient
understanding of the structure of this material to treat it with a similar depth as the
other systems I have presented in this work. For this reason it did not make sense to
include discussion of this project in this dissertation.

During the first few months of my Doctoral studies I also wrote and published a manuscript
based on experimental work performed during my Masters degree (Ref [160]), in addition
to making minor contributions to other manuscripts (as listed in my CV). I acknowledge
Prof. Blaha and the FWF for their resources and financial support while I completed
this work.
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APPENDIX A
STO 2×4 Surface Reconstruction

(a) 2×4 surface view (b) 2×5 surface view

(c) 2×4 surface view (d) 2×5 surface view

Figure A.1: Comparison of the 2×4 reconstruction used for O K XANES calculations
(left) and the measured 2×5 reconstruction (right). The 2×5 reconstruction is wider,
allowing it to be more symmetric about the coordinating surface Sr sites. Sr - green,
Ti - blue, O - red. Purple polyhedra are the strained octahedral surface sites, yellow
polyhedra are more bulk-like, though there is still significant distortion in the subsurface
layer.
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APPENDIX B
Core Hole Sites for STO

Calculations

O69

O70

O55

O18

O2

Figure B.1: Locations of the O core holes in calculations performed on the 4×1 surface
structure, for O K XANES simulations. Three classes of surface site were chosen: the
surface-most O69, a lower bridging O70 closer to a surface Sr, and O55 which connects
to a more bulk-like Ti. Two "bulk" O were chosen, O2 in the Sr column and O18 in the
Ti column, to account for any loss of degeneracy due to the presence of the surface.
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B. Core Hole Sites for STO Calculations

O133
O157

O129

O119
O141

O181

O213

O41

Figure B.2: Locations of the O core holes in calculations performed on the 2×4 surface
reconstruction, for O K XANES simulations. While the structure was too large to be
comprehensively sampled with core holes, O sites were chosen "near" and "far" from the
coordinating surface Sr in the a direction, and "adjacent" and "not adjacent" to bulk Sr.
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