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Abstract: 

 
Machine learning has been applied successfully in recent years in applications in manufacturing 

such as monitoring of real-time data, detecting and interpreting patterns in data or as part of 

decision-making support systems. Industrial manufacturing is currently experiencing an unprece-

dented trend towards digitalization, commonly referred to as Industry 4.0 and machine learning, 

as an aspect of artificial intelligence, is believed to play a decisive role in it.  

The work is divided into a theoretical and a practical part. In the theoretical part an outline of 

machine learning with a special focus on machine learning in manufacturing is given. Different 

learning types are explained and different classes of algorithms are described and summed up in 

an illustrative overview. Challenges and opportunities of machine learning in manufacturing are 

identified as well as concepts to facilitate the execution of machine learning projects. Finally, the 

current state-of-the-art of machine learning in manufacturing is investigated. In the practical part 

results and concepts found in the theoretical part are tested and proofed on their applicability in 

a real-life environment by implementing an unsupervised outlier detection for welding data. The 

machine learning project is carried out according to the cross-industrial standard process for data 

mining (CRISP-DM). In a first step welding data is analysed, pre-processed and fit to a standard-

ized format. Subsequently, two different approaches for outlier detection models are implemented 

and compared, namely local outlier factor (LOF) and one-class SVM. To conclude, both parts of 

the work are summed up and main findings are pointed out. Furthermore, an outlook on possible 

further actions is given. 

 

 
 
Keywords: Machine Learning, Artificial Intelligence, Industry 4.0, Smart Manufacturing, Smart 
Factory, Welding 
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1 Introduction 
 

1.1 Motivation and Problem Description/Research Issue 

“Three industrial revolutions have so far led to paradigm changes in the domain of manufactur-

ing – mechanization through water and steam power, mass production in assembly lines, and 

automation using information technology. However, over the past years, industries together with 

researchers and policy makers worldwide have increasingly advocated an upcoming fourth in-

dustrial revolution” [1]. In Europe, especially in Germany, the term Industry 4.0 was introduced 

in 2011 at the Hannover Messe. In other countries for instance the USA “smart manufacturing” 
or in South Korea “smart factory” is a different terminology for the same phenomenon [2]. The 

fourth industrial revolution is driven by the concept of the internet of things (IoT), the develop-

ment of cyber-physical-systems (CPS) in manufacturing and the increasing availability of large 

amounts of data, collected in the manufacturing process [1]. One of the key aspects of this new 

technologies (next to many other such as connection within the system, data exchange, or cy-

bersecurity) is data processing. Machine learning is a very promising method to process big 

amounts of data and can be used to implement a data-based manufacturing strategy and to 

benefit from information collected with the data. 

As implementation of the industry 4.0 concept in manufacturing is still in its early stage and 

discovery phase, this work should give an experience value to the company in order to give an 

orientation for future projects when implementing machine learning in manufacturing. 

In the course of this work an overview of the fundamentals of machine learning with a special 

focus on machine learning in an industrial environment shall be provided. Also, a solid overview 

of the latest developments and progress made in the field of machine learning in manufacturing 

shall be given. The work will be split into two parts. One part providing the theoretical back-

ground and a practical part where findings of the theoretical part can be tested and applied.  

The research issue for the theoretical part has been defined as follows: 

◼ Which challenges arise from the deployment of machine learning in an industrial environ-

ment? 

◼ What are the opportunities that result from the deployment of machine learning in manu-

facturing? 

◼ Which concepts and methods show particular suitability for application of machine learn-

ing in manufacturing? 

For the practical part the research issue has been defined as follows: 

◼ Validation of the theoretical concepts and specifications found in the theoretical part. 
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1.2 Objective and Approach 

The objective is, as mentioned, to provide to the company an experience value for future pro-

jects in the field of machine learning. On the one hand, by providing a solid overview that de-

scribes fundamentals such as basic terminology and methods that are used in machine learn-

ing. On the other hand, by providing useful instruments and concepts that can facilitate the 

implementation of upcoming projects. The results of the theoretical part shall be used and tested 

in a practical part following the theoretical part. 

Objectives for the theoretical part have been defined as follows: 

◼ Identifying the current state-of-the-art of machine learning in manufacturing. 

◼ Providing an application-oriented overview of the available algorithms and methods. 

◼ Providing a roadmap or overview on how to proceed when implementing a machine 

learning project in manufacturing (problem description, data acquisition, data analysis 

and pre-processing, etc.) 

Objectives for the practical part have been defined as follows: 

◼ Selection of a real-life use case in the production of a midsize company 

◼ Prototypical implementation with Python and the selection of Python based framework 

(e.g. Scikit-learn, etc.) 

◼ Analysis and evaluation of the results. 

 

In chapter 2 the basic principles of machine learning will be explained. A short introduction to 

the topic, definition and the history will be given. The terminology will be introduced, different 

kinds of learning methods will be illustrated, and the process of a machine learning project will 

be explained. 

In chapter 3 the special application of machine learning in manufacturing will be investigated. 

Challenges and opportunities will be shown. Different algorithms will be grouped into methods 

and these methods will be presented. Data quality will be defined and a model on how to assess 

data will be given. Finally, a state-of-the-art research of machine learning in manufacturing will 

be presented. 

In chapter 4 the application of machine learning in a practical use case will be carried out to 

verify the findings of the previous chapters and to gain practical experience on the field of ma-

chine learning. The practical use case will be executed according to the process organisation 

found in chapter 2 and every step will be explained. 

In chapter 5 the findings will be summarized and the whole project will be reviewed and evalu-

ated. Finally, an outlook on future possibilities for the continuation of the work will be given. 
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2 Introduction to Machine Learning 
 

2.1 Definition 

"A computer program is said to learn from experience E with respect to some class of tasks T 

and performance measure P if its performance at tasks in T, as measured by P, improves with 

experience E." [3] 

This definition was given by Tom M. Mitchell in 1997. It is very broad in order to include any 

computer program that improves its performance at some task through experience. While reg-

ular programs strictly follow static program instructions, machine learning algorithms operate by 

building a model from a given training set in order to make predictions or decisions and have 

the ability to learn without explicitly being programmed [4]. 

Machine learning is seen as a subfield of artificial intelligence and at the intersection of statistics, 

computer science and data science but most of the time when talking about machine learning 

people refer to the extraction of knowledge from data. The application of machine learning 

methods to large databases is called data mining [5]. Hence, to stick to this metaphor, if the 

knowledge is the gold and the data is the mountain, machine learning would be the tool that 

keeps our mine exploitable and makes the data usable.  

As of today, Machine Learning is already widely used in a variety of applications in everyday 

life. From recommendation which playlist to listen or which movie to watch, to more commercial 

applications like which product to order in the online shop or which advertising content may fit 

most to the target group. Especially when using more elaborate websites from some of the big 

players in online advertising market, it is very likely, that every part of the site contains multiple 

machine learning models [6]. 

Outside those everyday life applications, machine learning is also used in a variety of other 

fields, such as medicine, science, biology, jurisprudence etc. where experts try to develop fore-

cast methods based on the historical data and observations. A very common example is the 

weather forecast, where scientists try to forecast the time variable weather conditions based on 

a system of equations with a big number of input parameters. If the system of equation gets too 

complex and the input parameters reach a level beyond the capabilities of common solving 

methods, machine learning approaches can provide powerful possibilities to solve those prob-

lems. Besides machine learning methods can also help to learn from the data and often reveal 

so far undiscovered relations within the data set, their task is not only to produce algorithms 

making accurate predictions but also to provide insights of the predictive structure of the data 

[7]. 
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2.2 Basic principles of learning and terminology 

The basic objective of machine learning is, as mentioned above, to improve the performance 

based on experience. Hence, in every learning process no matter if human learning or machine 

learning needs to go through four different stages [8]: 

◼ Gathering and storage of information 

◼ Abstraction, which involves the translation of information to broader representations 

◼ Generalization, where abstracted information is used to derive knowledge 

◼ Evaluation of the knowledge  

In the following different types of machine learning will be described. For a better understanding 

a clarification of the basic terminology is necessary. 

Attributes are quantifiable data points, characteristics or observations that describe the re-

garded object. If the object is the human body this would be attributes like height or weight.  

Features are representations of data to describe an object. Hence, features can be attributes 

but also a combination of attributes like for example body mass index. Though, in everyday 

language sometimes the differentiation between attributes and features is fuzzy. 

Instances consist of a certain number of features and are also named feature vectors. One 

instance represents one record in the data set. 

Label is the output class that is given to an instance. 

Outliers or anomalies (also sometimes referred to as noise or exceptions) are instances or a 

subset of instances that deviate noticeable from other instances in the data set [9].  

 

 

 

 

 

 Name Weight Height Age Hair Length Sex 

1 Peter 86 177 24 5 Male 

2 Susan 55 160 18 30 Female 

… 

47 Janis 50 173 45 40 Female 

48 Martin 75 186 33 10 Male 

Information Abstraction Generalization Evaluation

Features / Attributes 

In
s
ta

n
c
e
s

 

Class Label 

Figure 2-1:   Basic terminology inspired by [78] 
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The shown example in Figure 2-1 dataset consists of 5 features and 48 instances. This could 

be written in a 48x5 Matrix. Individual rows or columns are called vectors. For instance, each 

feature is a 48-dimensional column vector. 

 

2.3 Types of learning algorithms 

A huge range of different machine learning algorithms is available today. There are two ap-

proaches to categorize machine learning algorithms [10]: 

◼ Grouping by learning type 

◼ Grouping by similarity in form and function 

 

A vast majority of scientific publications group the learning algorithms into three different learn-

ing types. Supervised learning, unsupervised learning and reinforcement learning. 

Figure 2-2:  Overview of different learning types in machine learning provided by [16] 
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2.3.1 Supervised Learning 

 

The input, called training data, for supervised learning algorithms is always labelled. That 

means that input information comes with the right output labels. The supervised learning algo-

rithm tries to identify the relation between features and class labels in order to model a general 

rule and predict the right answer, when applied to new information. 

The main types of supervised learning algorithms are [8]: 

Regression: These algorithms are used to predict a numeric output value based on some input 

features obtained from the data. The output values in this case are continuous and not discrete. 

An example for a regression task would be to estimate the price of a new car, based on its 

engine power. 

Classification: These algorithms build predictive models with discrete classes as output value. 

Classification algorithms can predict the class labels of previously unseen data based on the 

similarity of its feature to a certain class. An example would be to determine if the output class 

is female or male based on the features weight and hair length, or an image recognition algo-

rithm. 

 

 

  

Labels New Data

Predictive 

Model

Prediction

Training Data ML Algorithm

Figure 2-4:   Supervised Learning Principle 

Figure 2-4:   Examples for Regression (l) and Classification (r) 
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2.3.2  Unsupervised Learning 

 

The major difference to supervised learning, where the right answer is already given in the 

training data, is the absence of labels or given structure in the data. Hence, there is no external 

input that provides a correct label or class. Unsupervised learning algorithms look for common-

alities, density and relations within the data. They are used to detect previously unknown cor-

relations in the data, to detect new features or to estimate the importance of the features.  

The main types of unsupervised learning algorithms are: 

Clustering algorithms: The main objective of these algorithms is to cluster or group input data 

points into different classes or categories using just the features derived from the input data 

alone and no other external information. Unlike classification, the output labels are not known 

beforehand in clustering. [8] These algorithms are used e.g. to discover new customer groups 

based on their purchasing behaviour. (k-means, k-medoids, and hierarchical clustering) 

Association rule learning algorithms: These algorithms are used to discover rules and patterns 

in data sets to explain correlations between different variables and attributes. This can give 

useful new insights into the data set and generate new knowledge. (Apriori and Frequent Pat-

tern Growth) 

Dimensionality reduction algorithms: Dimensionality reduction algorithms reduce the features 

under consideration by summarizing the essential characteristics with fewer features. It is a 

commonly used approach in feature pre-processing to remove noise from data, which can also 

degrade the predictive performance of certain algorithms and compress the data onto a smaller 

dimensional subspace while retaining most of the relevant information. [6] 

 

  

 

 

 

 

 

 

 

 

  

Figure 2-5: Clustering based on two features 𝑥1 und 𝑥2 (left) and the dimensionality reduc-

tion from 3D to 2D (right) 
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2.3.3  Reinforcement Learning 

 

The third learning type of machine learning is reinforcement learning, which is probably the most 

similar one to human learning. In this type a learning algorithm, called agent, is implemented 

that improves its performance based on the interaction with the environment. Hence, the agent 

must be able to sense and be able to affect the state of its environment [11]. The feedback on 

how well the agent performed in the environment is provided by a numerical reinforcement sig-

nal (reward function). By trial and error, the agent uncovers which actions generate the best 

results. [2]  

It is different from supervised learning because it works in an environment without labelled data 

and instant feedback. It is also different from unsupervised learning, because reinforcement 

learning does not look for structure or relations within the data. The goal of the reinforcement 

learning algorithm is to maximize its reward function. 

For a better understanding, the process of reinforcement learning can be compared to the learn-

ing process of a child learning how to ride a bike. Showing pictures of trees to a child in order 

to teach it how to distinguish trees from other objects would correspond to supervised learning. 

Keeping the balance and riding a bike is something a child learns on its own by trial and error 

and with the feedback of the reward signal (in this case pleasure if it works and pain if falling 

from the bike). 

Reinforcement Learning is used for skill acquisition in games such as chess, Go, or computer 

games, to improve robotic navigation in a dynamic environment and to improve self-driving cars.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Agent Environment 

Observation 

Actions 

Reward 

Figure 2-6:   Reinforcement Learning Principle 
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2.4  Implementation of a Machine Learning System 

 

Different approaches and roadmaps exist for the implementation of machine learning applica-

tions. The “Cross-Industry Standard Process for Data Mining” (short: CRISP-DM) was designed 

in 1996 and is a very proven and reliable process model since then. Other prominent ap-

proaches are SEMMA (Sample, Explore, Modify, Model and Assess) and the KDD Process. 

However, in this work the CRISP-DM Model will be used as this process is seen to be the most 

established one with well-defined single process steps [12].  

The CRISP-DM Model breaks down the machine learning project into 6 phases (see Figure 2-7) 

and these phases into several steps (see Figure 2-8) [13]: 

◼ Business understanding 

◼ Data understanding 

◼ Data preparation 

◼ Modelling 

◼ Evaluation 

◼ Deployment 

 

Figure 2-7:   CRISP-DM Model Process Diagram [14]  

 
 
 
The IBM CRISP-DM Manual [13] released by the IBM Corporation gives very detailed instruc-

tions on how the implementation process of a machine learning and data mining application 

works. A summary of the manual will be given on the next pages. A much more detailed sum-

mary of the CRISP-DM process can be found in [15].  
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Business Understanding: 

To start with the project, it is important to get an understanding of the business perspective of 

the project and the business goals. This ensures that everybody involved in the project knows 

about the real objective of the project. The business goals can then be translated to machine 

learning goals. The output of this first phase is a preliminary project plan that describes the 

intended realisation of the machine learning objectives, as well as success criteria. Success 

criteria are necessary to measure, whether the business objectives as well as the machine 

learning objectives have been reached. 

 

Data Understanding: 

This phase starts with an initial data collection, where out of a variety of sources all the available 

data is gathered together. Next step is to describe the data in terms of quantity and quality. 

Important is the amount and the condition of the data, such as sample size, formats, dimen-

sions, etc. but also the question if the data can meet the requirements to reach the objectives. 

Data Exploring is the next step, where the data is processed or visualized to get a deeper insight 

and to discover errors, patterns or correlations within the data. Verifying the data quality is the 

last step, where the data is checked for missing data, data errors, measurement errors or other 

inconsistencies. 

There is an interaction between data understanding and business understanding because the 

formulation of the data mining problem and the project plan requires at least a basic idea of the 

available data [16]. If the data basis is found not to be sufficient to reach demands of the in-

tended machine learning goals or business goals, the business understanding part has to be 

adjusted. 

 

Data Preparation:  

This phase covers all the activities that are necessary to provide the final data set which will be 

used for the machine learning application and is the most time consuming one. It can take 50-

70% of the projects time [17]. 

First step is to select the data that will be used. If it is no relevant or not useable due to technical 

constraints it can be excluded. The reason for exclusion or inclusion should be documented. 

After selecting, the data must be cleaned. Thus, at this stage, the data analyst must either select 

clean subsets of data or incorporate more ambitious techniques such as estimating missing 

data through modelling analyses [15]. The clean and selected data can then be further pro-

cessed also referred to as data construction. In this step new attributes or features can be de-

rived from already existing ones. For instance, if the features torque and rotational speed are 

available in a data set, the feature power can be derived. It is also possible to generate com-

pletely new records. As it is not uncommon to have several data sources like tables or records, 

the next step, called data integration, is to join the data together in one table. If necessary, the 

final step is to convert the data into a new format or design that is suitable for further processing. 
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Modelling:  

In this phase the modelling techniques that will be applied are selected, applied and then cali-

brated. Sometimes it is necessary to go back to the Data Preparation phase in order to reformat 

the data to a format that fits. This is the phase where the diligent planning and preparation in 

the previous steps pays off, so that if everything up until this phase was carried out carefully 

this should not consume more than 10% of the total project time. [17] 

There is no specific model for every specific problem, hence several algorithms might be able 

to come to a solution. Normally one or more models are selected and compared subsequently. 

After selecting the model, the data set is split into a training set and a test set. The training set 

is used to build the model in a learning process, the test set is used to measure the quality of 

the model. In many cases cross-validation is applied. In this case another data set, the valida-

tion set, is used to monitor the learning process in order to avoid overfitting [6]. Overfitting hap-

pens if the model corresponds too closely to the training data and misses out to generalize the 

training data (see Figure 3-5). 

Now the creation of the chosen models starts, where the training data is used to train the models 

in order to be able to predict an output. Last step is the model assessment, where the models 

will be evaluated according to the success criteria set in the business understanding phase. If 

not, another model has to be chosen or the project can be taken back one step to refine data 

preparation. 

 

Evaluation:  

At this phase the machine learning project is almost finished. The results are evaluated in terms 

of compliance with the initial business objectives. Both, the business success criteria as well as 

the machine learning success criteria should be fulfilled. Next step is to reflect the process of 

the project to gain valuable experience for future projects. If both steps have a positive outcome 

the project can pass into the last phase, otherwise the project has to go back to a previous 

phase. 

 

Deployment: 

The deployment phase can either be as easy as presenting the knowledge found during the 

project in a report, or as difficult as implementing the machine learning model into a manufac-

turing process of a company. However, the deployment of the results should be planned first 

and in case that the machine learning project is going to be continued, a strategy for monitoring 

and maintenance of the results must be made. Last step of the project is the preparation of a 

final report where the project is reviewed and reflected. 
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Figure 2-8:   CRISP-DM Process, Phases and Steps as described in [13] 
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3 Machine Learning in Manufacturing 
 

 

After the basic introduction to machine learning, this chapter is dedicated to the application of 

machine learning in manufacturing. After a short historical review, the possibilities and chal-

lenges will be discussed, as well as the technical requirements that go hand in hand with the 

implementation of machine learning. Finally, the current state of the art will be investigated and 

presented. 

 

3.1 Historical Review and Status Quo of Digitalization 

Machine learning as an academic discipline exists since around the 1960s, but it was in the 

years of 1990 that it gained momentum with the rise of the internet, the availability of huge data 

storage capabilities and increasing computing power. In the years of 2000 big dot-com compa-

nies, financial institutes and insurance companies realized the value lying hidden in their data 

database servers. They were the first to exploit the knowledge covered in implicit or explicit 

form. This was when the terms data mining and big data became familiar to a general public. 

Since around 2005 cloud storage facilities gained popularity and enabled the “birth” of the In-
ternet of Things (IoT) somewhere between 2008 and 2009 [18]. This was the time, when man-

ufacturing companies also started to get interested on a larger scale in machine learning, but 

they are still underrepresented in this field compared to other businesses [19]. 

Since 2010 the integration of IoT in a large number of businesses continued and as of today 

the status quo could be described as a transition phase from computer supported manufacturing 

towards a full digitalization or Industry 4.0. [18] 

Digitalization in manufacturing industry is seen as a key challenge in the upcoming years [20], 

but manufacturing industry is also facing other big challenges that will affect the design of future 

manufacturing facilities and even accelerate shift towards digitalization. According to [2] and 

[21] the key challenges for the next decade are the following: 

 

◼ Agile and flexible production capacity and supply chains 

◼ Mass customization making manufacturing more complex and dynamic 

◼ Sustainable manufacturing (processes) and products 

◼ Application of information management, and AI systems 

◼ Collaborative manufacturing and extended enterprises 

◼ Industrial application of rapid manufacturing techniques 

◼ Traceability and monitoring of production 

◼ High value manufacturing in terms of society, environment and return on investment 
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◼ Tendency towards product-service systems (Servitization of manufacturing)  

Machine learning can help to address these key challenges and will most likely play an increas-

ingly important role in manufacturing in the upcoming years [2]. 

 

3.2 Challenges and Opportunities of Machine Learning ap-

plications in manufacturing 

This chapter examines general challenges manufacturing companies face, when implementing 

machine learning followed by challenges machine learning applications have to cope with when 

used in a manufacturing environment. Additionally, an overview of the possibilities will be given. 

Looking at the key challenges for manufacturing industry as described in the previous chapter, 

a trend towards complexity and flexibility is visible. Not only in the manufacturing process but 

also in the product itself. To answer those challenges some data driven solution approaches 

have been proposed, but to implement these approaches an unprecedented amount of data is 

necessary. 

◼ The first challenge manufacturing companies face, is to generate the data that is needed 

as well as to access the generated data in a way it is useable. Very frequently original 

equipment manufacturers (OEM) do not give access to their machine tool data although 

the data would be available. When investing in new production resources, accessibility 

of data should be considered. Once data is generated, another challenge is to get an 

overview of the data in the process in order to make it easy to access for everyone. This 

can be managed by creating a data map. 

◼ Accessibility to data is one of the big paradigms of Industry 4.0, where the machine shall 

be embedded into a network called cyber-physical-system (CPS), which connects all 

physical devices to the internet [20]. This is challenging especially for established manu-

facturing industries that include usually machine tools from multiple suppliers with various 

PLCs, OS versions, sensor systems, protocols and age [22]. Accessibility or to integrate 

all these machines, with different sensors, data types and formats in the network is a 

second challenge. 

◼ With accessibility of information another problem arises. Cybersecurity can be seen as 

the third challenge. Interlinked machines, sensors and PLC in a network are attractive 

targets for cyberattacks. This issue is already believed today to cost every year billions 

of dollars in revenue worldwide and it will continue growing throughout the next years 

[23]. However, machine learning can help detecting attacks and improving cyber defence. 

◼ A fourth challenge is to work on the attitude of manufacturing workers towards digitaliza-

tion, especially on the shop floor level, as they often oppose the idea of implementing a 

more cyber based manufacturing system. For many years the focus has been mainly on 

physical manifestation of manufacturing technology [22]. This means companies have to 

insure a continuing professional development towards a more cyber based education in 

order to enable workers to cope with changing demands [20]. 
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These major challenges must be considered when moving towards digitalization and application 

of machine learning tools. In the following, some challenges for machine learning algorithms 

that are encountered in a manufacturing environment will be described.  

Data collected in manufacturing is usually characterized by high variety in terms of format and 

type (number, string, status information) and high dimensionality (sample size < number of fea-

tures) [2]. Besides data often comes in complex formats with a lack of traceability of the captured 

data. The deployment of equipment (machines, sensors, etc.) from a variety of OEM makes 

traceability hard throughout the product lifecycle and the individual process stages, if there is 

no identification of the component associated with sensor data or reliable time stamps [24]. 

Faulty sensors can lead to inconsistency or missing data points in samples and must be treated 

separately.  To do so a profound knowledge of the process and data is necessary. Finally, the 

manufacturing environment is not stable but underlies constantly changing conditions, such as 

wear, material changes, product developments, batch production, discontinuous production 

processes, etc.  

 

 

It might be demanding to overcome challenges mentioned above, but machine learning also 

offers a very extensive amount of opportunities and algorithms, that can meet in particular the 

requirements of a manufacturing environment. [25] gives an overview of the opportunities. 

◼ High dimensionality of data often comes paired with redundancy and correlations within 

the data that might even be trivial in a high degree. Machine learning algorithms have the 

Figure 3-1:   Summary of key challenges in manufacturing and machine learning 
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ability to cope with high dimensionality, but also can be used to reduce the dimensionality 

of data sets and thereby also reduce the complexity of data without losing information. 

Hence, initially complex data can be presented in a much more tangible form. [2] If the 

dimensionality and complexity of data is not reduced, this can lead to a loss of perfor-

mance of the machine learning model and disturb the learning process [19]. Machine 

learning can help to overcome the increasing complexibility of modern manufacturing 

industry. 

◼ Different machine learning models are able to handle different formats and types of data. 

This is attractive especially in manufacturing, as data is usually not available in a homo-

geneous form. 

◼ Some machine learning algorithms also have shown to be robust when it comes to chang-

ing conditions, as found in manufacturing environment. This means when confronted to 

new slightly changed data or data with noise, the machine learning model is still able to 

work at an acceptable performance. 

◼ Machine learning can find patterns and relations in information that is not traceable or 

unlabelled and contribute to the discovery of so far unknown information. [25] As they 

can learn from new incoming data as well as from new results, they adapt to changing 

environment conditions. 

◼ Finally, a great opportunity with particular interest for manufacturing industry is the in-

creasing availability of user friendly and high performing open source software solutions 

to implement machine learning in their processes. Most of the tools are Python-based as 

this programming language. Some software solutions can be found in Table 1. 

 

Table 1  Table of popular open-source libraries for machine learning 

Tool Description 

TensorFlow This machine learning System, developed by Google Brain Team and 

published in 2017, can operate in very heterogeneous environments such 

as servers, edge devices or browsers. It supports multiple machine learn-

ing methods and has a focus on neural networks. CPU as well as GPU 

units can be used for computing [26] 

Scikit-learn This well-known machine learning library has a big user community and 

provides most of the state-of-the-art machine learning algorithms since 

2010. As the community is very active and many tutorials can be found, 

Scikit-learn is popular for beginners. [6] 

Theano This library was released in 2007 and therefor one of the oldest ones. 

Theano supports CPU and GPU. [27] 

Keras Keras is a library released in 2015 with a focus on neural networks and 

deep learning. It can run on the top of other libraries such as TensorFlow 

and Theano. [28] 
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3.3 Machine Learning methods 

 
First, there is no standardized wording in machine learning. In this work, methods are referred 

to as similarities of machine learning algorithms in the way they operate and the function they 

have. The following pages will give a very brief overview and description of the most common 

machine learning methods.  

In [29] a comprehensive overview of machine learning methods is given with deep insights 

into the methods. [10] provides a shorter, more compiled representation of machine learning 

methods. Both sources were used orientate and to identify the following methods:  

◼ Bayesian method 

◼ Decision Tree 

◼ Dimensionality Reduction 

◼ Instance based 

◼ Clustering 

◼ Neural Networks 

◼ Ensemble 

◼ Regularization 

◼ Association rule learning 

◼ Regression 

◼ Support Vector Machine 

 

Bayesian methods: 

These algorithms are based on the Bayes’ Theorem. The Bayes’ Theorem provides information 

about the conditional probability of an event. That means the probability of an event A if event 

B occurs. [30] The Bayes’ Theorem is given as the following equation: 𝑃(𝐴| 𝐵) =  𝑃(𝐵| 𝐴) ∗ 𝑃𝐴𝑃𝐵  
(1) 

A Bayesian network shows probability relationship in a set of variables. The information is 

gathered in a network of nodes that are connected to each other in a way that there are no 

Figure 3-2    Structure of a Bayes Network [31] D
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cycles [29]. In the nodes, dependencies between the nodes are represented as parameters or 

probabilities (see Figure 3-2). The learning process consists of 2 tasks. Learning the depend-

encies between the nodes and learning the parameters [31].  

Bayesian methods have the ability to learn fast with respect to the number of instances. They 

show good tolerance to missing values and to noise. In comparison to other methods, Bayes-

ian methods work poorly on data sets with many features and show in general less accuracy. 

  

Decision Tree: 

A decision tree is a widely used classifier and visualization of a hierarchical decision-making 

process (see Figure 3-3). Starting point is the root node, which is connected with at least two 

branches to a decision node, representing a possible decision scenario with a discrete out-

come [5]. At the end of the tree is a terminal leaf, a decision node without outcoming branch. 

The leaf node represents a decision or outcome in form of a label or numerical value [32]. 

 

Figure 3-3:   Decision Tree example, how long needs a microwave to warm up 

food? 

 

The learning process starts by finding the best-dividing feature for all attributes. This best-divid-

ing feature is then the starting point referred to as root node. This process is then reapplied to 

divide the part into ever smaller parts. This process has to be stopped before the algorithms fits 

the training data in order to avoid overfitting [31]. 

A big advantage of decision trees is its transparency in decision making.  

 

Dimensional Reduction: 

See Chapter 2.3.2 

 

Instance based methods: 

These learning methods uses labelled instances data as a training data set. In contrast to 

other learning methods, instance-based methods do not generalize the training data in order 

to derive a model to predict a class. [33] Instance based methods compare a new instance 

without label to already existing ones to classify them based on the similarity to labelled data. 
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Similarity is defined through the distance between several points in the defined area. [34] Un-

like other methods, instance-based methods evolve and adapt with new incoming instances 

by integrating them into the data sets, which makes them flexible to changes of the environ-

ment.  

As new instances are stored, this can lead to high memory requirements. Besides, especially 

if a high number of data points is compared to the new incoming instance, computational time 

to classify can increase rapidly [31].  

 

Clustering methods: 

See Chapter 2.3.2 

 

Neural Networks: 

The architecture of Artificial Neural Networks (ANN) was inspired by nature more precisely by 

the animal and human brain. It is a network of artificial neurons that are connected together in 

a certain way but without a centralized control unit. [35] The most fundamental building block 

of a neural network is the single neuron, also called perceptron, which is a linear and binary 

classifier. The single neurons are connected in a hierarchical order. Each level in the hierar-

chical order represents one layer. The connections between the neurons have weights that 

can be increased or decreased in order to minimize the error on the output. [35] This is what 

happens in the training mode. The layers in the model represent different levels of abstraction 

in the data. For instance, to give an idea the first layer might recognize edges in picture, the 

second one recognizes ears, eyes and noses with the edges and the output layer recognizes 

a face. ANN’s can be used for supervised, unsupervised and reinforcement learning, which 

makes them very versatilely applicable. 
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A special form of ANN’s are deep learning networks. These networks became famous to a 

larger audience in the last years due to the remarkable success of deep learning in text recog-

nition, image recognition, etc.   

Deep neural networks (DNN) are artificial neural networks with a special architecture. More 

precisely they have more layers and the connections between the layers can be much more 

complex. As mentioned above, every neuron is a linear binary classifier. By introducing hid-

den layers and hidden neurons, nonlinearity is introduced to the model [35]. In comparison to 

single layer neural networks, deep neural networks have therefore the ability to build increas-

ingly more complex and nonlinear models with every layer. This leads to a much more elabo-

rated and automated extraction of features.  

A more complex architecture of DNN also leads to higher computing effort and increased 

computing time.  

 

Ensemble: 

“Ensemble” is the French word for “together”. In machine learning an ensemble is a method 

that itself is composed of an individually trained set of methods, like decision trees, logistic re-

gression, ANN’s, etc. It uses different algorithms for the same task and combines the output of 

each algorithm to a single output that is more accurate [36].  

Finding the right combinations of algorithms for each use case needs some experience but 

can result in lower error, less overfitting, less bias and less variance in the results. One disad-

vantage all ensemble methods share is a poor transparency. As in some cases dozens of al-

gorithms work simultaneously it can be hard to trace back the factors that lead to an improved 

outcome [29]. 

Figure 3-4:   Multilayer Neural Network [35] 
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Regularization: 

A special form of regression (Chapter 2.3.1) is regularization. This method is an extension to 

other methods that reduces overfitting by introducing a penalty term to the objective function 

and thus constrains the complexity and variance of the method [37]. Regularization is usually 

used to improve the quality of regression methods. Popular algorithms are Ridge Regression 

and Lasso.   

A typical relation for linear regression is given as follows: 𝑦(𝑥) = 𝑤0 + 𝑤1 ∗ 𝑥1 + 𝑤2 ∗ 𝑥2 + ⋯ + 𝑤𝑛 ∗ 𝑥𝑛 (2) 𝑦(𝑥) represents the prediction the model makes, 𝑤0 to 𝑤𝑛 are the parameters of the model 

and 𝑥1 to 𝑥𝑛 denote the features. 

Ridge regression limits the parameters at a very low level with the effect of limiting the effect 

of each feature as well [6]. In contrast to Ridge Regression, Lasso restricts the parameters as 

well but is even putting some of them to zero and hence ignoring some features completely 

[6]. As shown in Figure 3-5, both functions include the given data points, but the green func-

tion generalizes better and shows less overfitting. 

 

Figure 3-5:  Regression model without (blue) and after regularization (green) [38] 

 

Regression: 

See Chapter 2.3.1 

 

Association rule learning methods: 

See Chapter 2.3.2 

 

Support Vector Machine: 

The SVM is a relatively recent method and was developed back in the 90’s. It can be used for 
supervised learning and tasks such as classification, regression or outlier detection [39]. The 
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idea of SVM is to “best split the data into groups”, whereby best means that the hyperplane 

that divides the data points into groups has the biggest margin possible (Figure 3-4). SVM is a 

linear classifier but by applying a “kernel function” SVM can also be used as a non-linear clas-

sifier [25]. 

Kernel and parameter settings of the SVM are heavily influencing the performance, hence suf-

ficient effort and time should be devoted to that. When well adjusted, SVM can well handle 

high dimensional data and work well on smaller data sets. In practical application, SVM have 

shown high performance and to be versatilely applicable [25].  

It has been shown in various industrial applications such as condition monitoring, image 

recognition and time series forecasting, that SVM are show robust and high accurate perfor-

mance in classification tasks [25]. 

Figure 3-6:   Linear SVM 

 
 

Figure 3-7 lists some popular algorithms categorized by working principle and function they 

have. Most of the algorithms shown below are used for supervised learning, some of them for 

unsupervised learning and reinforcement learning as well. However, some of them can be ap-

plied for regression as well as for classification (SVM) and some of them would fit into several 

categories (LVQ). Figure 3-5 should give an understanding where to put which algorithm but 

in practice the location of algorithms and methods is not completely strict. 
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Figure 3-7: Overview of machine learning methods and algorithms based on [10] and [29] 
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3.4 Applicability of Machine Learning Methods in manufac-

turing 

 
 
This chapter is dedicated to the identification of machine learning methods that are particularly 

suitable for application in manufacturing. Also, in this chapter a matrix is created a systematic 

comparison of different machine learning methods to their applicability in typical manufacturing 

processes. 

There is no predetermined path how to select the right algorithm for a specific task. In fact, in 

most cases multiple algorithms can lead to a satisfactory outcome for a given problem but it is 

important to find an algorithm that can comply with the given challenges. However, when choos-

ing an algorithm, several key factors must be considered. The algorithm must be chosen re-

garding suitability to circumstances of the working area like data situation, the respective objec-

tives and the individual application. For instance, neural networks work very well in image 

recognition when a big data set is available to train the ANN but if only few data instances are 

available and the goal of the application is to gain new insights into the process with the algo-

rithm, ANN’s are maybe not the right choice.  

 

3.4.1 Assessing Data Quality 

 

As seen in the CRISP-DM model, the most important part of every machine learning project is 

data understanding, accordingly, sufficient effort has to be put its assessment. Several works 

tried to examine how good data quality can be defined and how data quality can be evaluated. 

As the data quality has a high impact on the choice of the machine learning algorithm, it is easier 

to decide once data quality is rated. 

 
In [40] the authors developed 15 characteristics of high-quality information based on a survey 

from the year 1996, to define data quality: 

 

◼ Accessibility (easy and direct retrievable) 

◼ Appropriate amount of data (available information must comply with demand) 

◼ Believability (reliable sources provide information) 

◼ Completeness (all the needed information is available at the defined time and throughout 

the whole process) 

◼ Concise representation (format that is suitable and easy to process) 

◼ Consistent representation (standardized format and representation) 

◼ Ease of manipulation (information can be easily edited) 
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◼ Free of error (information corresponds to the reality) 

◼ Interpretability (information is clear and unambiguous) 

◼ Relevancy (provided information is the required information) 

◼ Objectivity (information is unbiased) 

◼ Reputation (information originates from a reliable source)  

◼ Timeliness (recent and up-to-date information) 

◼ Understandability (information is transparent and comprehensible) 

◼ Value-added (information can be used in a beneficial way) 

 

This line-up of aspects of information quality should give its observer an input when assessing 

the quality of the available data. Not all those aspects have to be met without exception. If 

aspects are more essential than others, depends highly on the use case. For instance, in ma-

chine learning, understandability and relevance might not be essential, whereas concise repre-

sentation and free of error can greatly facilitate the task. However, accessibility and an appro-

priate amount of data is crucial.  

Especially in the manufacturing industry IT infrastructure and data landscape can be very het-

erogeneous, which can constitute a high barrier for the use of machine learning. Taking into 

account the special requirements in an industrial manufacturing environment, in [41] the authors 

present a model to assess the quality of the available data for an industrial environment. This 

model in form of a table (see Table 2Table 2:  Model to assess data maturity in the 

context of machine learning ) identifies 10 different criteria and divides into 4 different levels of 

data maturity in the context of machine learning. The model can be used in step 2 of the CRSIP-

DM model “data understanding” to estimate the required time and effort that has to be put into 

data preparation. 

Figure 3-8 was developed on the basis of the findings in [41] and can serve as a template to 

assess data in an intuitive and illustrative manner. In Figure 4-2 the template has been used to 

assess the data basis of different use cases.  
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Table 2:  Model to assess data maturity in the context of machine learning [41] 

  Data Maturity Level 

Poor Modest Developed Advanced 

Data collection mode Manually 
Manually  

initiated 

Largely  

automated 

Online real time  

access 

Completeness 
Incomplete capture 

of characteristics 

Capture of major 

characteristics 

Capture of all rele-

vant characteristics 

Capture of all char-

acteristics 

Sample size No historical data Small sample size 

Small and big sam-

ple sizes unequally 

distributed classes 

Big sample sizes in 

every class 

Data management Paper records 
Decentralized data 

storage  

Centralized data 

storage in a data 

management sys-

tem 

Universal data 

warehouse 

Data format 
Hardly convertible 

formats 

Convertible with 

moderate effort  

Different but easily 

convertible formats 

Standardized for-

mat 

Data structure 
Unstructured text or 

images 

Semi-structured 

data 

Structured but un-

scaled data 

Structured, scaled 

data, standardized 

code 

Characteristics quality Sole set values 
Highly aggregated 

actual values 

Aggregated actual 

values from raw 

data with low scan-

ning frequency 

Raw data in real 

time 

Reference level 
Values of highest 

reference level 

Values of high refer-

ence levels 

Values of one refer-

ence level above 

Values of element 

level 

Consistency 
No consistency in 

data 

Multiple logical con-

tradictions in data 

Few logical contra-

dictions in data 

Continuous con-

sistency 

Traceability No ID or time stamp 
Multiple ID’s or time 

stamps 

Main ID or time 

stamps 

Main ID or time 

stamps for one ref-

erence level 
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Figure 3-8:   Template to assess data quality based on Table 2 
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3.4.2  Assessing Learning Algorithms 

In manufacturing environment data usually is structured, traceable and in most cases can be 

labelled with the help of expert knowledge. For this reason, supervised learning seems to be 

the best fitting learning method for manufacturing by now [2]. Typical applications use prediction 

models and classifiers [2]. Unsupervised learning is frequently used to get a first impression of 

the data and assess is usability for application by looking at patterns, correlation in the data but 

also finds use in rule learning, visualization, dimensional reduction, etc. [19] Reinforcement 

Learning is by now barely used in manufacturing industry. However, some promising steps have 

been made towards the application of RL in manufacturing especially in robotics and automa-

tion. 

 [31] examines several supervised learning algorithms and gives an overview (see Table 1) of 

advantages and disadvantages of popular algorithms and methods in form of a table. This pro-

vides useful information about pros and cons of these algorithms and shows one of the most 

important characteristics of machine learning algorithms: Its capability of handling imperfect 

data. 

 

Table 3: Comparing learning algorithms (**** stars represent the best and * star the worst per-

formance) [31] 

 
 

Decision 
Trees 

Neural 
Networks 

Naïve 
Bayes 

kNN  SVM  
Rule 
learners 

Accuracy in general **  ***  *  **  ****  ** 

Speed of learning with 
respect to number of 
attributes and the number of in-
stances 

***  *  ****  ****  *  ** 

Speed of classification ****  ****  ****  *  ****  **** 

Tolerance to missing values ***  *  ****  *  **  ** 

Tolerance to irrelevant 
attributes 

***  *  **  **  ****  ** 

Tolerance to 
redundant attributes 

**  **  *  **  ***  ** 

Tolerance to highly 
interdependent attributes (e.g. 
parity problems) 

**  ***  *  *  ***  ** 

Dealing with 
discrete/binary/continuous 
attributes 

****  
***(not 
discrete) 

***(not 
contin-
uous) 

***(not 
directly 
discrete) 

**(not 
dis-
crete) 

***(not 
directly 
continu-
ous) 

Tolerance to noise **  **  ***  *  **  * 

Dealing with danger of 
overfitting 

**  *  ***  ***  **  ** 

Attempts for incremental 
learning 

**  ***  ****  ****  **  * 

Explanation 
ability/transparency of 
knowledge/classifications 

****  *  ****  **  *  **** 

Model parameter handling ***  *  ****  ***  *  *** 
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3.5 State of the Art – An Overview of machine learning in 

manufacturing 

 

In Chapter 3.2 main challenges in the application of machine learning in manufacturing have 

already been discussed. In this chapter, an overview of today’s application of machine learning 

in manufacturing will be given.  

Although machine learning is a well-established field in academic research since some dec-

ades, application in industrial environment remained low. This is changing now. Modern pro-

duction systems will evolve to intelligent and almost independent working process service pro-

viders [17]. Machine learning is an essential part in this development and has potential to 

improve the quality of a product as well as the product itself. Either with the help of expert 

systems for the machine operator or by providing value-adding services to the customer [17]. 

machine learning and its associated techniques are evaluated to have high impact on future 

manufacturing and even to be disruptive [42]. 

In [43], a survey on usage of data analytics in industrial environment, 69% of the participants 

estimate the role of data analytics to be crucial within five years. Although only 30% of the 

companies in the survey have completed projects, most companies have ongoing projects in 

this field, whereby a majority of almost two third relies on open-source tools. When the survey 

was carried out in 2016, only 32% of the participants believed to get good insights from the data 

they gather but estimated the importance of advanced analytic tools to increase sharply.  

However, most companies in industrial environment seem to use data analytics and machine 

learning on shop floor level and the monitoring level (level 0 to 2 of ISA-95) but beneath busi-

ness planning and manufacturing operations management [44]. 

 

  Figure 3-9:  Advantages, costs and most important data analytics applications ac-

cording to [43]  
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The direction of development seems to go towards a real-time analysis of data. By integrating 

more sophisticated machine learning algorithms, the development will then go towards predic-

tive and prescriptive real time analysis [43]. 
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The following fields of application of machine learning methods can be found in literature [44], 

[17], [2], [45], [46], [47], [23], : 

◼ Decision support when multiple interplaying variables influence a process 

o Production cost estimation [44] 

o Automated replies for requests of proposals of complex machine configuration 

[17] 

o Obtain similar solutions based on optimization, clustering or bagging to present 

it to a decision maker [44] 

o Optimal machine time scheduling [44] 

o  Maintenance scheduling, Predictive maintenance [44] 

o Output estimation based on process features [45] 

◼ Digital knowledge management of operations and plant 

o Identifying interplay between linked units [44] 

o Identifying most significant features [44] 

o Monitoring of tool and machine condition, as well as quality monitoring [2] 

o Quality Control [45] 

o Fault detection and analysis (e.g. classification) [44] 

o Implementing diagnosis and prognosis at all levels of the system [44] 

o Information consolidation and isolation [44] 

o Data driven innovation [17], [48] 

o Data integration of the whole product lifecycle [44] 

o Automated technical documentation [47] 

◼ Intelligent autonomous diagnostic systems 

o Improve safety and flexibility [44] 

o Reduce wear and extent service life (e.g. for robots) [44] 

o Human-like machine vision (image recognition) [17] 

o Adaptive control for process optimization [17]  

◼ Supporting Expert Systems  

o Improve and facilitate machine operation [17] 

o Interactive diagnostic maintenance tools for trouble shooting [46] 

o Cyber-attack detection systems [23] 
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Decision support systems based on machine learning find wide range application not just in 

manufacturing industry but also in medicine and finance, e.g. which medical treatment has the 

highest probability of success regarding the circumstances or which investment has good pro-

spects of success considering economic data. In general, decision support systems are used 

in complex situations with multiple interplaying variables. In manufacturing the prediction of 

costs for a new product introduction with variables such as costs for material, labour, tools, 

development and research, etc. is such a scenario [44]. In [49] an approach with SVM to predict 

costs for airframe structures based on data of past projects is presented, found to provide ac-

curate estimating performance.  

In [17] the possibility of an automated processing of requests of proposals is introduced. Based 

on predictive models and historic data machine learning algorithms can provide an estimate of 

cost and can also suggest a suitable configuration of a machine.  

Maintenance scheduling can save money by reducing repairing costs and provide a valuable 

service to the customer. One application is to schedule maintenance of a machine most effi-

ciently just before failure and exploit almost full lifetime of the components. Another applications 

is the maximization of availability. Usually predictive maintenance is used to do so. In [50] a 

multiple classifier approach for predictive maintenance is described. Here the idea is not to give 

a remaining lifetime but to classify the machine into a certain “heath status” based on machine 

data. Depending on the health status, decision can be made like maintenance scheduling or 

how the machine is operated to extend lifetime. 

 

Digital knowledge management is one key competence of modern industries. As the volume 

of data produced and stored is rapidly increasing, machine learning algorithms can be used on 

the one hand to compress data and on the other hand to extract most relevant data. Dimen-

sional reduction algorithms (see Figure 3-5) can be used for that. In [51] the authors describe a 

system of automated data mining for quality control. Data is monitored by time, processed to 

extract non-trivial characteristics (such as variance for example) and anomalies are detected. 

With this method faults can be detected rapidly and relationship between product faults and 

machine data can be detected.  

Another example is described in [52] where a feedforward neural network (FNN) is used to 

monitor geometrical parameters of the molten mass in a laser welding process. An SVM is then 

used to classify the welding seam for a defect diagnosis. 

Data driven innovation is also part of digital knowledge management and can be a described 

as a side product of data analytics. Rule finding algorithms show relationship between features 

in the data set and give deeper insights into the data. The acquired knowledge can be used to 

find possibilities to improve the overall process efficiency with new product innovation [17]  

 

Intelligent autonomous diagnostic systems have seen a boom in recent years with the rise 

of cloud computing and increasing computing power. Machine vision for drones and self-driving 

cars are prominent examples for this category. In manufacturing machine vision can be used 
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for object identification, position detection, completeness check, shape and dimensional inspec-

tion, surface inspection, etc. [53]  

One application of high potential is in robot supported production lines. Today’s industrial robots 
must be programmed for every work step they take. If something in the production changes, 

e.g. the geometry of a part or the production line design, everything has to be edited. This is 

time consuming, error-prone and does barely meet the requirement of industry 4.0. The com-

pany Autodesk is working on a project named “Brickbot”, where they use convolutional neural 

networks connected in series to enable industrial robots to work more autonomously. The robot 

is then able to detect objects in his surrounding, plan and decide what to do with the object and 

finally to manipulate these objects. [54]  

Adaptive control is used to improve and optimize efficiency in processes. In [17] the process 

control of an offset printing press is described where machine learning is used to accelerate the 

quality control process. After refilling colours in the press, the colour must be adapted manually. 

By introducing an adaptive control this process can be done in shorter time and rejection can 

be reduced. Siemens uses a similar approach to optimize control parameters and to reduce 

emissions in a gas turbine. Two feed forward neural networks are put in series, whereby the 

second network models a quality function [55]. With this configuration it was possible to reduce 

NOx emissions around 15%-20%.  

 

Supporting expert systems support the machine operator in his decision making. Rule learn-

ing algorithms can provide domain knowledge to the operator and reduce learning time. Another 

application is an automated spare part detection provided by Siemens [56]. Here a mobile tool, 

for example a mobile phone, can be used to identify spare parts easily and order them directly 

to support field service. Expert systems can also be used to support the IT in detecting cyber-

attacks by monitoring the data flow. In paper [23] different approaches for machine learning in 

cyber security can be found. The use of machine learning accelerates the detection of potential 

cyber threats and improves cyber security. 

 

Deep Learning in manufacturing: 

Modern deep NN can use up to 150 layers in the model. These hidden layers enable the model 

to abstract features on its own by connecting the layers in series (also called cascades of mul-

tiple layers) [57] and reaching an ever increasing abstraction level per hidden layer. A remark-

able achievement because no human handcrafted feature abstraction is needed. [57]  

Deep learning networks evolved what is called the third boom period of ANN after 2000s. Since 

then many new deep learning models were developed e.g. deep believe networks, deep Boltz-

mann machine, deep convolutional networks, etc. [57] A description of different models of DNN 

can be found in [57]. DNN’s have been applied with great success for image recognition, video 

description, speech recognition, translation, social signal classification, game AI and many more 

[35]. In Industry DNN has been used for clustering, decision making, predictive maintenance, 

diagnostics, descriptive analytics, etc.  
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In quality control DNN have shown good performance. Machine vision can be used to detect 

faults such as surface imperfections after milling process or in steel processing [58] but can 

also be used to detect faults in welding seams [52] or incoming goods. After fault detection, a 

classification of faults can also be carried out and building on this decision finding machine 

learning methods can give advice of how to handle the fault. The paper [58] gives very good 

insight of how they used deep learning for surface inspection. 

DNN can handle large amounts of data also in real time and show high performance in their 

applications. As they can extract features on its own, less time has to be spent on feature pro-

cessing by human workforce. DNN show high potential for applications in manufacturing indus-

try especially in an environment where data availability is going to increase. Hence, there are 

some obstacles that have to be taken in account when considering their use. Vast datasets are 

needed to train a DNN to a point it can work robustly. It might be time consuming and expensive 

to access this data. Another problem is called the “black-box problem”. As ANN’s are complex, 

consist of multiple hidden layers and their features are extracted in a hierarchical order of ab-

straction, it is not always possible to understand and therefore validate theoretically how the 

model came to its decision. Currently a big research area is the retraceability of ANN. [59] The 

black-box problem lessens the learning potential companies could take out of the machine 

learning methods and enhances distrust in the model. 
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4 Machine Learning – Application of ma-
chine learning in a practical case study  

 

 

4.1 Introduction 

 

The practical use case shall give valuable insights and experience values in the implementation 

of machine learning applications in the production. The objective of the project is to learn from 

obstacles and challenges that were encountered and to gain practical experience in the field of 

machine learning. Obstacles in project shall be described as well as the measures that led to a 

solution to provide experience for following projects. A solid documentation of the project can 

give useful experience values to subsequent projects in this field. The CRISP-DM process, as 

described in 2.4, will be applied to carry out the project. [13] and [60], provide both valuable 

information about the CRISP-DM process and were used as guidelines throughout the process. 

The use case was carried out for the production facility of a midsize company in Upper Austria.  

 

4.2 Process description 

 

As shown in Figure 4-1, the production process starts when raw material in form of steel plates 

passes through the incoming goods inspection. After approval the steel plates are split into two 

parallel processes: 

◼ Small-parts manufacturing 

In a laser cutting process a laser cutting machine cuts small parts out of the steel plates 

which are then further processed manually by milling, threading and bending.  

◼ Production of standardized tubes 

Another laser cutting machine cuts the steel plates to the required form. Fully auto-

mated the plates come to the bending press where the plates are bended either to hex-

agonal tubes or P-shape tubes. Laser measurement technology is used to guarantee 

profile accuracy. After this step a longitudinal weld finishes the standardized tubes. 

 

In the tacking process the previously manufactured small parts and standardized tubes are 

joined together by manual tack welding. After the tacking process robot welding as well as man-

ual welding, depending on occupancy and components, is used to finalize the welding process. 

The resulting tube is then measured in the QS Box to guarantee dimensional accuracy and 

uniformity over time.  
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After the measurement process the tubes are prepared for the coating process and assembling 

process to finalize the product. As can be seen in Figure 4-1 these processes are not in the 

scope of this work and only mentioned for the sake of completeness. 

 

  
 

4.3 Use case selection 

Several use cases were considered at the beginning. To explore the possibilities of a machine 

learning application a kick-off meeting was held, where the project team members explored 

possible use cases, the data basis of the process and the objective that should be reached. 

Three different use cases were discussed: 

◼ Digital Controlled Bending 

◼ Welding Data Examination 

◼ Laser Cutting Data Examination 

 

4.3.1  Scientific issues of use cases 

Digital Controlled Bending is part of the bending process. After laser cutting, the steel plates 

arrive at the bending press where the steel plates are folded either to hexagonal tubes or P-

Figure 4-1:   Simplified overview of the production process 
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shaped tubes. The bending press bends the plates with up to 1300 tons of press force with a 

positioning accuracy of around 0.01 mm. Although the process should be completely automated 

and deliver similar results over time, depending on different batches of material, wear condition 

of the machine and other influencing factors, the results vary. Corrective values have to be 

applied by the machine operator in order to comply with the geometrical limits. After the first 

component ran through the process, the machine operator measures the component and based 

on the measured geometry, then applies a corrective value. Usually a single throughput is suf-

ficient to reach the geometrical limits. The know-how of the machine operator is essential when 

setting these corrective values. The corrective measures in the bending process lead to unex-

pected loss of time and production as well as to increased reject rates.  

The idea of the use case is to examine the influencing factors that lead to a deviation of geo-

metrical data. Machine learning algorithms can be used to discover pattern in the data in order 

to learn more about the influencing factors. In a second stage, a predictive model could be built, 

to support the machine operator when adjusting the corrective values by predicting values to 

be set. 

Laser Cutting Data Examination is a use case in the laser cutting process. After incoming 

inspection of the steel plates, the steel plates pass through two different laser cutting machines 

both manufactured by Trumpf. One cutting machine to cut out small parts for the small part 

production and one to produce standardized tubes. Starting position is the fact, that despite 

seemingly similar input parameters, the cutting quality varies. Some components show weld 

spatters after cutting whereas other components show now cutting imperfections. A data basis 

has to be found and examined in order to discover factors that influence the cutting quality. This 

data should then be used to improve the laser cutting process.  

Welding Data Examination is the idea of extracting previously unknown knowledge out of 

welding data. In the QS Box the standardized tubes are measured to guarantee dimensional 

accuracy. The measured data can then be used to trace back influencing factors that lead to 

greater deviation of dimensions. In the production process of the standardized tubes, the tubes 

pass through multiple processes that have the potential to influence the dimension. If pattern 

can be found in the data, this information can be used to improve future welding processes. 

 

4.3.2  Use case discussion 

The use case in the bending process is a very promising project which, if successfully carried 

out, would provide considerable added value to the company. Unfortunately, the data basis of 

the project lacks relevant information to carry out a machine learning project. The corrective 

values applied by the machine operator as well as the results of the measuring on which the 

corrective values are based on are not recorded yet. Hence, as no label in the dataset is avail-

able, supervised learning cannot be applied. Though, the corrective values could be recorded 

easily by introducing a fitting IT solution. The results of the measuring could be recorded as well 

if the tools used are able to record the results. It has been tried to collect this data but so far, no 

stable solution was found, the problem in the last try was the instability of the IT solution that 
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records the corrective values. Another issue arises with the age of the bending press, as very 

few sensor data available. Very little data is yet recorded and the press has first to be equipped 

with fundamental sensor systems before starting with a machine learning project.  

Nevertheless, this use case has high potential to improve considerably the throughput rate of 

the production of the company and reduce the rejection rate. Some steps have already been 

taken into this direction but have so far not shown success. Therefore, this use case should be 

pursued and borne in mind for future machine learning projects. 

Laser cutting data examination shows a similar issue. The data basis lacks important infor-

mation such as power consumption, laser focus and other technical parameters although the 

laser cutting machine is much more recent than the bending press. Although it can be believed 

that more data is generated, so far, Trumpf the OEM, does not give full access to the machine 

data. Probably this will change in future due to a general demand for more data, which would 

make this use case more feasible. Also, currently no information about the cutting quality is 

gathered, which makes the application of supervised learning impossible. Unsupervised learn-

ing has also limited applicability as the data basis is weak but could provide valuable new in-

sights if the data basis can be improved. 

The use case welding data examination is based on a solid data basis provided on the one 

hand by the PDM Link on the other hand by the QS Box. The process under observation is 

defined as the combination of two sub-processes. Robot welding of tacked units and measure-

ment of the welded tubes in the QS box (see focus area in Figure 4-1). PDM Link is a production 

data monitoring system provided by Cloos, an OEM for welding equipment that can record a 

wide variety of welding parameters in the welding process. The QS Box, or quality control, 

measures components according to a standardized protocol and provides very detailed dimen-

sional data for the components. A solid data basis, crucial precondition for every machine learn-

ing project whether it is supervised or unsupervised, is thus satisfied. To implement supervised 

learning, both data sources must be connected in order to label the welding data with a quality 

label coming from the QS Box. So far, the data sources are not connected and part of the use 

case is to establish this connection to be able to use supervised learning. Hence, in case it is 

not possible to connect both data sources, unsupervised learning must be applied to examine 

the welding data. However, in this case influencing factors that affect the dimensions of the 

components may probably not be found but the welding data will be analysed in a more general 

way like searching for striking patterns, outliers and other noticeable findings. 

Other use cases for machine learning have not been considered for the closer selection but 

could be examined in another project. This was mainly because there was too little knowledge 

available about data availability or accessibility. The coating process for example was not con-

sidered for a use case. At present there is no scientific issue and no knowledge about the data 

basis. Still, as the machines in the process are recent and generate a fair amount of data, 

probably a use case could be found. Another potential use case could be found after the bend-

ing process and the subsequent longitudinal welding of the tube. After welding, the tube is 

measured and straightened. The results of the measuring and data from the straightening pro-

cess could give conclusions on the bending process and welding process. 
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Figure 4-2 is an attempt to illustrate the data quality of all three use cases in a circular chart 

based on the findings in Table 2. In Table 4 an overview of the three use cases mentioned 

above can be found as it was found in the kick-off meeting of the project. 

 

Table 4:  Overview of possible use cases as found in the kick-off meeting (March 2019) 

 Use cases 

 Digital controlled bending Welding data examination Laser cutting data ex-

amination 

D
a
ta
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a
s
is

  

- Correction value 
- Machine status (position) 
- Maintenance cycle 
- Program 
- Job Nr. 
- Material data 
- Job (SAP) 
- Drawing (PVA) 

 

- Part / Type. Nr./Job Nr 
- Weld Nr. 
- Welding date 
- Voltage 
- Current  
- Current power consumption 
- Speed (welding speed) 
- Energy Consumption 
- Limit violation 
- Job Nr. (SAP) 
- Error code 
- Nr of incorrect welding 
seams 
- Parameter settings: 
    - Method (e.g. MIGPuls) 
    - Operating mode (e.g. S4) 
    - Welding wire 
    - Feed rate (Welding wire) 
    - Welding gas 
    - Gas flow 
    - Material 
    - Current set value 
    - Voltage set value 

- Power consumption 
- Start/Stop time 
- On/Off/pause status 
- Job Nr. 
- Error code 
- Remaining time 
- Current status [%] 
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m

 

Although the process 

should be completely au-

tomated and deliver simi-

lar results over time, de-

pending on different 

influencing factors, the re-

sults vary 

The objective is to identify 

these influencing factors 

in order to enable an auto-

mation of the process 

PDM Cloos Link provides a 

variety of sensor data in high 

resolution. In addition, dimen-

sional data is provided by the 

QS Box. 

The available data can be 

used to trace back influenc-

ing factors that lead to devia-

tion of dimensions. 

Despite seemingly 

similar input parame-

ters, the cutting qual-

ity varies. 

The objective is to 

identify the influencing 

factors 
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C
o
n
c
lu

s
io

n
 Scientific problem has 

high potential for the pro-

duction. Data basis has to 

be improved for execution. 

It is unclear if new insights 

can be found. Data basis is 

robust. 

Scientific problem ex-

ists. Data basis has to 

be improved for exe-

cution. 

 

4.3.3 Conclusion 

Due to an insufficient data basis in the use cases of digital bending and laser cutting, a machine 

learning project cannot be executed before improving the data basis. At present, the data if 

rated as described in chapter 3.4.1, must be considered as poor, neither available in a sufficient 

amount nor accessible in a useable way. Though, these obstacles can be overcome with 

enough time and dedication. In future machine learning projects these use cases can be con-

sidered. 

PDM Link is a powerful tool to monitor welding data, provided by Cloos, the OEM of welding 

machines in the production of the company. In the manual a broad range of features that can 

be recorded by the PDM Link are given. The most important ones can be seen in Table 4 and 

the sensor resolution is at around 100-300ms [61]. 

Considering the importance of a robust data basis for machine learning the welding data exam-

ination use case is the only use case that can be executed in the scheduled timeline of 6 months. 

The scientific issue was defined as extracting previously unknown knowledge out of welding 

Figure 4-2: Data quality estimation according to Table 2 in form of a circular chart 
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data and to identify influencing factors of dimensional deviations. In the defined sub-process 

excellent welding data is available due to the PDM Link. Extensive measurements in the QS 

Box provide valuable dimensional data that can be used as label for supervised learning. 

Weak point of this use case is at present the lacking connection between welding data and 

quality data and that it cannot be guaranteed that influencing factors can be found. It is unclear 

if influencing factors do even exist in the monitored process as dimensional deviations can also 

originate from preceding processes before the robot welding (e.g. the tacking process). The 

whole tube production would have to be integrated in a digital thread to capture all factors that 

influence the dimensions. In case supervised learning cannot be applied due to a lack of con-

nection between the data sources, unsupervised learning will be applied to analyse the welding 

data. 

However, main objective of the project is to carry out a machine learning project in order to learn 

about obstacles and challenges that must be overcome, as well as to gain practical experience 

in this field. With these objectives in mind it was decided to focus on the welding data examina-

tion use case although that the scientific problem of the digital bending control use case would 

probably have more impact on the current production. 

 

 

4.4 Business Understanding 

As mentioned in 2.4 the objective of this section is to get an understanding of the business 

perspective and the business goals. The importance of this task is crucial and by taking as 

many people as possible on board who are involved in the project, it can be ensured that the 

right answer can be found on the right question [13]. Business understanding is divided in the 

following subtasks: 

◼ Determine business objectives 

◼ Assess situation 

◼ Determine data mining goals 

◼ Produce project plan 

4.4.1  Determine business objectives 

 

In the business background section, the market and personal background of the project shall 

be examined. The latest and future developments in machine learning as described in 3.1, 3.2 

and 3.5 are the market background for the project. As the topic has prominent status and is said 

to be disruptive for many industries in the coming years, experience in this field is important to 

not lose ground. Primarily responsible for the project is Jakob Giner, student at TU Wien and 

author of this thesis. On the part of the company Alexander B., Christoph G. and Marius S. are 

Business Background Business Objectives Business Success Criteria
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the main contact persons, whereby Marius S. is the supervisor of the project. For specific ques-

tions persons from the respective departments were addressed, as can be seen in Figure 4-3. 

As part of the TU Wien, Martin Hennig holds the supervisor position and is the contact person.   

Figure 4-3:   Persons involved in the project 

 

Business objective is therefore to improve field experience in this field by implementing a ma-

chine learning project in the shop floor of the company and to generate knowledge by reviewing 

the project. If documented carefully and in a transparent manner, the documentation can serve 

as a valuable source of experience and orientation for future projects. In the kick-off event of 

the project is was agreed that fundamental functioning of the machine learning model and the 

process leading there should be focused on. 

To measure the performance of the project, business success criteria must be set. As the pro-

ject can be considered as a research project, business success criteria cannot be expressed in 

economic figures. The documentation can serve as a criterion. It should provide traceable in-

sights and give a blueprint for future projects on how to apply machine learning in manufactur-

ing. Also important is a critical look on problem areas and line out where future mistakes can 

be avoided. If the documentation meets these requirements, business success can be as-

sumed. 

 

4.4.2  Assess Situation 

 

The inventory of resources and data shall assess which resources will be needed and which 

data resources are available. The usage of economic resources for the project will be limited. 

No office space and technical equipment is needed to carry out the project. Periodic meetings 

will be held via Skype as well as on site in the company. Data resources of the of the welding 

data examination project consist of the PDM Cloos Link, a process data monitoring system that 

provides detailed welding data in real time, as well as dimensional data provided by the QS 

Box. Both data resources are available as CSV format. The data is yet not linked together, 

Inventory of 
Resources & 

Data

Requirements, 
Assumptions, 
Constraints

Risks and 
Contingencies

Terminology
Costs and 
Benefits
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meaning that a specific component generates welding data as well as dimensional data, but the 

connection between this data is missing for now. As part of the project this issue should be 

fixed. The code for the machine learning project will be written in Python. Scikit Learn, an open 

source library providing a broad range of machine learning algorithms for Python [62] will be 

used to develop the machine learning model. Pandas, an open source library for data manipu-

lation, will be used to pre-process the data. 

Requirements, assumptions and constraints is a section to clarify expectations and identify fu-

ture problems. The PDM data can be accessed only through Walter R. who has access to the 

data of the PDM Link. It cannot be accessed from outside the factory. The dimensional data 

can be accessed through Christian S. The data that is yet not linked together, but it is assumed 

that this connection can be provided within the expected timeline. Further it is assumed, that in 

the provided welding data patterns can be found. These patterns, combined with dimensional 

data coming from the QS Box, can then be used to discover knowledge on how patterns in 

welding data correspond to dimensional quality. 

  

Figure 4-4:  Timeline in calendar weeks as agreed in interim presentation 1  
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The risks and contingencies section evaluates possible risks throughout the project and comes 

up with contingency plan in case of an arising problem. Possible risks of the welding data ex-

amination project are listed in the table below. 

 

Table 5:   List of risks and contingencies 

Risk Contingency plan 

No connection be-

tween welding and di-

mensional data can be 

made in time. 

In this case, the data basis only qualifies for unsupervised learning 

as no label in the form of quality data is available. Patterns found 

with unsupervised learning can still be used to discover new 

knowledge about the welding process. An outlier (or anomaly) de-

tection model will be established to use it for monitoring welding 

data as this can be done even with unlabelled data.  

One of the main con-

tact persons unexpect-

edly drops out of the 

team. 

In this case a substitute must be found quickest possible. Probably 

it is possible to not lose completely the access to this person in 

order to be still able to execute the project. 

Results do not show 

the expected outcome. 

In this case the results have to be discussed in order to detect the 

problems that led to this outcome. Particular care has to be taken 

on the documentation of the project. 

Time schedule cannot 

be met. 

In this case a new time schedule must be agreed on. 

No sensible relation 

between welding data 

and dimensional (or 

quality) data from the 

QS Box can be found. 

Before coming to the Roy55 welding robot, where the standardized 

tube is welded, already preceding processes like tacking or bend-

ing can have considerable influence on dimensional results. These 

preceding processes cannot be included into the model within this 

project. As in case of unexpected outcome, special care has to be 

dedicated to the documentation in order to facilitate the reuse of 

the results in future projects. 

 

In the terminology section lists technical words used in the project to avoid misunderstandings. 

In Chapter 2.2 the terminology for the project has already been worked out. 

The costs and benefits section analyses the economic costs of a project and in the same time 

assesses the potential benefits that can be obtained. In the case of this project, costs can be 

reduced to the costs for the contract employee who works on the project. As no costs for office 

space or technical equipment arise, no further costs are involved. Beneficial for the company is 

improved field experience in the field of machine learning and the documentation of the imple-

mentation of this machine learning project that can serve as orientation for future projects. 
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4.4.3  Determine Data Mining Goals 

 

Data mining goals are to firstly to access the data via PDM and through the CSV files provided 

by the QS Box. Secondly the data has to be linked in order to give every datapoint of the welding 

data a label in the form of quality data from the QS Box. Thirdly the welding data shall be 

searched for patterns in order to see correlations and relations within the data. Fourthly, if pat-

terns can be found and welding data can be labelled, a relation between welding data and 

quality data shall be found. Fifthly, if supervised learning cannot be applied, unsupervised learn-

ing should be used to build an outlier detection model that detects reliably outliers in the welding 

data.  

Five data mining success criteria can be defined for the five data mining goals. Firstly, the data 

of PDM and QS Box can be provided in format of a CSV and can be edited with Python. Sec-

ondly, it is possible to link every welding data point to a quality data point. Thirdly, a clustering 

algorithm can find noticeable pattern in the data. Fourthly, considerable relations between weld-

ing data and quality data can be seen. Fifthly, the outlier detection model detects unusual weld-

ing data reliably. Detected outliers will then be checked if they show unusual behaviour. 

 

4.4.4  Produce Project Plan 

 

The project plan provides information about stages, durations, resources, etc. of the project. In 

Figure 4-4 the timeline for the project can be found. As mentioned in 4.4.2 no particular re-

sources need to be provided on the part of the company.  

An initial assessment of tools and techniques has been carried out in chapter 3.  

 

 

4.5  Data Understanding 

A description of this task can be found in 2.4. Data Understanding is divided in the following 

subtasks: 

◼ Collect initial data 

◼ Describe data 

◼ Explore data 

◼ Verify data quality 

Data Mining Goals Data Mining Success Criteria

Project Plan Initial Assessment of Tools and Techniques
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4.5.1  Collect initial data 

 

Data for the project is coming mainly from two different sources. One source is the Process 

Data Monitoring (PDM) link provided by the welding technology company Cloos. This software 

was designed to record, archive and analyse operating and welding data coming from the weld-

ing process. Main objective of the software is to provide the user with background information 

and statistical evaluations in order to optimise the welding process. According to the manual of 

the PDM link [61] process data as listed in Table 6 can be accessed through the PDM Link. Not 

all these features can be used for the machine learning project. Mainly numeric features will be 

used. 

No real time data is available in the PDM Link. Access to the data works through stored CSV 

files of the recorded process data that are created after the welding process. To start recording 

the process data, in the program code of the welding robot a start command had to be imple-

mented ahead every welding seam that is programmed and an end command after the seam. 

The start, commands were implemented in the code of 3 different products. These products 

have been chosen because they can be equipped with a RFID Chip. 

The PDM link also provides high resolution sensor data for each seam with a resolution of 100-

300ms in form of a graph. In the graph, voltage and current curves are shown over time. Unfor-

tunately, at present it is not possible to get access to the raw data of the graph. Cloos does not 

provide online access to this data. In another application, C-Gate, provided by Cloos, access to 

this data should be possible by a REST-API. This data could be valuable to detect welding 

defects. Table 6 gives an overview of data accessible through the PDM Link. 

Initial Data Collection Report
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Table 6:    Process data accessible through the PDM Link  

 

Second source of data is the QS Box where components of the products are measured after 

the manufacturing process according to a standardized norm. The results of this dimensional 

measurement, including angles and distances is gathered by means of the software Polyworks. 

Export of the data is possible and comes in the format of a XSLX file. In this file all the meas-

urements of a particular part is stored and can be observed over time. Data of the QS Box can 

be accessed through the head of quality control.  

Biggest issue is the connection between welding data coming from PDM link and the quality 

data. At present the quality data a boom produces when measured in the QS Box cannot be 

mapped to welding data the same boom produces when welded. To give every component an 

individual mark in order to clearly identify the component and assign the respective data to this 

component is still a big hurdle. If this hurdle can be overcome supervised learning can be used 

with the quality data as a label, if not, unsupervised learning can be used to examine the welding 

data. Quality data could also be examined with unsupervised learning. However, as welding 

data is easier to access through PDM Link it was decided to examine welding data. Also, the 

quality control department already monitors continuously the quality data with statistical meth-

ods. Nevertheless, unsupervised learning examination of quality data should be borne in mind 

for future projects.  

Power source data Robot data 

Wire diameter 
Gas 
Material 
Voltage:  
Set value, limit value, 
actual value, mean 
value 
Current:  
 Set value, limit value, 
actual value, mean 
value  
Gas Flow:  
 Set value, limit value, 
actual value, mean 
value  
Wire feed rate:  
 Set value, limit value, 
actual value, mean 
value  
Powder quantity 
Control 
Voltage 
Throttle effect 
Pulse frequency 
Base current 
Pulse time 
Pulse voltage 
Pulse current  
Arc length 

Dynamics 
Duty cycle water short-
age 
Welding data - 
Malfunction:  
Current, Voltage 
Wire feed rate, Gas flow 
Wire stock, Arc break-
age, Porosity  
Welding time 
Malfunction:  
Current, Wire, Gas 
Arc stationary 
Welding program  
Collective malfunction 
Communication mal-
function 
Main current 
Temperature control 

Date time 
Component type 
Serial number 
Program name 
Seam number 
Error text 
Program line of error 
Seam position of error 
Drive active 
Arc on 
Interpreter active 
Orientation drive active 
Dwell time active 
Waiting for 
Operating mode 
Programming mode 
List number 
Editor active 
Punkteditor active 
Motion type 
Seam number 
User name 
User-PAKID 
User-PID 
User description 

User level 
User status 
Reason for status  
Speed 
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4.5.2  Describe Data 

 
 
As mentioned above, data coming from the PDM link comes in the format of exported CSV files 

of the stored welding data. Every boom represents a separate CSV file. In the file 72 features 

and depending on the component around 120 instances are represented. Each instance in-

cludes welding data of one segment. A segment is the movement of the robot between two 

coded support points and lasts depending on the segment between a few seconds up to two 

minutes. Several segments sum up to a seam. Each seam includes between one and eight 

segments.  

Data includes features a variety of formats such as numerical, Boolean (true/false), categorical 

(string) and a mixture of both. A small extract of the first features and instances of an exported 

CSV file can be seen in Figure 4-5.  

Figure 4-5:  Small extract of an exported CSV file from the PDM link 

 
Every week around 5 booms are manufactured, depending on the order situation. This means 

per month around 20-25 datasets can be created. In the QS Box all the booms can be meas-

ured. Usually only a certain number of booms is measured but in this case every component 

can be examined. A good share of features does not contain data. This is either because fea-

tures contain irrelevant information, redundant sensor systems produce zeros or sensor sys-

tems are not properly adjusted. However, the most important features such as date time, volt-

age, current, wire feeder rate, etc. are recorded reliably. In some instances, no data at all is 

recorded. As this is usually at the end of a seam it is evident that these blank instances are 

travels to the next starting point of a seam. 

Data coming from the QS Box comes in form of a XSLX file. In the file a certain number of 

angles and distances is recorded according to a standardized process, such as width, height, 

length of the boom, conicity, twist, different angles and distances between load introduction 

zones, etc. The file consists of 101 features, thereof 44 set values and 44 actual values of the 

measurement. The rest are time stamps and other descriptive features of the component. In the 

file also an overview of the development of every measurement point over time can be found 

as well as an overview of how critical a measurement point is. As mentioned above, per week 

around 5 new data points are added to the file. In Figure 4-6 an extract of the quality data can 

be seen. 

Data Description Report
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To create a connection between the QS data and the PDM data several options were discussed. 

At the beginning it was thought, that this connection does already exist and after this miscon-

ception was detected it wasn’t clear whether this connection can even be established or not. In 

a preceding meeting of the interim presentation #1 in April 2019, it was decided that several 

proposals should be worked out on how a connection could be established.  

To interlink the different processes a way must be found to unambiguously identify the compo-

nent which is currently producing data and to assign the respective data flows to this compo-

nent. In industry 4.0 the idea of assigning every component the data is has produced throughout 

its lifecycle is called digital thread [63]. To start with, in the welding data a clear identification of 

the component must be enabled. The PDM link does not assign a marker to every welding data 

produced, it only records the component’s name which is currently in process. A similar problem 

occurs in the QS Box. The booms are measured but the data is not assigned to the component 

and the data is used for statistical quality control.  

To establish the connection three options seemed to be possible:  

◼ Manual tracking of the component during a certain test period. 

◼ Collecting time stamps before welding and before measuring in the QS Box by scan-

ning the barcodes that are already printed on the booms. 

◼ Scanning the RFID tags that are already integrated in some booms before welding and 

before measuring in the QS Box.  

 

Manual tracking requires high attention and attendance at the shop floor. Every component 

must be marked manually and a list has to be maintained were all the components are listed 

with the respective data. This would be possible, if enough booms would be produced to gather 

enough data for the machine learning project within 1-2 weeks. Besides, although this approach 

would deliver fast results in short term, a more long-term solution is favoured.  

Collecting time stamps by scanning barcodes on the booms would be an elegant solution as 

the booms are already marked with a barcode. Unfortunately, this solution is expected to be 

prone to error as the barcode frequently gets illegible due to high heat exposure during welding 

or other external influences in manufacturing.  

 

Figure 4-6:   Small extract of an XSLX file coming from the QS Box 
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The solution of identifying the component with a RFID Tag that is built in the product is the most 

promising one although also the most complex one. A project of building in RFID tags in com-

ponents is already ongoing at the company in the quality department. Every RFID tag is pro-

vided with a unique ID number and on each 500 characters can be saved. The idea is to have 

a scanning unit at each step of the production in order to assign all data flows that occur to the 

unique ID of the tag. This would provide considerable advantages for the internal shop floor 

management as well as for after sales.  

 
 

4.5.3  Explore Data 

 

For the Data Exploration Report data from the PDM Link was used dating from 23/05/2019 until 

the 17/06/2019 including 1366 instances, coming from 18 welded booms. Instances with NaN 

entries were excluded. 

Data Exploration Report

Figure 4-7:  RFID tags and the RFID scanning unit 

Figure 4-8: Scatter plot of initial welding data (electrical current over time) 
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First plots of the initial data over time shows, that on the robot the same part was manufactured 

in series. In Figure 4-8 the plot of the average welding power over time can be seen. Some 

outliers, mostly zero values, were found. These values correspond to very short welding times, 

showing either arc breakage during welding or movements of the robot without welding.  

 

  

   

   

Figure 4-9: 3D scatter plots, average values of current, voltage, wire feed speed and gas flow 
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In Figure 4-9 a 3D scatter plot was used to get better insights in the data. Average current 

seems to have the broadest spread (B) whereas voltage and gas flow is rather stable (E). Cur-

rent and wire feed rate correlate positively (C). Low values of current beneath around 70A cor-

relate with higher spread of voltage and could be outliers (B). Voltage values outside the range 

of 15 to 30 Volt correspond to low wire feed rates which could also indicate outliers (D). 

In Table 7 the variance of the numerical features of the initial data set can be seen. As expected 

from the plots in Figure 4-9 current has the broadest variance. Peak values of current and volt-

age show high variance which could lead to high noise in the data but nevertheless are good 

indicators for momentary deviations in the welding process. The feature “Schweissliste” with 
the highest variance includes the welding parameters of the respected welding seam. As this is 

no sensor data, this feature can be excluded from the model. All the features with set values do 

not change at all, except for the set value of speed. Minimum values are close to zero in average 

and therefore far below the average. This is an indicator, that minimum values should be treated 

with caution. 

Table 7: Variance and average values of selected features in the initial data set 

Feature var average Feature var average 

Seriennr. 0.00 1.00 Spannung Mittel [V] (1) 21.94 24.14 

Fehler Bauteil 5.54 1.65 Spannung Max [V] (1) 632.52 69.38 

Nahtnr. 239.14 24.29 Spannung Min [V] (1) 22.24 1.11 

Fehler Naht 0.26 0.11 Drahtvorschub  
Soll [m/min] (1) 

0.00 8.00 

Segmentnr. 0.56 1.20 Drahtvorschub  
Mittel [m/min] (1) 

3.30 5.50 

Dauer Segment 972.23 30.32 Drahtvorschub  
Max [m/min] (1) 

4.20 6.84 

Schweissliste 4793.86 57.02 Drahtvorschub  
Min [m/min] (1) 

0.61 0.13 

Strom Soll [A] (1) 0.00 300.00 Gasfluss Soll [L/min] (1) 0.00 13.00 

Strom Mittel [A] (1) 1864.57 152.66 Gasfluss Mittel [L/min] (1) 6.80 20.24 

Strom Max [A] (1) 2774.88 190.88 Gasfluss Max [L/min] (1) 13.97 25.74 

Strom Min [A] (1) 660.20 5.88 Gasfluss Min [L/min] (1) 22.16 1.12 

Spannung Soll [V] (1) 0.00 37.50 Geschw. (Soll) [cm/min] (1) 244.46 42.44 

 

To get a better understanding of the correlations in the data, a heatmap (see Figure 4-10), 

visualizing positive or negative correlation within the data has been made. The heatmap shows 

the Pearson correlation coefficient for each combination of features. This coefficient has a value 

between −1 and 1. 1 for total positive correlation and −1 for total negative correlation. 0 means 

no linear correlation between two features exists. As expected, average current and wire feed 

rate correlate heavily. Also, minimum values of voltage and gas flow correlate with minimum 

values of current, indicating as described above, that if the current falls below a certain threshold 

the instance is likely to be faulty. Minimum values are more likely to have negative correlations 

with other features then maximum or mean values. This could be owed to the fact that minimum 

values are mostly zero, even if average and peak values are high. Another indicator that mini-

mum values must treated with caution. 
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4.5.4  Verify Data Quality 

 

For the evaluation of the data quality, the evaluation process as shown in 3.4.1 was used. The 

data was rated and evaluated according to the matrix provided by [41] in Table 2. In the following 

a short explication on the rating will be given. 

Data collection mode was rated 3, as the PDM Link collects automated specifying which fea-

tures and components shall be recorded. The data is then stored in CSV files. No real-time 

access and no online access is possible in the current solution.  

Completeness was rated 2, because some relevant characteristics such as set values are rec-

orded in the data set. Likewise, fine tuning parameters (Pulsfrequenz, Pulszeit, etc.) are not 

captured. 

The sample size of the data set varies. Quality data is available in higher amounts then welding 

data. Depending on the component, currently around 80 instances for quality data are available 

and 18 instances of welding data. Both numbers can be considered as small and a data base 

of more than 100 instances should be pursued. As the number of instances increases weekly, 

this aim can be reached in foreseeable future.  

Data Quality Report

Figure 4-10:   Correlation Heatmap of selected features in the initial data set 
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Currently, data storage is file based, hence no central data base is available. Welding data is 

stored on site without online access and quality data is only accessible through the key person 

of the QS Box. However, quality data will soon also be accessible through the data management 

system of the RFID Tags.  

Data format comes in 2 different formats. Welding data comes in CSV files provided by the PDM 

Link and quality data in form of XLSX files. In the files several features must be converted from 

strings to datetimes, as well as from numbers to datetimes. Conversions to a standardized for-

mat can be done easily with Python Pandas. 

Data structure is well organized and standardized as both data sets are exports of data man-

agement systems. 

The current welding data set consists of aggregated actual values from the PDM Link. The PDM 

Link is able to record high-resolution actual values but cannot provide the raw data of this meas-

urements. In the export files only highly aggregated mean maximum and minimum values are 

Figure 4-11:   Welding data evaluated as described in 3.4.1 
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provided. For that reason, completeness of welding data rated 2. The quality data with 44 meas-

urement points can be rated 3 as this is a very in-depth measurement.  

Reference level describes at which position the data is captured. In the case of this project, data 

is captured directly at the component and therefore element level which is optimal (rating 4). 

Consistency in data can be rated 3, as only little contradictions were found. Contradictory are 

minimum values that tend to be very close to zero and set values that do not change throughout 

the data set which makes them not useable. Although these small contradictions a rating of 3 

seems appropriate. 

As already described in chapter 3.2, traceability is a big issue in the industrial environment. In 

the case of this project, the problem is to trace back quality data to a certain set of welding data. 

This task has turned out to be more complicated than expected as time stamps in the process 

are not sufficient to trace back components. For the moment, no main time stamp or ID can be 

provided to trace back components.  

In summary, the data provided by the PDM Link and QS Box can be described as sufficient to 

get interesting new insights into the data and to apply unsupervised learning. Completeness, 

characteristics quality and traceability should be considered as open task and can be improved 

with reasonable effort.  

 

4.6 Data Preparation 

A description of this task can be found in 2.4. This task includes everything that is necessary to 

provide and refine the data that is finally used for the model.  

Data Preparation is divided in the following subtasks: 

◼ Select Data 

◼ Clean Data 

◼ Construct Data 

◼ Integrate Data 

◼ Format Data 

 

At this point of the project it had been decided, that the initial plan of extracting previously un-

known knowledge out of welding data and identifying influencing factors of dimensional devia-

tions as described in 4.3.3 can not be carried out as intended. This is owed to the fact that not 

enough data is available and that the connection between welding data and quality data is not 

yet stable enough. So far only one single boom was scanned in the Roy55 as well as in the QS 

box, whereby the welding data in this case was not properly recorded. As determined in Table 

5, in this case the modelling of an outlier detection for the welding data will be carried out. 
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4.6.1 Select Data 

 

As mentioned in the data discription report in 4.5.2 the data set coming from the PDM Link 

consists of 72 features. The features can be found in Table 8. The PDM Link is able to provide 

data for up to two welding units (power sources) on one robot. All features with a “(2)” in the 
name are not information-bearing, as only power source 1 delivers data. All data coming from 

power source 2 can therefore be excluded. All features with set values can be excluded as well, 

as they don’t change throughout the whole data set. Properly adjusted, set values would change 

with the “Schweissliste” feature and could be used to calculate an additional feature showing 

the discrepancy between set and actual value. Although considerable time has been spent on 

it, it was not possible to fix this issue. Also excluded were all columns with minimum values due 

to high noise. As shown in 4.5.3 minimum values cause a lot of noise within the data as these 

values always are very close to zero. As said in 4.5.4, features between “Pulsfrequenz” and 

“Grundstrom” should give information about the fine tuning of the welding process. Unfortunalty 

no information is captured. It was not possible to fix this issue. As a result these features must 

also be excluded.  

This first exclusion of non information bearing features results in a much slender data set with 

high information content. Of 72 features at the beginning 41 can be excluded. Table 8 lists all 

features coming from the PDM Link whereby features in red/italic were excluded.  

 

Table 8: Features provided by the PDM Link (excluded features in red and italic) 

Roboter Strom Min [A] (1) Gasfluss Min [L/min] (1) 

Seriennr. Strom Min [A] (2) Gasfluss Min [L/min] (2) 

Typ Spannung Soll [V] (1) Drahtdurchmesser [mm] (1) 

Zeitstempel Spannung Soll [V] (2) Drahtdurchmesser [mm] (2) 

Bauteil nachbearbeitet Spannung Mittel [V] (1) Gas (1) 

Fehler Bauteil Spannung Mittel [V] (2) Gas (2) 

Gesamtzeit Bauteil Spannung Max [V] (1) Werkstoff (1) 

Nahtnr. Spannung Max [V] (2) Werkstoff (2) 

Beginn Naht Spannung Min [V] (1) Regelung (1) 

Ende Naht Spannung Min [V] (2) Regelung (2) 

Dauer Naht Drahtvorschub Soll [m/min] (1) Pulsfrequenz [Hz] (1) 

Fehler Naht Drahtvorschub Soll [m/min] (2) Pulsfrequenz [Hz] (2) 

Segmentnr. Drahtvorschub Mittel [m/min] (1) Pulszeit [ms] / Fokuslagenverstellung [V] (1) 

Beginn Segment Drahtvorschub Mittel [m/min] (2) Pulszeit [ms] / Fokuslagenverstellung [V] (2) 

Ende Segment Drahtvorschub Max [m/min] (1) Pulsspannung [V] / Laserleistung [%] (1) 

Dauer Segment Drahtvorschub Max [m/min] (2) Pulsspannung [V] / Laserleistung [%] (2) 

Schweissliste Drahtvorschub Min [m/min] (1) Pulsstrom [A] (1) 

Dauer Schweissliste Drahtvorschub Min [m/min] (2) Pulsstrom [A] (2) 

Rationale for Inclusion or Exclusion of Data
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Strom Soll [A] (1) Gasfluss Soll [L/min] (1) Spannung [V] (1) 

Strom Soll [A] (2) Gasfluss Soll [L/min] (2) Spannung [V] (2) 

Strom Mittel [A] (1) Gasfluss Mittel [L/min] (1) Grundstrom [A] (1) 

Strom Mittel [A] (2) Gasfluss Mittel [L/min] (2) Grundstrom [A] (2) 

Strom Max [A] (1) Gasfluss Max [L/min] (1) Geschw. (Soll) [cm/min] (1) 

Strom Max [A] (2) Gasfluss Max [L/min] (2) Geschw. (Soll) [cm/min] (2) 

 

For the outlier detection machine learning model only numeric values and values with a variance 

greater than zero are of interest. Features providing information such as time stamps, material, 

robot number, etc. can therefore be excluded as well. The 10 features written in green were 

used in the model for outlier detection along with four other derived features. 

4.6.2  Clean Data 

 

Some rows must be dropped as they don’t bear information. For example if the robot is moving 

without welding, this movement is captured but without collecting data. In this case only zero 

values or NaN’s are captured. Rows with an entry “NaN” (not a number) were dropped as they 

bear no additional information. Similary, rows with mean values either for current or voltage 

equal to zero were dropped as they also bear no additional information. The feature “Fehler 
Naht” indicates errors that occurred during welding a seam. This can include robot errors or 

power source errors, e.g. if the welding program is paused or interrupted. This results in longer 

welding times or other considerable different welding data. Consequently all rows of this 

features with values not equal to 0 were excluded in order to reduce noise.  

4.6.3  Construct Data 

 

Originating from the initial features three new features were derived. The features “Leistung 

Mittel [W] (1)” and “Leistung Max [W] (1)” coming from power source 1 provide information about 

the electric power. The resulting unit is Watt [W]. 𝑃 = 𝑈 ∗ 𝐼 𝑃 … 𝑒𝑙. 𝑝𝑜𝑤𝑒𝑟 𝑈 … 𝑉𝑜𝑙𝑡𝑎𝑔𝑒 𝐼 … 𝐶𝑢𝑟𝑟𝑒𝑛𝑡 

 (3) 

Another feature derived from the initial data is the feature “Energie Mittel [kJ] (1)”, giving 
information about the Energy that was used for one segment. It can be calculated by multiplying 

the electric power and welding time of the segment. The resulting unit is Kilojoule [kJ]. 𝐸 = 𝑃 ∗ 𝑡𝑠𝑒𝑔1000  
𝐸 … 𝐸𝑛𝑒𝑟𝑔𝑦 𝑡𝑠𝑒𝑔 … 𝑤𝑒𝑙𝑑𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑎 𝑠𝑒𝑔𝑚𝑒𝑛𝑡 

 (4) 

Data cleaning report

Derived Features Generated Records
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The third feature derived is named “Streckenenergie Mittel [kJ/mm] (1)”. This feature provides 

information about the energy that was introduced into the welding seam per unit of length which 

in turn gives information about the temperature cycle and the size of the heat affected zone. It 

is assumed that the velocity of the robot is constant throughout the welding process. 𝐸𝑇𝑒𝑚𝑝 = 𝑃 ∗ 60𝑣 ∗ 10000 
𝐸𝑇𝑒𝑚𝑝 … 𝐸𝑛𝑒𝑟𝑔𝑦 𝑝𝑒𝑟 𝑢𝑛𝑖𝑡 𝑙𝑒𝑛𝑔𝑡ℎ 𝑣 … 𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦 𝑜𝑓 𝑡ℎ𝑒 𝑟𝑜𝑏𝑜𝑡 [𝑐𝑚/𝑚𝑖𝑛]  (5) 

Besides the features described above, no other records were generated.  

 

4.6.4  Integrate Data 

 

As described in 4.5.2, every component generates one or more data sets that can be exported 

after the welding process from the PDM Link in form of a CSV file. These files are stored in a 

separate folder and then merged together in chronological order. The output file contains all 

instances of the individual CSV files. 

 

4.6.5  Format data 

 

All records in the data set come in form of string’s or floats. In order to proceed the data in 

practical ways the strings containing the time stamps and durations of welding seams had to be 

converted to Pandas datetimes and timedeltas. Pandas, the software library used to pre-

process and manipulate the data, provides usefull functions to convert strings or numbers to 

datetimes. Welding times were converted to timedeltas with seconds as unit.  

 
 

4.7 Modeling 

This task encompasses everything from selecting the right algorithm to adjusting and assessing 

the model. Modeling is divided in the following subtasks: 

◼ Select modeling technique 

◼ Generate test design 

◼ Build model 

◼ Assess model 

Merged Data

Reformatted Data
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4.7.1  Select modeling technique 

 

With the selected features as shown in 4.6, a Principle Component Analysis (PCA) will be car-

ried out. PCA is a popular tool to reduce the dimension of the data set, to structure and to 

visualize it [64]. In our case the fourteen-dimensional data set (14 features) can be reduced to 

a two- or three-dimensional data set in order to visualize the data while still retaining most of 

the information. The resulting features are called components of the PCA. The components are 

a mixture of the original features and are orthogonal to each other. By visualizing data this way, 

clusters, patterns, or outliers can be made visible.  

Besides a better visualization the PCA has even more advantages. Firstly, two- or three-dimen-

sional data can be processed much faster than higher dimensional data, which leads to reduced 

computing time. Secondly, by calculating the covariance matrix, which contains the loading 

vectors of the individual components of the PCA, an even deeper insight in the data can be 

achieved. In the loading vectors the underlying factors of the individual components are listed. 

In other words, in the loading vectors the features containing most information related to a spe-

cific problem can be found [64]. 

Finally, the results of the PCA can be used to implement an outlier detection. If the PCA shows 

patterns in the plot, there are similarities within the data. If these patterns are well separated, a 

model can be made were new instances are classified according to their match or mismatch 

with the existing patterns. To do so it is essential to eliminate outliers before fitting the model to 

the patterns found by the PCA. Otherwise the model would be negatively affected by outliers in 

the training set and could not effectively detect outliers in the test set. 

Besides eliminating outliers by the measures taken as described in 4.6.2 another possibility to 

clean the dataset is the application of an algorithm to find previously undetected outliers. Two 

different algorithms will be tested. One algorithm is DBSCAN, a density-based clustering algo-

rithm introduced in 1996. The underlying key idea of DBSCAN is “that for each point of a cluster 

the neighbourhood of a given radius has to contain at least a minimum number of points, i.e. 

the density in the neighbourhood has to exceed some threshold” [65]. Its advantage in contrary 

to other clustering algorithms such as Kmeans is, that it can handle clusters with arbitrary shape 

and detect outliers. However, if local densities vary in different regions of the plot an algorithm 

with a single density level such as DBSCAN might encounter problems with describing well all 

clusters [66]. 

Local outlier factor (LOF) is the second algorithm that will be applied on the training data set. It 

is also density-based, but in contrast to DBSCAN, where being outlying is a binary property, 

LOF assigns to each instance an outlier factor indicating the degree of being outlying [67]. The 

user can influence the model by adjusting several parameters such as the k-nearest neighbours 

that are used to calculate the density and a threshold for the outlier factor can be set, as of 

which an instance will be considered as outlying. The advantage of LOF to other outlier detec-

tion algorithms is, that it can handle varying densities throughout the dataset [68]. LOF has 

Modeling technique Modeling assumptions
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already been applied successfully in outlier detection projects such as network intrusion detec-

tion [68] and is therefore expected to deliver better results than DBSCAN. 

Finally, another model using “one-class SVM” algorithm will be applied and compared to the 

results of LOF. One-class SVM is a support vector machine based algorithm that can be used 

to detect outliers and learn boundaries and can then be used to classify new instances based 

on these boundaries.  

4.7.2  Generate test design 

 

This chapter is dedicated to the test design of the model, or on how to evaluate the model and 

assess its quality. For supervised learning a common test design is the k-fold cross validation. 

For this evaluation method the data set is split into 𝑘 similar sized parts. In the following one 

part is always used to test the model and the other parts to train the model.  A common practice 

is to split the set into 𝑘 = 5 parts, meaning 80% of the data is used for training and 20% for 

testing [69]. Every data point must be used for testing once. For 𝑘 = 5 the evaluation is carried 

out 5 times with different training and test sets. The best performing data set is then used for 

training the model. K-fold cross validation will not be used in this project, as unsupervised 

learning is used. 

Another possibility to assess the outlier detection model is to deploy a confusion matrix (see 

Figure 4-12). In the case of outlier detection the matrix is a 2 𝑥 2 Matrix as there are only two 

classes. Outlying instances and inlying ones. If an outlier is predicted correctly, it is rated True 

positive. If the model predicts an outlier to be an inlier this is rated False negative. Actual inliers 

that are classified as outliers are False positives and inliers that are correctly classified are True 

negatives. Ideally, if everything is correctly classified the off-diagonale entries would be zero 

[5]. 

 

As the model is build on unsupervised learning, no class labels are available, meaning, to use 

the above described evaluation methods, labels have to be generated. To do this, the results 

of the model will be analysed by reviewing all instances of the test data set. If welding data of 

the instances that are classified as outlying show a percentage difference greater than 15% 

from the average value in at least two different features, the classification will be counted as 

true positiv. If the percentage difference of instances that are classified as outlying does not 

Test design

Figure 4-12:    Confusion Matrix for two classes inspired by [5] 
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exceed 15% from the average in more than one feature, these instances will be counted as 

false positives. False negatives will be instances that show a percentag difference of more than 

15% from the average in at least two different features and that are classified as inlying. True 

negatives are instances classified as inlying that show no percentag difference of more than 

15% from the average in more that one feature. 

 

4.7.3  Build model 

 

For the PCA only one parameter setting was changed from default settings. The parameter 

“n_components” sets the number of components to be kept. This parameter was set to 3 com-

ponents. The same applies for the Kmeans algorithm. The parameter “n_clusters” is the only 

parameter not on default setting and sets the number of clusters to form. This parameter was 

set on 20 clusters as the number of unique welding parameters that can be found in the 

“Schweissliste” feature is 20. It is hoped that Kmeans can identify the different welding param-

eters. 

Most important parameter for DBSCAN is the eps parameter. It is “the maximum distance be-

tween two samples for one to be considered as in the neighbourhood of the other” [70] Default 

value for this parameter is 0.5, which is also the value that gives the best results in this model. 

Another parameter is “min_samples”. This Parameter influences “the number of samples (or 

total weight) in a neighbourhood for a point to be considered as a core point” [70]. As the sample 

size for the training set is 18 this parameter was set 15, slightly beneath the sample size. The 

parameter must be set below the sample size as otherwise, in case of outliers, the whole cluster 

would be classified as outlying.  The parameter “n_jobs” is the parameter for how many proces-

sors are used to calculate the model. This parameter was set -1 which means all processors 

are used for calculation.  

For the algorithm “Local outlier factor” two parameters were set. “n_neighbors” is a parameter 
similar to DBSCAN’s “min_samples”. It was set 15 as this is slightly below the training sample 

size of 18. The parameter “contamination” influences the threshold of the decision function, if a 

point is considered as outlier or not. This parameter was set ‘auto’ which gives the best results. 

The only parameter set differently from default for the “One-class SVM” algorithm is the “nu-

parameter”. This parameter sets an upper bound for error probability in the training set and a 

lower bound for the number of support vectors [71]. As the training set has already been cleaned 

from outliers the “nu-parameter” can be set at a low value to keep the rate of misclassified 

training examples low. All other parameters for this algorithm were left set on default. 

  

Parameter settings Models Model description
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Table 9:      Parameter settings 

Algorithm Parameters Set value Explanation 

PCA Number of com-
ponents 

3 3 components represent around 85% of 
information, which can be considered as 
sufficient. Furthermore, 3 components can 
be visualized in informative plots. 

Kmeans Number of clus-
ters to form 

20 According to 20 existing unique entries in 
the “Schweissliste” features. 

DBSCAN Eps 0.5 Default value gives the best results. 

 min-samples 15 The sample size of welded booms in the 
training set is 18. The set value is slightly 
below. 

 n_jobs -1 Parameter setting to use all processors to 
calculate the model and not just one as de-
fault. 

Local outlier fac-
tor 

n_neighbors 15 Slightly below the training sample size of 
18 

 contamination ‘auto’ Gives back the best results. 

One-class SVM nu 0.01 Sets a narrow boundary 

 

The procedure of the project has been described in the previous chapters. In Figure 4-13 the 

project steps can be seen in an overview.  

 

After cleaning and constructing the data set the data has to be standardized using Scikit-learn’s 
“StandardScaler” tool. Many machine learning tools need standardized or normalized data to 

work correctly [72]. Standardizing the features means to rescale the data, remove the mean 

Figure 4-13:     Overview of project steps 
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value (mean value is zero) and scaling the variance to a unit variance (standard deviation is 1). 

Normalization would be to rescale the data to fit it into a value between 0 and 1. 

After standardizing the data, the PCA can be carried out, reducing the dimension of the training 

set from a 14 𝑥 1274 matrix to a 3 𝑥 1274 matrix. The explained variance is an indicator for the 

information that has been kept after the dimensional reduction. The first three components ac-

count for 84,5% of the total explained variance, which means that around 85% of the information 

has been kept although the number of features has been reduced by almost four-fifths.  

 

Figure 4-15:   Explained variance, PC1: 60.4%, PC2: 14.2%, PC3: 9.9% 

Figure 4-14:   2D density graph of the training data set after dimensional reduction 
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In [73] the author explains that the explained variance for further processing should be at least 

60%. As can be seen in Figure 4-15. already the first two components account for 74,6% of 

explained variance and should therefore be valid for further modeling. If the third component is 

used, the explained variance rises to 84,5%. 

In Figure 4-14 a plot of the first two PCA components can be seen. Every instance (one segment 

welded by the welding robot) represents a data point in the scatter plot. In the plot several 

clusters can be found which indicates that patterns exist within the data. It is assumed that the 

cluster match well with the welding parameters as listed in the feature, as these parameters are 

set for each segment. 

Figure 4-16 shows that the pattern in the plot match well with the welding parameters. Some 

welding parameters form more than one cluster, which could be related to the welding time as 

the same welding parameters are used for different segments.  

 

In Figure 4-17 the covariance matrix and the loading matrix of the PCA are shown. The covari-

ance matrix with a size of 𝑝 𝑥 𝑝 is, where p is the number of features, is the first step to calculate 

the principal components of the PCA [74]. The elements in the diagonal of the covariance matrix 

are the variances, the entries outside the diagonal are the correlations. Similar to the heatmap, 

that was used to explore the data in 4.5.3, correlations within the data can be seen. For exam-

ple, in the first row, the welding time correlates with total energy consumption that was used. 

Likewise, it can be seen that energy per unit length correlates positively with the electric power 

and negatively with the welding speed.  

 

Figure 4-16: 2D graph of the training data set with colours according to welding parameters 
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The loading matrix below is calculated by the means of the covariance matrix. This matrix con-

tains the factors that load on the individual principal components of the PCA. Hence, by ana-

lysing the loading matrix, the features that have the most impact on the individual principal 

components can be found. For instance, mean electric power has the highest impact on the first 

component, followed by the mean and maximum values of the current and the max maximum 

value of wire feeding rate. The first component is therefore mainly influenced by the factor cur-

rent energy consumption, including several features that affect this factor. The second principal 

component is mainly loaded by welding time and total energy consumption. The underlying 

factor for PC2 can therefore be called total energy consumption. The third principal component 

is loaded by speed. This is the third factor that influences the PCA. Together these three factors 

account for almost 85% of the information. 

Finding the underlying factors, also called latent variables [75], can help to interpret correlations 

between data and provide information about the most striking features in the dataset. Especially 

if the data set has a high number of features finding latent variables that sum up several features 

can reveal valuable new insights.  

In the plots Figure 4-14 and Figure 4-16 besides clusters in the welding data also individual 

points that lie apart from the clusters. These instances apparently show deviations in their fea-

tures from average values. For the implementation of an outlier detection model it is crucial to 

find and exclude outliers before training the model to the training set [74], as otherwise the 

boundary in the vector space between inlying and outlying points would be negatively affected. 

Figure 4-17:   Covariance matrix (above) and loading matrix (below) of the PCA  
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Several criteria have been invented in order to formalize the classification of outliers. Two cri-

teria were used on the training data set and compared. The DBSCAN algorithm and local outlier 

factor (LOF). 

Figure 4-18 shows the results of the outlier detection with DBSCAN. Instances labelled as out-

lying are coloured in red. Several clusters that do not seem to be outliers were classified so. 

The respective clusters are encircled in the plot. Two reasons seem to play a decisive role. 

Firstly, as mentioned above the application of DBSCAN can lead to problems in the case that 

densities of the clusters differ strongly. In Figure 4-14 the density of the cluster is shown. The 

encircled clusters show low density. Another problem is that the number of currently 18 booms 

that have been captured so far is probably not enough and should be increased in order to 

properly classify outliers. 

To get a second local outlier factor algorithm has also been applied. As already mentioned, this 

algorithm shows two main differences to DBSCAN. Its classification is not a binary one, outlying 

or not outlying. In the first step it assigns a factor to each point according to its probability of 

being outlying. After adjusting a threshold, it is decided whether a point is outlying or not. The 

other difference is its ability to handle different local densities.  

Figure 4-18:   DBSCAN Outlier detection with outliers in red colour 
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In Figure 4-19 on the upper plot the local outlier factor of each instance is visualized by the size 

of the circle surrounding the instance. Big circles indicate a high outlier factor. The plot below 

shows the instances that have been classified as outlying. The results differ considerable from 

the results found by DBSCAN. More instances have been classified as outlying and the regions 

of outliers differ. Especially on the side-lines of clusters many instances have been classified 

as outlying. Outliers are also more evenly spread over the whole plot. Unlike DBSCAN, LOF is 

less prone to class whole clusters as outlying but might be too sensitive to local differences in 

density which could lead to misclassified points. 

After using LOF to calculate the local outlier factor of each instance in the training set, Scikit 

Learn provides a method called “decision function” which returns information about the 

Figure 4-19:     Local outlier factor (LOF)  
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threshold that classifies a point as inlying or outlying. New, previously unseen data can then be 

classified according to the boundaries learned from the training data. The new data comes in 

form of welding data of two new booms. It acts as the test data set in order to evaluate the 

model learned from the training data. As the training data set consists of welding data from 18 

booms, the test data set comprises data accounting for around 10% of the size of the training 

data set. In the upper plot of Figure 4-20 both data sets can be seen. 

 

In the lower plot of Figure 4-20 the classification of the test data according to the boundaries 

trained from the training data can be seen. The model has been trained with LOF. This is the 

reason why clusters with lower density tend to have larger boundaries and dense clusters have 

Figure 4-20:  Training and test data instances (above), Novelty Detection with LOF (below) 
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more narrow boundaries. From 136 instances in the test data set, the model classifies 23 in-

stances as outlying. This looks quite high but can be attributed to the fact, that the model would 

need more training data to improve classification task and set the boundaries more accurately. 

Nevertheless, instances that seem outlying on a first glance, such as number 110, 42 or 68 

have been classified outlying, showing an overall functioning of the model. 

In order to improve the model another approach has been tested. As mentioned above, the 

exclusion of outliers is crucial for a proper implementation of outlier detection. For this reason, 

both outlier detection strategies, DBSCAN and LOF, have been used and instances classified 

as outlying from both algorithms have been excluded. In Figure 4-21 the results are shown. Two 

clusters have been classified as outlying although it can be assumed that if of more instances 

would be available, these clusters would be classified as inlaying. 

 

After excluding outliers classified by both algorithms, another algorithm called “One-class SVM” 
is applied to learn boundaries in order classify the test data set. In Figure 4-22 the results are 

shown. With this model, from 136 instances in the test data set, 13 have been labelled as out-

lying.  

Both models show functioning when classifying outliers and can be used to detect outliers in 

the welding process. More instances are needed to improve accuracy of classification. If more 

training data can be provided, accuracy should improve considerable for both models.  

Figure 4-21:   Combination of DBSCAN and LOF to find outliers 
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4.7.4  Assess model 

 

 
In 4.7.2 a test design to assess the models has been explained. For both models a confusion 

matrix will be created to compare them. As outlier detection is an unsupervised learning method, 

labels must be generated to evaluate the models.  

For the whole test data set every feature in every instance has been compared to the average 

value. The test data was compared to average values of instances with the same welding list 

number and the same welding time. Average values for each welding list and each welding time 

can be found in Figure 9-1 and Figure 9-2. All values of the test data including the percentage 

difference for each feature and instance from the average value can be found in the tables 

shown between Figure 9-3 and Figure 9-10.  

By applying the evaluation method proposed in 4.7.2, 23 instances have been labelled as out-

lying. Hence, 23 instances of the test data show a percentage difference from the average value 

of more than 15% in at least 2 features. 

 

 

  

Model Assessment Revised Parameters

Figure 4-22:    Novelty detection with One-class classification 
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The model carried out with LOF (Figure 4-20) classifies 23 instances as outlying. 4 of them 

show differences in their welding data from comparable instances of the same welding param-

eters. These are the instances with the index 2, 68, 78 and 113. Hence, out of the 23 instances 

classified as outlying 4 instances are true positives and 19 are false positives. 94 instances 

classified as inlying are also labelled inlying by the evaluation method proposed in 4.7.2 and 

therefore true negatives. The 19 instances classified as inlying by the algorithm show percent-

age difference from the average of more than 15% in at least two features and therefore false 

negatives. 

In the one-class SVM model 13 instances are classified as outlying. 4 of them show differences 

in their welding data from comparable instances of the same welding parameters, namely the 

instances with the index 2, 68, 70 and 78. Hence, out of the 13 instances classified as outlying, 

4 instances are true positives and 9 are false positives. 104 instances were correctly classified 

as inlying and therefore true negatives. 19 instances are counted as false negatives as they 

show a percentage difference from the average of more than 15% in at least two features. 

 

 

Table 10:   Confusion matrix for outlier detection with LOF 

  
Predicted Class 

 
 

  
Positive Negative Total  

A
c
tu

a
l 
 Positive 4 19 23  

Negative 19 94 113  

 
Total 23 113 

 
 

 Sensitivity True positiv rate = TPTP + FN 
0.174 

 Specificity True negativ rate = TNTN + FP 
0.832 

 False positive ratio False positive rate = FPTN + FP 
0.168 

 Positive predictive value Positiv predictive value = TPTP + FP 
0.174 
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Table 11:   Confusion matrix for outlier detection with one-class SVM 

  
Predicted Class 

 
 

  
Positive Negative Total  

A
c

tu
a

l 

Positive 4 19 23  

Negative 9 104 113  

 
Total 13 123 

 
 

 Sensitivity True positiv rate = TPTP + FN 
0.174 

 Specificity True negativ rate = TNTN + FP 
0.920 

 False positive ratio False positive rate = FPTN + FP 
0.080 

 Positive predictive value Positiv predictive value = TPTP + FP 
0.308 

  

 

As apparent in the two matrices Table 10 and Table 11 the one-class SVM model and the LOF 

model achieve equal results in terms of sensitivity. However, the one-class SVM generalizes 

better than the LOF model and shows therefore less false positive classifications and a higher 

positive predictive value. With increasing training data these numbers are assumed to improve 

considerable. Higher sensitivity of both models and a lower false positive ratio (false alarm ratio) 

of the LOF model would be need before being implemented in the production process. At large, 

the one-class SVM model shows better results than the LOF model and is therefore recom-

mended for further use. 

 

4.8 Evaluation 

In 2.4 a more detailed description of this task can be found. Evaluation encompasses the eval-

uation of the project according to the previously set business criteria as well as a reflection on 

the project. 

Evaluation is divided in the following subtasks: 

◼ Evaluate results 

◼ Review process 

◼ Determine next steps 

TP 

TNFP 

FN 
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4.8.1  Evaluate results 

 

In 4.4.1 the business objectives have been identified. It has been said that due to the scientific 

character of this project it is not possible to express the achievements of this work in economic 

numbers. The objective was to improve field experience in machine learning, to provide a blue-

print on how to carry out machine learning projects in form of a transparent documentation and 

to increase sensitivity to this field.  

As can be seen in Figure 4-3 different departments were involved and contributed to the project. 

This has led to lively debates in meetings on how machine learning could be applied and which 

applications would have the biggest potential. Two interim presentations and the final presen-

tation have pointed up possibilities of machine learning in manufacturing and the challenges 

which have to be taken to implement machine learning projects. Results of the theoretical part 

provide a practicable overview of the current developments in machine learning as well as an 

assistance on how to select algorithms or assess the quality of data. State-of-the-art research 

results give a comprehensive overview on applications in manufacturing that have been carried 

out so far and can serve as a pool of ideas for future projects.  

Results of the theoretical part were adopted to carry out the practical part to show their practical 

usability. In the practical part several hurdles were encountered such as the traceability between 

welding data and quality data or setting the set values for in the PDM Link. Likewise, it was 

problematic to access sufficient data for the use cases partly because no sensor systems are 

installed and partly because OEM’s do not give access to machine data. To some extend it was 

possible to overcome the hurdles such as the traceability problem where good progress has 

been made. These are useful experience values that will enrich future projects and should 

therefore not be underestimated. Finally, by using a well-established industrial standard for data 

mining such as CRISP-DM it was possible to provide a blueprint for future machine learning 

projects. 

Although the business success criteria cannot be numerically quantified it can be said that the 

business objectives have been met in the sense of improving field experience and in providing 

experience value for future projects.  

Two models were tested and assessed. One-class SVM shows better performance as can be 

seen in Table 10 and Table 11. Hence, the one-class SVM model is recommended for future 

outlier detection. Nevertheless, both models would profit from a considerable increase in train-

ing data but unfortunately, within the timeline of this project, it was not possible to generate 

more data.  

 

Assessment of ML results Approved Models
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4.8.2  Review process 

 

At this step the project can be reviewed. This involves a thorough re-thinking of the approach 

that has been chosen. In future machine learning projects, the application of the CRISP-DM 

standard process should be considered from the very beginning to provide a consistent frame-

work for the whole project. Hence, already in the kick-off meeting the manual of CRISP-DM 

should be used to discuss more effectively business objectives as well as data mining objec-

tives. In the case of this project, business objectives and data mining goals have been derived 

from the findings of the kick-off meeting but could have been defined more precisely.  

In the run-up to future projects, the findings of the theoretical part, especially the methods to 

assess data quality of use cases can provide valuable tools to pre-assess data quality in order 

to set data mining goals more precisely.  

4.8.3  Determine next steps 

 

The projects business success criteria were determined among other things as improving field 

experience and in providing experience value for future projects. Now findings of this project 

should be used to realize other further projects in this direction and to deepen ever more the 

company’s experience in this field. As findings from chapter 3.2  and 3.5 suggest, machine 

learning is likely to gain ground in the industrial environment in the coming years. It can therefore 

be assumed, that expertise developed in this field today now will later pay off. 

To boost expertise in machine learning the author suggests the following measures: 

◼ Devoting resources to this field to improve internal expertise on the field of machine 

learning.  

◼ Building up a personnel pool in this field to develop internal expert knowledge. 

◼ Enhancing cooperation with research institutions such as universities to keep the state 

of knowledge up to date in this rapidly developing field.  

o A possible option would be to work out a research project that can then be ex-

ecuted together. Carrying out a potential analysis for machine learning in 

manufacturing of the company could be an enriching experience for both par-

ties.  

o Another option is to work out projects in the size of a master thesis or bache-

lor thesis and to assign these projects to students for execution as happened 

in the case of this project. 

◼ Enhancing cooperation with other companies active in this field. 

◼ The now established connection of welding data and quality data can be used to exam-

ine the relation of the two data sets.  

Review of process

List of possible actions Decision
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5 Conclusion and Outlook 
 

 

5.1 Conclusion 

The theoretical part comprises fundamentals and a solid overview of the latest developments 

and progress made in the field of machine learning. In chapter 2 common terminology that is 

used in this field has been summarized. Also, types of machine learning have been explained 

such as supervised, unsupervised and reinforcement learning. Finally, chapter 2 gives a sum-

mary of the “cross-industry standard process for data mining”, a standardized process for ma-

chine learning and data mining projects that was later used to carry out the practical part. 

Chapter 3 is dedicated to machine learning in a manufacturing environment. After a short his-

torical review, challenges of machine learning in manufacturing have been collected and de-

picted in an illustrative summary (Figure 3-1). Opportunities of machine learning in manufactur-

ing have also been examined in 3.2 and a list of popular frameworks which provide a variety of 

machine learning algorithms for implementation has been given in Table 1. In 3.3 an outline of 

machine learning algorithms is given where the algorithms are classified according to the way 

they operate. In Figure 3-7 the findings are summarized in an illustrative way. Chapter 3.4 pro-

poses a scheme on how to assess data quality and a template was developed that can be used 

to assess data quality in an illustrative way (Figure 3-8). Also, a table can be found providing a 

comparison of machine learning algorithms. Finally, chapter 3.5 provides an overview of the 

current state-of-the-art, starting with the findings of a survey over advantages, costs and the 

most important applications of data analytics in an industrial environment. Subsequently, a va-

riety of applications already carried out in industry, respectively including the source, are listed. 

For a better overview the results of the state-of-the-art analysis were divided into different fields 

of machine learning applications.  

Chapter 4 comprises the practical part of the project carried out according to the cross-industry 

standard process for data mining (CRISP-DM). In this part, findings of the theoretical part were 

used and applied to a real-life use case to test their applicability. Instruments and findings from 

chapter 3, such as the overview over open-source machine learning frameworks in Table 1 and 

the model to assess data quality in Figure 3-8 were used to define basic factors like program-

ming framework and use case. The CRISP-DM process as described in chapter 2.4 was used 

as a red thread going through all typical steps of a machine learning project, namely business 

understanding, data understanding, data preparation, modeling and evaluation. An unsuper-

vised outlier detection model has been implemented, using welding data provided by the com-

pany to detect irregular data points. Two different approaches have been compared. One model 

using the “local outlier factor” algorithm and the other on a “one-class SVM” algorithm. The 

project has been carried out using the framework Scikit-learn. At the end a solid evaluation of 

the project is given in terms of performance of the models and to what extent the business 
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objectives set in 4.4.1 have been met. Chapter 4 concludes with a review of the project as well 

as a recommendation for the company of further steps in the field of machine learning.  

In chapter 1.1 the research issues for this work were defined. The first two questions about 

opportunities and challenges that arise with the use of machine learning have been answered 

in chapter 3.1 and chapter 3.2. Key challenges for manufacturing industry in general, challenges 

for the implementation of machine learning and challenges that arise from data were identified, 

depicted and summarized in Figure 3-1. The findings are manifold and range from data gener-

ation and accessibility of data to cyber security and the mistrust of personnel towards digitali-

zation. Subsequently, opportunities that arise from the use of machine learning are listed, such 

as the possibility of handling high-dimensional data or the possibility of handling a variety of 

different data formats. With the findings of the state-of-the-art research in chapter 3.5 a variety 

of opportunities that arise from the use of machine learning we identified in fields like research 

and development, customer service or production. The third research issue about concepts and 

methods that show particular suitability for an industrial environment was covered in several 

chapters. In chapter 2.4 the cross-industry standard process for data mining (CRISP-DM) was 

introduced. This process was found suitable for future machine learning projects and applied 

for the execution of the practical part. Besides a model was presented to assess data quality in 

an industrial environment. The template developed in Figure 3-8 is hoped to serve as an addi-

tional tool for meetings in the run-up to future machine learning projects. 

 
In chapter 1.2. the objective of the work has been defined as providing the company an experi-

ence value in the field of machine learning in manufacturing by giving an overview about the 

fundamentals and state of the art as well as by identifying useful instruments and concepts that 

can be used in future projects. Furthermore, the objective has been divided into the following 

subtasks: 

◼ Identifying the current state-of-the-art of machine learning in manufacturing. 

◼ Providing an application-oriented overview of the available algorithms and methods. 

◼ Providing a roadmap or overview on how to proceed when implementing a machine 

learning project in manufacturing (problem description, data acquisition, data analysis 

and pre-processing, etc.) 

◼ Selection of a real-life use case in the production of the company 

◼ Prototypical implementation with Python and the selection of Python based framework 

(e.g. Scikit-learn, etc.) 

◼ Analysis and evaluation of the results. 

 

It was possible to meet all requested objectives in the course of this work. In the theoretical part 

the outline of machine learning fundamentals will give useful insights into the field of machine 

learning in manufacturing and the state-of-the-art analysis can serve as a pool of ideas for future 

applications in the production of the company. Concepts such as the model to assess data in 

an industrial environment can be used not only in machine learning projects but also in other 

applications. The CRISP-DM process as described in chapter 2.4 and executed in the practical 
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part can assure an efficient implementation of machine learning projects and is therefore hoped 

to proof especially valuable for the company. By implementing a prototypical use-case in the 

production of the company, the concepts found in the theoretical were able to be proofed on 

their applicability in a real-life environment. In conclusion the project was evaluated according 

to criteria set at the start, the findings were discussed and a recommendation for further steps 

has been given. 

 

5.2 Outlook 

A recommendation for the next steps to take to further improve the company’s expertise in the 

field of machine learning has been given in the evaluation of the practical part in chapter 4.8.3.  

In the course of this work some interesting points that could be covered came up which would 

be worth dedicating more research efforts. Quality data coming from the QS Box could be sub-

mitted to an unsupervised learning examination. It is not improbable that previously unknown 

patterns can be found in the data that could be used to assess sources of errors. Furthermore, 

the now established connection between welding data and quality data can be used to relaunch 

the attempt of examining the correlation between welding data and quality data. Also, the use-

cases proposed in 4.3.2 should still be born in mind for future machine learning projects.  

 

This work is hoped to be a valuable source of information for the company on their way to 

industry 4.0. New concepts and insights were found that will consolidate the company’s expe-

rience on the field of machine learning. In the course of the implementation of the use-case 

interesting discussions led to new ideas were machine learning could be applied and the state-

of-the-art analysis can serve as a pool of ideas for new projects and innovations.   
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9 Annex 
 

Figure 9-1: Average values of different welding lists with different welding times (1/2) 
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Figure 9-2: Average values of different welding lists with different welding times (2/2) 
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Figure 9-3: Test set data. Including 136 instances (1/4) 
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Figure 9-4: Test set data. Including 136 instances (2/4) 
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Figure 9-5: Test set data. Including 136 instances (3/4) 
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Figure 9-6: Test set data. Including 136 instances (4/4) 
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Figure 9-7: Percentage difference of test data to average values of the same welding list and 

time. Including outlier labels. (1/4)  
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Figure 9-8: Percentage difference of test data to average values of the same welding list and 

time. Including outlier labels. (2/4) 
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Figure 9-9: Percentage difference of test data to average values of the same welding list and 

time. Including outlier labels. (3/4) 
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Figure 9-10: Percentage difference of test data to average values of the same welding list and 

time. Including outlier labels. (4/4) 
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