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Kurzfassung

Ein wichtiger Teil des Semantik Web Lebenszyklus ist die Ontologie Validierung, insbe-
sondere bei erlernten Ontologien, die von Natur aus Fehler enthalten. Obwohl mittlerweile
viele dieser Fehler von Algorithmen erkannt werden, ist dies mitunter bei komplexen
Problemstellungen schwierig. Crowdsourcing stellt eine kosteneffiziente Alternative dar,
die diese Aufgaben an eine Gruppe freiwilliger User (Crowd) auslagert. Dennoch gibt es
bei der Ontologie Validierung mittels Crowdsourcing Verbesserungsbedarf.

Ein Lösungsansatz wäre die Zugabe kontextbezogener Informationen zu Crowdsourcing
Aufgaben. Dies hätte mitunter einen positiven Einfluss auf das Validierungsergebnis.

Obwohl Fortschritte in diesem Bereich erzielt wurden, gibt es noch wenig Literatur
zu diesem Thema. In dieser Diplomarbeit stellen wir 3 Methoden vor, die Kontext
generieren um die Relevanz von Konzepten innerhalb einer Domäne zu überprüfen.
Während der Ontology-based-Approach hierarchische Relationen verarbeitet, basiert der
Metadata-based-Approach auf Annotationen. Als Basis für die letzte Methode (Dictionary-
based-Approach) dienen Beispielsätze des Online Wörterbuchs WordNik.

Alle 3 Methoden wurden als Erweiterung des uComp Protege Plugin konzipiert, ein
Plugin für den Ontologie Editor Protege, das die Validierung von Ontologien mittels
Crowdsourcing ermöglicht. Im Rahmen von 3 Experimenten mit Datensätzen aus den
Bereichen Klimawandel, Tennis und Finanzen wurden alle 3 Methoden getestet. Die
Metriken Precision, Recall und F-Measure wurden für jeden Datensatz berechnet um
Rückschlüsse über die Performance der getesteten Methoden ziehen zu können. Der
Metadata-based-Approach lieferte die besten Validierungsergebnisse. Anhand der guten
bis sehr guten Ergebnisse aller 3 Methoden (F-Measure größer 80%) wurde gezeigt,
dass die Qualität der Validierung durch das Hinzufügen kontextbezogener Information
gesteigert werden konnte.
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Abstract

Validating the relevance of ontologies is considered an important task in the Semantic
Web Lifecycle. This holds especially for learned ontologies which contain quite naturally
errors. Although many errors can be tackled algorithmically, solving more complex
problems by machines can be very tricky. Crowdsourcing offers a cost effective alternative
in which tasks are solved by a large group of human workers. However, the performance
of existing approaches that combine ontology validation with Crowdsourcing is still not
satisfying.

A promising way of tackling this problem is to enrich Crowdsourcing tasks with additional
contextual information to improve their understanding. This Context has not only a
positive impact on the crowd’s performance but also raises the results quality.

Even though recent research showed advances in this area, the use of Context was
not explicitly targeted. In this thesis we present three novel methods that enrich
Crowdsourcing tasks with contextual information to validate the relevance of concepts
for a particular domain of interest. First, the Ontology based Approach processes
hierarchical relations. Second, the Metadata based Approach generates descriptions
based on annotations that are encoded within the ontology. Third, the idea of the
Dictionary based Approach is to build up contextual information from example sentences
by consulting the online dictionary WordNik.

For the analysis of all three approaches, we integrated these into the existing uComp
Protege Plugin which facilitates the creation and execution of crowdsourcing tasks
for ontology validation from within the Protege ontology editor. The evaluation was
performed on three ontologies covering the domains of climate change, tennis and
finance. For each dataset, the performance metrics Precision, Recall and F-Measure
were calculated to compare the methods against the existing baseline approach that
used no contextual information. The results showed that the Metadata based Approach
outperformed all other methods. The other two approaches had some difficulties in certain
situations, for example the Dictionary based Approach sometimes added inappropriate
explanations, especially for concepts with multiple meanings associated. Likewise, the
Ontology based Approach had problems with loosely connected ontologies containing
just a few subsumption relations. However, all three approaches delivered results of high
quality (F-Measure above 80%), indicating that adding Context to Crowdsourcing tasks
is a cost-effective method of improving the crowd’s performance.
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CHAPTER 1
Introduction

1.1 Motivation

The advance of embedding Information Technology in all kinds of electronic devices and
connecting them to collect and exchange data imposes new challenges of handling the
increasing amount of data. Although many problems can be solved by machines only,
there are certain tasks where humans perform better than computers. In Crowdsourcing,
collective human intelligence is used to solve these complex tasks. [YKL11] grouped
Crowdsourcing applications in 1) Voting Systems, 2) Information Sharing Systems,
3) Games with a purpose (GWAP) Systems and 4) Creative Systems. First, Voting
Systems like Amazon Mechanical Turk (MTurk)1 use majority voting to consider the
answer with the highest number of votes as the correct one. Second, Information Sharing
Systems enable users sharing and distributing knowledge among the crowd. Third,
GWAP Systems facilitate playing small games in order to solve some meaningful tasks.
Fourth, Creative Systems include tasks like labelling an image, writing algorithms or
editing text.

An inherent factor of the Semantic Web is its large amount of Linked Data (e.g. DBpe-
dia [LIJ+15]). Semantic technologies have emerged in various areas including domain
modelling, data integration, enhanced search and content management [Con12]. Man-
aging Semantic Web tasks is considered resource intensive and often requires human
involvement due to its knowledge intensive and context specific nature. On the other side
Crowdsourcing applications solve simple and small tasks in a cost-effective way. [SSN+15]
summarises major research challenges and opportunities in combining Crowdsourcing and
Semantic Web technologies. The most important challenges include 1) task and workflow
design, 2) managing the quality of contributions, 3) handling multiple Crowdsourcing
genres and 4) finding and managing the right crowd.

1https://www.mturk.com/

1
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1. Introduction

Whereas research shows that breaking tasks into smaller pieces and formulating the
right questions has a huge impact on the outcome of Crowdsourcing tasks, it is equally
important to establish a model which formally defines the required quality and skills to
solve tasks. Also, there exist no general guidelines when and under which circumstances
preferring small crowds with domain experts over large crowds with less qualified crowd
workers is better. However, [Mor13] concluded that average crowds perform on par with
domain experts in "common sense" application domains, if crowd workers are carefully
selected by qualification tests and tasks are presented in the simplest possible form.

Clearly, in order to get the most qualitative responses from crowd workers, Crowdsourcing
tasks need to provide enough Context that helps contributors to fully understand the task.
This is especially important for ontology validation which requires expert knowledge. To
support ontology engineers and domain experts, the uComp Protege Plugin [WSH16]
was developed which facilitates the creation and execution of Crowdsourcing tasks for
ontology validation from within the Protege ontology editor. It supports the following
tasks: 1) Verification of Domain Relevance, 2) Verification of Relation Correctness,
3) Specification of Relation Type and 4) Verification of Domain and Range.

In this thesis we extend the uComp Protege Plugin and present three approaches that
add contextual information to Crowdsourcing tasks.

1.2 Aim of the Work

When investigating the use of Context in Crowdsourcing tasks the first question that
arise is, what is actually meant by the term »Context« . Besides referring to the need
of Context to improve the understanding of Crowdsourcing tasks [SSN+15], not much
literature exist yet that exclusively targets this topic. An overview of existing work as
well as a conclusive definition of Context is given in Section 2.4.

Hence, the following research questions that target the need of Context in Crowdsourcing
tasks for ontology validation are addressed in this work:

RQ-I Does the crowd perform better on context enriched Crowdsourcing tasks?

The basic question that motivates our research is whether the performance of crowd
workers could be improved if Context was added to Crowdsourcing tasks in the context
of ontology validation. Researchers have already stated this question [SSN+15] but not
much research exists that relates to this topic.

In order to give a detailed answer to this research question, a conclusive definition
of »Context« needs to be stated. While some work exists that uses Context, either
implicitly or explicitly, no such definition exist yet. Whereas Section 2.4.1 gives a
conclusive definition of »Context« , Section 2.4.2 examines existing approaches that use
Context in Crowdsourcing tasks.

Answering this question directly leads to the next two research questions, our goal being
to find generic methods applicable to similar datasets:

2
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1.3. Contributions

RQ-II What methods can be applied that generate Context?

In Chapter 3 we take a closer look into the approaches that generate Context suitable
for extending Crowdsourcing tasks. Depending on how much manual intervention is
required, Context was either generated automatically by an algorithm or manually by
domain experts.

Additionally, the methods were tested against three datasets (e.g. ontologies) covering
the domains of climate change, finance and tennis because an important goal was to
measure the performance on a broader level. This leads to question which is stated next:

RQ-III To what extent is it possible to transfer the investigated methods to different
datasets?

One important design goal of all approaches was to remove any bias to a particular
dataset. Hence, all the approaches were evaluated on three different datasets covering
diverse domains such as finance, tennis and climate change.

Furthermore, all datasets were combined to get a better picture on the performance of
each method on average. To that end, we also analysed any characteristics of the used
datasets to be able to make a statement on the generality of each approach. Based on
this evaluation, we could answer the final research question:

RQ-IV Which of the proposed methods works best? What are potential shortcomings
and why?

Finally, we answer the question, which of our proposed methods works best on average
and under which conditions. There may be restrictions on the applicability because of
the reduced size and budget of our experiment. Indeed, some issues were found that are
worth mentioning and leave room for future improvements.

1.3 Contributions

By answering the research questions stated above, this work provides several contributions
to advance research in the area of Crowdsourcing and the Semantic Web:

• Identification of methods that add Context to Crowdsourcing tasks

• An attempt to generalise the applicability of the proposed methods by performing
an evaluation over multiple datasets

• A first definition of »Context« for Crowdsourcing tasks

• A statistical and qualitative analysis of the proposed methods evaluated on three
datasets

• An extension of the uComp Protege Plugin with the proposed Context enrichment
methods

3
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1. Introduction

1.4 Structure of the Work

The structure of this thesis is as follows:

Chapter 2 introduces the concepts that are used throughout this thesis. It includes i) a
brief introduction into Crowdsourcing in Section 2.1, ii) a discussion on the interplay
between Crowdsourcing and the Semantic Web in Section 2.2, iii) a detailed presentation
of the uComp Protege Plugin which served as the baseline of this work (Section 2.3), and
iv) a review of existing literature that addressed the use of Context in Crowdsourcing tasks
which was taken together to formulate a conclusive definition of the term »Context« in
Section 2.4.

Chapter 3 introduces the proposed methods that enrich Crowdsourcing tasks with
Context. While in Section 3.2 the Ontology based Approach is discussed, Section 3.3
explains the Metadata based Approach and Section 3.4 presents the Dictionary based
Approach. Then, Chapter 4 is dedicated to the evaluation settings. Concretely, it
presents the metrics (Section 4.1) that served as performance measure and the used
datasets (Section 4.2). Next, in Chapter 5 the obtained results are analysed.

In Chapter 6, the main topics of this thesis are summarised and the research questions
are revisited. Finally, an outlook for future research topics is provided.

4
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CHAPTER 2
State of the Art

In this chapter, we give a general introduction into Crowdsourcing and continue by
describing its relevance in the Semantic Web area. Next, we discuss the previous
approach of ontology validation using Crowdsourcing where this thesis is based on. This
chapter ends with a definition of Context and how it is used in the literature.

2.1 Crowdsourcing

The term »Crowdsourcing« was initially mentioned by Jeff Howe in Wired Maga-
zine [How06] where he described a novel model for efficiently solving problems by online
workers. It was defined there as:

"[. . . ] the act of taking a task traditionally performed by a designated
agent (such as an employee or a contractor) and outsourcing it by making an
open call to an undefined but large group of people. Crowdsourcing allows the
power of the crowd to accomplish tasks that were once the province of just a
specialised few."[How08]

In other words, it means outsourcing the work to an undefined, outer workforce using an
open call for participation. But in contrast to the traditional meaning of Outsourcing,
work is distributed to a large, mostly anonymous crowd of human workers, often called
the Human Cloud. Additionally, it sets no restrictions on the users being addressed,
hence speaking of an Open Call to many people. Consequently, crowd workers are people
with mixed skills, possibly coming from places across the globe. This does not necessarily
mean that they are uneducated, instead, the crowd primarily consists of professional
amateurs with valuable knowledge, education and commitment. Indeed, it needs extra
motivation as the monetary reward is neglectable, being not more than a few Cents per

5
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2. State of the Art

1. Submit Task

Requester
Workers 

Crowdsourcing 
Platform 

2. Pick Task

3. Submit Solution3. Obtain Result

Figure 2.1: Main stakeholders of the Crowdsourcing process (adopted from [SR14,
MCHJ17])

task. For many crowd workers intrinsic incentives such as gaining reputation or extending
their skill set is more important though [KSV18].

A Crowdsourcing process generally involves 3 types of stakeholders (as illustrated in Fig-
ure 2.1):

1. Requester: A requester represents the initiator of every Crowdsourcing process.
Depending on the complexity of work that needs to be done, requesters need to
split the work into smaller tasks. Once the task is completed, requesters take the
results, optionally combine them with results of completed tasks from previous
runs and perform the worker payment.

2. Workers: The main workforce of every Crowdsourcing platform are crowd workers.
They select a specific task of their interest and complete it. Once they are finished,
they submit their solution to the Crowdsourcing platform.

3. Crowdsourcing Platform: Crowdsourcing Platforms are the central entity of the
Crowdsourcing process. They enable requesters to have fast access to an on-demand,
global and scalable workforce and provide workers the ability to choose from a
variety of tasks.

2.1.1 Potentials and Opportunities

Crowdsourcing has been applied successfully by many companies. Harnessing human
computation through Crowdsourcing and integrating it in machine computation opens
up entirely new opportunities for them. Researchers have identified the following benefits
in applying Crowdsourcing techniques [SG11]:

First, it can drastically reduce costs when work is not done by expensive in-house
workers. As stated earlier, participants are mostly amateurs such as students or young
graduates who want to spend their spare time doing something useful. In most cases
Crowdsourcing is considered a source of additional income rather than their primary
source of income.
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2.1. Crowdsourcing

Second, it opens new perspectives for innovators, especially when considering creative
tasks, Crowdsourcing has positive impacts with respect to the originality of the solutions.
One of the first major companies leveraging worldwide human resources was Procter
& Gamble (P&G). They created a platform1 which helps innovators in submitting new
ideas to P&G’s development program. Submission was open for everyone, they only
required a clear and concise description of the unique features of one’s solution and the
status of the intellectual property.

Crowdsourcing can also have a positive impact on network externalities which
describes the effect, when the value of a product depends on the number of users who
interact with it [SCVP98]. A prime example here is OpenStreetMap2 which dramatically
profited from using Crowdsourcing, primarily because their value highly depends on
the richness of the geographical content and up-to-dateness of the map data which is
crowdsourced [Chi09].

Another positive aspect is that it eliminates the risk of dependence to a client
company if work is outsourced. Companies are often lacking an overall strategy for
defining contractual and transitional elements of an outsourcing initiative which can
possibly ruin their business. These issues are not present because there is no strong
connection between the company and the crowd workers. In many Crowdsourcing
platforms, contributors are not even identified by their names, but by an artificial
identifier.

Crowdsourcing enables data collection on a large scale. This is particularity impor-
tant in academic and scientific contexts where experiments are performed with as many
participants as possible to facilitate generalisation of the experiments [GMN+17].

Last, it reduces coordination efforts within a company. By definition, Crowdsourcing
implies voluntary participation of individuals with no hierarchy or contract related
constraints. Consequently, coordination by authorities as practiced in traditional working
relationships is not needed anymore. Crowd workers are free to complete their tasks with
a high degree of autonomy.

2.1.2 Challenges and Risks

Even though many benefits are brought through Crowdsourcing, being successful in the
adoption of Crowdsourcing techniques requires awareness of its challenges and risks. In
the next paragraphs major risks and challenges are presented [HTGV13]:

Probably one of the biggest challenge is related to quality assurance. There is plenty of
literature investigating the challenges of quality control and quality assessment [ABI+13,
DKC+18, HSC+13, HMS09].

Before implementing measures for improving the result quality, some metrics are needed
which assign concrete values to quality attributes. For example, measuring the worker’s

1https://www.pgconnectdevelop.com/ accessed 2018/07/26
2https://www.openstreetmap.org/ accessed 2018/07/26
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2. State of the Art

required skills to complete certain tasks is done on a scale from 1, indicating little or now
skills, to 10, requiring expert level skills. Unfortunately, this classification is often too
generic and rather subjective. Substantial work was done to improve worker classification.
A worker’s profile includes professional experiences, the number of completed tasks,
personal attributes, and other qualifications [DKC+18].

In terms of quality control, several methods have been proposed which positively impact
on the output quality. For our experiments we used a qualification test to differentiate
between useful inputs and spamming. For that, workers are required to correctly answer
some questions. Another valid method is restricting access to a determined group of
workers with a specific skill set. For example, Figure Eight3 uses a 3-level rating scheme,
ranging from level 1, setting no constraints, to level 3, selecting the most experienced
contributors. A more costly method is Reviewing. It is either done by experts who are
not members of the crowd (expert review) or by a group of workers who are part of
the crowd (peer review). Expert reviews are rather expensive and time consuming but
ensure high quality results. On the other hand, peer reviews are low-cost, require less
time but achieve results of moderate quality. A good strategy is to use peer reviews in
those situations where experts would not be able to review all outputs alone because
of the sheer amount of data. The next method is primarily used for tasks with voting
involved. A study [WC14] showed that this technique is particularly useful to elicit
common knowledge, however, it fails in those situations with expert knowledge required.

An important challenge is keeping workers motivated. Techniques targeting the
worker’s motivation can be split into two groups, those trying to increase the intrin-
sic motivation and those trying to raise extrinsic motivation. While people motivated
by intrinsic motivation are driven by personal reasons, extrinsic motivation occurs when
people engage in an activity triggered by external factors.

One way of motivating crowd workers are tailored rewards and payed bonuses. Various
rewarding schemes have been implemented such as volunteering, pay per time, pay
per task, pay per each data unit in a task, paying tasks in bulks, to name just a few.
Studies [HI11, HSSV15] showed that choosing the right amount and form of reward
is essential for achieving good results. However, researchers have not yet agreed on a
common strategy, guiding task designers in tweaking rewarding options to increase the
worker’s motivation. Paying bonuses adds extra motivation to incite contributors to
deliver top results. The bonus is often added to the base reward of a task and is usually
granted for reaching some defined goals or exceeding a predetermined threshold of some
performance indicator.

A completely different approach in increasing the worker’s motivation is to embed
Crowdsourcing in a game. GWAP was first introduced by Luis von Ahn[vA06] where
he had the vision of solving large-scale computational problems through online games.
Participants perform tasks for joy and entertainment rather than monetary reward.
Moreover, designing games that induce curiosity boosts motivation even more [LYG+16].

3https://www.figure-eight.com/ accessed 2018/07/27
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2.1. Crowdsourcing

As mentioned earlier, quantifying the worker’s performance on a scale from poor to
excellent helps requestors in better estimating the expected results. This comes into play
when triggering the worker’s motivation to reach a higher level. It is especially useful in
those environments that strive for long-lasting worker engagement.

It is not enough to properly design a task and leave completion to the crowd. Tasks with
a purpose go beyond that, they add context so that workers understand and get a clear
picture of their contribution. These tasks are typically less attractive for spammers or
adversarial workers because monetary reward is comparably low.

Not only assuring quality and keeping contributors motivated is challenging, evidence
showed that a proper task design reduces the risk of incorrect or erroneous responses.
One strategy is to narrow down the tasks dimensions in terms of complexity and granularity.
Designing tasks in such a way that reduces cognitive complexity, that is the perceived
complexity by humans, positively impacts the quality while it may lead to longer
completion times. The other way to decrease task complexity is to organise work in a
way that workers can concentrate on a single task rather than a sequence of related tasks.

Figure Eight4 has a feature which controls the minimum time required to complete a
page. It gives requestors the ability to control the task duration. It is recommended to
carefully adjust this value because a contributor exceeding this limit will be stopped
from completing the task. On the other hand, in certain scenarios faster completion
is preferred over high quality judgements. Errors may be even desired to some extent
because they will be analysed by some automated post-processing steps [KHC+16].

2.1.3 Types of Crowdsourcing Tasks

Despite the sheer amount of Crowdsourcing use cases, we focus on efforts that have been
made on data processing. The common term describing that concept is Data Mining,
defined as "the extraction of implicit, previously unknown, potentially useful information
from data." [WFHP16] Indeed, that term primarily relates to tasks involving Artificial
Intelligence (AI), which is also reflected by the fact that the book’s [WF00] original
title was changed from Practical machine learning to Data Mining: Practical Machine
Learning Tools and Techniques with Java Implementations [BFH+10]. Even though
quite some efforts were made in developing new and improving existing algorithms and
approaches in AI, there are still situations in which Crowdsourcing performs better.
Researchers have identified various types of data mining tasks that can be crowd-sourced
which are discussed in the next paragraphs [XHSH14, BZG+12, SBS12]:

Classification Classification is the process of deciding to which class or category an
item belongs to. In contrast to Clustering, all classes are known beforehand, the goal is
to decide to which class an item belongs to. For example, researchers have investigated
the problem of assigning images to a pre-defined set of classes [dHFRM+14]. In their

4https://www.figure-eight.com/ accessed 2018/07/28
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2. State of the Art

study, the crowd was used to verify and possibly correct the classification done previously
by an algorithm.

Clustering Clustering is a technique which groups data into classes or clusters with
the goal of finding similar items. In contrast to Classification, the classes or clusters are
not known beforehand. For example, in a study [KVH16] crowd workers had to compare
images and judge whether they are similar or not. The goal was to group similar images
by collecting labels of images, e.g, of birds or dogs of different kinds and breeds.

Semi-Supervised Learning Here, some labeled data together with some unlabeled
data is used as input of a learning algorithm. The algorithm assigns labels using the
information acquired from the labeled data. This data is called the training data. Semi-
Supervised Learning is somewhere between Unsupervised Learning with no training
data and Supervised Learning with only training data. For example, researchers [SF08]
experimented with a set of images to annotate pictured humans. Their strategy for
quality assurance was threefold: First, workers were required to rate annotations. Second,
images included annotations from trusted users only and last, multiple annotations were
collected for each image. This way, quality assessment was performed by the crowd itself
at no additional costs.

Validation Likewise, humans can verify the correctness of an algorithm or predict the
result on a large scale. As an example, [ALTY08] analysed 535 blog posts, finding the
most active/inactive/influential/non-influential posts. The result was then compared
against the top 100 voted posts on Digg5. Digg’s content is created and maintained by
the community which serves as reasonable alternative compared to other techniques.

2.2 Crowdsourcing in the Semantic Web

This section starts by briefly introducing the Semantic Web and the driving ideas in
it’s early stages. The central part of this section is dedicated to discussing the interplay
between the Semantic Web and Crowdsourcing by the Linked Data Life-Cycle.

The World Wide Web (WWW) was probably one of the most influential and World
changing innovation, allowing users to exchange documents without caring about the
details of how they are processed or stored. The Semantic Web adds another layer
on-top, enabling the use of references to real-world objects without concerning about the
underlying documents in which these things are described. Therefore the Semantic Web
can be seen as an extension of the WWW. It provides the means to process data in machine-
readable formats, linking related properties to globally accessible schemas and offering
a wide range of data interfaces [HBL10]. The adoption of Semantic Web technologies
is still ongoing, many applications were developed that exploit these principles, but its
full potential is just starting to be explored. This holds in particular because many

5http://digg.com/ accessed 2018/08/02
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2.2. Crowdsourcing in the Semantic Web

Paper LD Stage CS Contribution

[BDR17] Stage 1 (Data Extraction) Selecting named
entities

[ADBB14] Stage 2 (Data Storage & Indexing) Creating listening
experiences

[SWC+] Stage 3 (Data Revision & Authoring) Translating
concept labels

[DDCM12] Stage 4 (Data Linking) Validating linked
entities

[WBS13] Stage 5 (Data Classification & Enrichment) Validating learned
ontologies

[MMJ+15] Stage 6 (Data Analysis & Quality) Validating
subclass relations

[WSH16] Stage 7 (Data Cleansing & Evolution) Validating
ontology parts

[Ver13] Stage 8 (Data Browsing & Querying) Creating semantic
tags

Table 2.1: Overview of approaches in the Semantic Web area that showcase the application
of Crowdsourcing techniques. {LD Stage=Stage of the Linked Data Life-Cycle (Sec-
tion 2.2.1), CS Contribution=Contribution related to Crowdsourcing}

tasks can not be fully automated or it would be too costly. Crowdsourcing, on the other
hand, facilitates distribution of tasks to a large number of contributors in a scalable
and affordable way. In the remainder of this section we analyse, how Crowdsourcing
can promote the adoption of Semantic Web technologies. Table 2.1 summarises the
approaches in the Semantic Web area that showcase the application of Crowdsourcing
techniques.

2.2.1 The Linked Data Life-Cycle

Over the years many tools and practices were developed that cover the full life cycle of
weaving the Semantic Web. The stages of the Linked Data Life-Cycle are illustrated
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2. State of the Art
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Figure 2.2: The Linked Data Life-Cycle (consolidated from [ALNN11, ABD+12, SH08a])

in Figure 2.2. It shows the overall process of Linked Data management, starting from
extracting Linked Data and ending in browsing Linked Data sources. Although the life
cycle for semantic content starts with conceptual modelling (e.g. mapping unstructured
data to structured or semi-structured formalisms), this is not always the case, especially
if existing Linked Data should be managed as well. In that case, the first stage (Data
Extraction) can be omitted. Likewise, the stages of the life cycle do not exist in isolation
of each other or are passed in strict order, instead they are mutually complementary.
Consequently, the examples that were given in each stage may also be relevant for other
stages [SAF13].

Data Extraction When starting from scratch, data encoded in different formalisms
need to be mapped to the semantic data model to facilitate semantic processing. There
exist several approaches for the extraction process. When considering unstructured
sources, text in particular, Natural Language Processing (NLP) as well as Information
Extraction (IE) techniques have been successfully applied to gather relevant information.
Three sub-disciples of NLP have emerged: Named Entity Recognition for discovering
entity instances, Keyword/Keyphrase Extraction for identifying common topics and
Relationship Extraction for linking entities to keywords. For structured data such as
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2.2. Crowdsourcing in the Semantic Web

Figure 2.3: Crowdsourcing task interface for named entity recognition (adopted
from [BDR17])

Extended Markup Language (XML) there exist a number of approaches. For example,
the World Wide Web Consortium (W3C) published the recommendation RDB to RDF
Mapping Language (R2RML)6 which describes a common notation for mapping relational
tables, views and queries to Resource Description Framework (RDF).

Even tough many problems can be solved efficiently by machines, there are still open
tasks which are hard to solve algorithmically. [SH08b] summarised the major challenges
for ontology construction, collecting named entities being one of them. As an example, in
a study [BDR17] the authors crowdsourced a corpus containing around 10 000 tweets to
extract named entities. They defined a methodical framework which combines an expert
based and crowd based approach. Figure 2.3 shows the Crowdsourcing task interface for
selecting named entities in tweets. To prevent spamming, an explicit confirmation step
was added at the bottom of the submission form. After identifying the named entities, the
next step is entity linking to find potentially ambiguous entities. DBpedia [ABK+07] was
chosen as target entity linking database because of its good coverage of named entities,
its frequent updates and available mappings to other Linked Data sources.

Data Storage and Indexing Up to this stage, the data was already mapped to
the RDF data model but needs to be stored and indexed efficiently. Researchers have
put a lot of effort into this field because efficient storage and indexing mechanisms are
fundamental for the adoption of Linked Data. Due to efficient querying and storage
capabilities of relational databases resulting from decades of research in this area, it

6http://www.w3.org/TR/r2rml/ accessed 2018/08/06
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2. State of the Art

makes sense to adopt these approaches for Linked Data as well [AMMH07]. However, to
support storing very large quantities of data there exist custom solutions too [BKvH02].
Targeting Linked Data indexing, various approaches and principles have been applied
successfully. The common aspects of all approaches is their focus on Data Compression
and Data Pruning [SM11]. Whereas the basic idea of Data Compression is to minimise
the footprint of the index, Data Pruning is a technique for avoiding unnecessary data
processing.

Whereas Data Indexing is traditionally done solely by machines, there are some approaches
that combine Crowdsourcing and Semantic principles for Data Storage. One of them is
the Listening Experience Database (LED)7, a semantic knowledge base of accounts of
listening to music in documented sources [ADBB14]. LED stores listening evidences of
music across history and musical genres. Its dataset includes more than 10 000 entries
collected from various sources, volunteers from the crowd being one of them.

Data Revision and Authoring In this stage users are given the opportunity to create
new or modify existing semantic information. This is called Semantic Content Authoring
(SCA) which is defined in the literature as "a tool-supported manual composition process
aiming at the creation of semantic documents." [KA13] More generally speaking, SCA
is actually embedded in a broader ecosystem for semantic content authoring as shown
in Figure 2.4. The central entity of the semantic ecosystem is a semantic document
which holds semantically enriched information. In information management, semantic
documents serve a number of purposes such as information searching, information
retrieval, information presentation, information integration, personalisation, reusability
and interoperability [KA13]. For that reason there exists a research area dealing with the
main fields of semantic content management. In particular, it covers the manipulation,
creation and processing of semantic content. Users do not directly interact with semantic
documents, but rather through a uniform User Interface (UI). A number of quality
attributes for the assessment of UI-features of SCA-Systems were proposed [KA13]. The
goal was to improve usability, a measure of the effectiveness, efficiency and satisfaction a
user achieves.

A number of tools for semantic content authoring were developed. A good example
that adds Crowdsourcing capabilities to ontology development activities is Mechani-
cal Protege [SWC+]. The tool is a plug-in for the ontology editor Protege8. It allows
creating classification hierarchies or labelling concepts and translating them into different
languages. The user can choose from a set of pre-configured tasks, adjust parameters
such as task description or reward for crowd workers and create Crowdsourcing jobs
for Amazon Mechanical Turk9. In the example shown in Figure 2.5 the user created a
task to translate English labels into German labels for the concepts Spiciness, Medium,

7https://led.kmi.open.ac.uk/ accessed 2019/04/01
8https://protege.stanford.edu/ accessed 2018/08/07
9https://www.mturk.com/ accessed 2019/04/03
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2.2. Crowdsourcing in the Semantic Web

Se
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Human Computer Interaction

Semantic Computing

Social Semantic Web 

Figure 2.4: The ecosystem for semantic content authoring

Hot, IceCream, Pizza and PizzaBase. Furthermore, settings were adjusted to require 2
judgements for each concept and paying crowd workers 0.05 $ for task completion.

Data Linking The next principle according to the Linked Data Life-Cycle is the Data
Linking principle. It is by far the most important principle because it underlines the
distributed nature of Linked Data. Instead of the traditional definition of data where
information is stored in silos with little or no relations to the outside, Linked Data sources
are distributed, containing many links to other data sources. This paradigm perfectly fits
into the distributed nature of the Web, turning it into a source of distributed information
optimised for querying and browsing.

Using automated techniques of entity linking can be quite challenging, since parsing
and disambiguating natural language text is considered a difficult task when done
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2. State of the Art

Figure 2.5: Crowdsourcing task creation in Mechanical Protege for translating concept
labels

algorithmically. The process of relating entities extracted from text to their equivalents
in the Linked Data space can be done automated (Algorithmic Matching) or with human
intervention (Manual Matching). ZenCrowd [DDCM12] combines those two approaches
by first trying an algorithmic approach and then improving the results by involving
human workers. The main steps of the linking process are shown in Figure 2.6. The
process takes as input a collection of HTML pages. Those pages were then inspected by
the Entity Extractors to detect relevant textual entities. In the next step Algorithmic
Matchers try to create links to semantically similar entities from the Linked Data set. The
results of this process are stored in a Probabilistic Network which is taken by the Decision
Engine to decide whether the results are useful or not. In the latter case, the HTML
pages are passed to the Micro-Task Manager which uses Crowdsourcing to improve the
results.

Data Classification and Enrichment Over time, Linked Data sources grow in size
and expressiveness. This principle refers to the process of extending the expressiveness
and richness of semantic knowledge bases. It means that instead of creating the structure
upfront, the knowledge base evolves over time. For that, the knowledge base is typically
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2.2. Crowdsourcing in the Semantic Web

Figure 2.6: The linking process of ZenCrowd (adopted from [DDCM12])

enriched by analysing existing data to improve or extend its schema. A variety of
(semi-) automatic enrichment approaches emerged over the past years. The methods span
across several research areas, including machine learning, statistics, natural language
processing, to name just a few.

Even though automating the process of ontology refinement greatly reduces the need for
expert contribution, there are still some tasks which require human involvement. [WBS13]
presented a model for evolving lightweight ontologies and a prototype which implements
the model. The model describes the ontology learning process which uses Crowdsourcing
to validate the concepts of the learned ontology. The algorithmic part of the process takes
a seed ontology as input which is then continuously extended. This process is repeated
until the target ontology reflects the semantics of the input source. The prototypical
implementation only accepts textual input sources but future adaptations were planned.
For the Crowdsourcing part a GWAP is used to eliminate unrelated concepts. The players
of the game had to analyse the concept’s relevance to the ontology’s domain. The results
of the Crowdsourcing part are taken to improve the quality of the learned ontology.

Data Analysis and Quality Due to the distributed nature of Linked Data where
information originating from heterogeneous data sources is merged, the quality of the
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2. State of the Art

resulting dataset is often varying. Therefore, a key factor for the adoption of Linked
Data is ensuring its quality by identifying and fixing common problems. Before that,
it is necessary to determine the quality of the existing dataset. For that, metrics
which measure the quality in terms of accuracy, completeness, adequacy and degree of
understandability need to be defined. [ZRM+16] defines useful quality metrics along with
26 quality dimensions that help to measure the quality of the Linked Data.

In [MMJ+15] the authors analysed 200 taxonomic relations of SNOMED CT, a widely
used ontology mainly used in biomedical contexts. They used Crowdsourcing to de-
tect inconsistencies and address the challenges of scalable ontology verification. The
Crowdsourcing task interface shows the description of the evaluated relation and set of
related concept definitions. The crowd worker can then either agree (by answering yes)
or disagree (by answering no) on the presented statements.

Data Cleansing and Evolution After the quality is analysed and problems are de-
tected, strategies for fixing these problems are needed. In constantly evolving datasets
with millions or even billions of RDF triples it is important to keep the links between
datasets. Likewise, conflicts and discrepancies in datasets can cause real trouble. Re-
pairing such inconsistencies in overlapping datasets is called Data Fusion. Several works
focusing on repairing problematic datasets appeared in the literature. For example,
[MMB12] considers repairing with respect to data fusion and [FRV+12] investigates how
provenance helps to improve the quality of Linked Data. In this context, provenance
refers to where and how the data was obtained from.

The uComp Protege Plugin [WSH16] is a good example which combines Data Cleansing
and Crowdsourcing. An in-depth explanation is out of scope for this section. However,
a detailed description of the plugin is given in Section 2.3 as it represents the baseline
of this thesis. As soon as the results from the crowdsourced ontology validation are
available, the plugin guides the user to take further actions as summarised in Table 2.2.
For each task the user can take advantage of the following cleansing actions: Concept
Removal for the Verification of Domain Relevance, Relation Removal for the Verification
of Relation Correctness, Relation Labelling for the Specification of Relation Type and
Domain/Range Removal for the Verification of Domain/Range.

Data Browsing and Querying Last, users have the opportunity to explore the
Linked Data available on the Web in a fast and efficient way. A prominent way to
query Linked Data is the Semantic Protocol and RDF Query Language (SPARQL)10, a
query language specifically designed to retrieve and manipulate Linked Data. There are
similarities between Structured Query Language (SQL) and SPARQL in terms of query
structure, but there are also differences.

LexiTags [Ver13] is an example which combines Semantic Browsing and Crowdsourcing.
It was initially designed as a tool for content management and emerged to a platform that

10https://www.w3.org/TR/rdf-sparql-query/ accessed 2019/01/17
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2.3. The uComp Protege Plugin

Task Type Cleansing Action

Verification of Domain Relevance Concept Removal

Verification of Relation Correctness Relation Removal

Specification of Relation Type Relation Labelling

Verification of Domain and Range Domain/Range Removal

Table 2.2: Data Cleansing capabilities of the uComp Protege Plugin

expose crowdsourced semantic metadata to clients, both for creation and consumption of
metadata. Its main interface keeps a list of bookmarked URLs, allowing users to add
and edit semantic tags. Semantic tagging is a very powerful innovation which helps users
to navigate through large datasets by constructing search queries from a set of semantic
tags.

2.3 The uComp Protege Plugin

In this section we present the uComp Protege Plugin [WSH16] on which our implemen-
tation builds on. The plugin was realised as a plugin for the Protege ontology editor11.
It enables the automatic creation of Crowdsourcing tasks to support ontology validation,
especially as part of Stage 6 and Stage 7 of the Linked Data Life-Cycle in Section 2.2.1.
It was designed as a tool used by ontology engineers to reduce the burden of manual
ontology validation.

2.3.1 Plugin Functionality

The plugin supports the following tasks which were previously performed by ontology
experts in collaboration with domain experts:

Verification of Domain Relevance The goal of this task is to decide whether a given
concept (or a set of concepts) is relevant for a given domain. For that, crowd workers need
to answer a binary question, that is a question with a yes/no answer. The corresponding
Crowdsourcing task is automatically generated by the platform and contains besides the
actual concept that should be validated also the domain and optionally some additional
information that is useful for answering the question.

11https://protege.stanford.edu/ accessed 2018/08/07
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2. State of the Art

Verification of Relation Correctness Judging the correctness of relations, the
plugin offers interfaces that allow the validation of subsumption and instanceOf relations.
For subsumption, the crowd needs to decide whether a given concept is a subclass
of another concept. For example, validating the correctness of the subclass relation
isSubClass(weather, rain) for the domain climate change, crowd workers have to decide
whether the concept rain is a sub-class (sub-concept) of the concept weather in the
domain of climate change. For validating the correctness of instanceOf relations, the
crowd needs to decide whether a given individual is an instance of a given concept (class).
For example, contributors were asked to decide whether the individual Bordeaux Region
is an instance of the concept Region for the Wine domain.

Specification of Relation Type This task is different from the others described
above. Instead of answering binary questions, the crowd is asked to assign relation types
to unlabeled object properties. A prerequisite for this task is that object properties that
are selected for evaluation were previously labelled as relation. This way, the plugin
knows which object properties take part in the validation process. Additionally, crowd
workers can optionally suggest a new relation type if none of the suggested ones fit their
needs.

Verification of Domain and Range The purpose of this task is mainly to identify
problems that are relevant for reasoning rather than validating the ontology structure
itself. In this task, the crowd was asked to validate domain and range restrictions as
specified by Web Ontology Language (OWL). For example, the crowd needs to decide
whether the object property hasSister maps a person (domain) to a female (range). As
stated earlier, errors in range and domain restrictions have no impact on the ontology
itself but are rather used by reasoners to infer additional knowledge.

2.3.2 Validation Workflow

Supporting ontology engineers was a major design goal of the uComp Protege Plugin.
The workflow to create Crowdsourcing tasks that facilitate ontology validation is depicted
in Figure 2.7. It involves the following steps:

Step 1 (Task Specification) In the beginning, the ontology engineer needs to choose from
the tasks listed in Section 2.3.1. For each task a standalone interface was created
which allows controlling task specific behaviour.

Step 2 (Request Sending) Next, the plugin gathers the information required to send
a request to the uComp platform. Unfortunately, at the time of writing this
thesis the platform is no longer maintained which required us to directly send the
request to the Crowdsourcing provider.

Step 3 (Crowdsourcing Job Creation) The uComp platform then collects all the data
required to create the Crowdsourcing job for the selected Crowdsourcing provider.
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2.4. The use of Context in Crowdsourcing Tasks

Figure 2.7: Main workflow to create Crowdsourcing tasks by the uComp Protege Plu-
gin (adopted from [WSH16])

Initially, the uComp platform supported Crowdflower (which is now Figure Eight12)
as the only Crowdsourcing provider. However, the creators of the uComp platform
added the option to support other providers as well.

Step 4 (Fetching Crowdsourcing Results) After job completion (possibly lasting for several
days), the results from the selected Crowdsourcing provider were collected.

Step 5 (Aggregating Crowdsourcing Results) The uComp platform collects all the re-
sults (possibly originating from different platforms) and then calculates the
combined result.

Step 6 (Result Interpretation) The last step in the validation workflow is presenting the
results to the ontology engineer. Depending on the chosen validation task, further
actions may be taken. For example, in case the majority declined the relevance of
a specific concept, the ontology engineer may decide to delete the corresponding
concept. For all ontology manipulations, the plugin requires manual intervention.
One of the design goals of the plugin was the guide ontology engineers in doing
specific maintenance tasks rather than replacing them by performing these actions
automatically.

2.4 The use of Context in Crowdsourcing Tasks

2.4.1 Context

When analysing the use of Context in Crowdsourcing tasks, we noticed that there exists
no formal definition of the term »Context« . In fact, all approaches that were found use

12https://www.figure-eight.com/ accessed 2018/07/16
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2. State of the Art

a different notion of that term. This section first investigates what context definitions
these approaches use. After that, we give a consolidated definition that fits our approach
of crowd-based ontology validation.

When investigating the use of Context in Crowdsourcing tasks, a good start is to look
at [SSN+15]. In this work, the authors did an extensive literature study to find challenges
in the context of Crowdsourcing and the Semantic Web. One of the challenges they found
was a proper definition of Context as part of a complete task design. Concretely, they
asked but did not answer the minimum required context a crowd needs to finish a task
correctly. Unfortunately, during our studies we could not find an answer either. It seems
that there exists no generic answer which applies in all contexts, it rather depends on
the concrete type of task that needs to be solved.

During our literature research we found that approaches can be categorised as tasks
supplying explicit Context, tasks supplying implicit Context and those providing
no Context at all.

The most obvious work supplying no Context with Crowdsourcing tasks was actually
done by [WSH16]. It represents the baseline of our work and motives our use of Context.
A detailed explanation of this paper is out of scope for this section. However, a detailed
explanation was already done in Section 2.3. In another paper, a method of collaborative
ontology construction was proposed [ZGEJ17]. The actual definition of the ontology
was implemented by a hybrid approach containing the definition of RDF-triples by
non-experts (e.g. students) and their classification by the crowd.

Clearly, the omission of Context does not need to be problematic. Whereas crowd-
based ontology validation without Context clearly has its drawbacks, it would not be
beneficial if the crowd had additional information in the ontology construction example
because the entities that formed the statements that were judged were simple and easily
understandable by the crowd.

The other group of tasks that provide additional information are those tasks supplying
explicit Context. The authors of [MMJ+15] and [MTH+16] supplied concept descriptions
to improve the quality of the judgements. Their goal was to find inconsistencies and
errors in SNOMED CT, a widely used ontology mainly used in biomedical contexts. Even
though biomedical ontologies are well documented, not all entities have definitions. For
that, English language definitions were manually added by domain experts.

The last category contains tasks with implicit Context, meaning that Context was not
intentionally added. Context is rather defined implicitly, e.g. all Context is already
present in the initial dataset. Hence, no additional process or algorithm is needed to define
contextual information. For example, in [AZS+18] the authors used a Crowdsourcing
data quality assessment tool to detect errors in Linked Data. For their analysis they
used DBPedia [ABK+07] as evaluation source. Because one of the design principles of
DBPedia was to derive linked information from Wikipedia13, it seems natural to add the

13https://www.wikipedia.org/
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2.4. The use of Context in Crowdsourcing Tasks

link to the corresponding Wikipedia page to the Crowdsourcing task interface. To that
end, no additional process or method for the enrichment of Context exists because the
evaluated dataset already contains the Context.

A different approach was taken by [SWPB18, WSP+17a, WSP+17b] in which an Extended
Entity Relationship (EER) diagram was verified against a software specification document
in a software engineering use case. The diagram, initially created by students, was
presented together with the specification text to detect and correct inconsistencies in
the conceptual model. From the task description it seems obvious that no additional
information is needed because Context was already given implicitly by the EER diagram.
In that sense, the Context was defined in terms of the specific task that was carried out
by the crowd.

Taken together all insights from above, we define »Context« in Crowdsourcing tasks as:

Definition 2.1. (Context) Context refers to any sort of additional information that is
supplied with a Crowdsourcing task to improve its understanding in such a way that
it positively affects the crowds performance and the result quality. Furthermore, we
do not set a limitation on the type or format of Context that is provided. Examples
are natural language descriptions, links to external content or pictures. We distinguish
between Crowdsourcing tasks that 1) supply explicit Context, 2) those that supply
Context implicitly and 3) those that provide no Context at all.

2.4.2 Approaches that use Context in Crowdsourcing Tasks

Based on the definition of »Context« in Section 2.4.1, in this section we give an overview
of various approaches that use (or omit) Context in Crowdsourcing tasks. Table 2.3
summarises all approaches that were discussed in this section.

The first approach [AZS+18] investigates quality issues along the two dimensions accuracy
and interlinking. The attributes that were evaluated by the crowd were incorrect object
values, incorrect datatypes or language values and incorrect links. The evaluation was
performed on a linked dataset extracted from the DBPedia corpus. The quality assessment
consisted of a twofold approach. In the first stage, a group of Linked Data experts had
to select possible candidates of RDF-triples that might have quality problems. In the
second stage, the triples were evaluated by the crowd. Because DBPedia triples were
constructed by knowledge extraction from Wikipedia, it seemed appropriate to display
the link pointing to the corresponding Wikipedia page. Even though the results were
promising, the full potential could possibly be reached by a hybrid approach which
combines crowd-based evaluation with an automatic process that helps to reduce the
number of triples that resort to Crowdsourcing.

The next work was initially proposed by [MMJ+15] and then extended by [MTH+16]
to verify the quality of hierarchical relations in biomedical ontologies. They selected a
random subset of 200 subsumption relations from SNOMED CT, an ontology that often
serves as knowledge source in biomedical contexts. For the evaluation, the Crowdsourcing
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2. State of the Art

Paper Evaluated Unit Evaluation
Target

Context Type Context

[AZS+18] RDF triples Data Quality Implicit
Context

Wikipedia
Link

[MMJ+15,
MTH+16]

Ontology Structure Data Quality Explicit
Context

Concept
Descriptions

[SWPB18,
WSP+17a,
WSP+17b]

Conceptual Model Data Quality Implicit
Context

EER Diagram

[WSH16] Ontology Structure Data Quality No Context No Context

[ZGEJ17] RDF triples Data
Definition

No Context No Context

Table 2.3: Overview of approaches that Context in Crowdsourcing tasks

task was generated from subsumption relations and concept descriptions. Due to the
complexity of the application domain, biomedical ontologies are well documented and
naturally contain many concept descriptions. Those concepts with missing descriptions
were enriched with documental information. The authors concluded that Crowdsourcing
can compete with manual evaluation done by medical experts, however, certain tasks,
especially more complex ones that are poorly documented, should be better done by
domain experts.

A couple of researchers [SWPB18, WSP+17a, WSP+17b] investigated conceptual model
verification from a Software Engineering perspective. They used Crowdsourcing techniques
to verify the correctness of EER diagrams. In their first experiment, students had to
create the conceptual model (EER diagram) from a specification document which was
written in informal English language. The resulting models (diagrams) were then checked
by the crowd to identify inconsistencies between the model and the specification text.
In this setting, the EER diagram served as Context for the Crowdsourcing task. Their
experiments achieved high Precision and Recall, however a few shortcomings will be
addressed in their future work.

While all the Crowdsourcing tasks discussed so far had contextual information to some
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2.5. Summary

extend, the approaches presented next completely omit Context. For example, [WSH16]
which represents the baseline of our work and motives our use of Context. A detailed
explanation was already done in Section 2.3.

The last paper that is discussed in this section is [ZGEJ17]. It covers the process of
ontology construction, a costly and time consuming task that involves extensive expert
participation. In this work, the authors presented a two-step approach. It consists
of collaborative ontology construction by non-experts and classification of statements
that were formed from RDF-triples. Special attention was paid towards the reduction
or omission of subjective or biased judgements. For that, multiple viewpoints were
merged to create a unified multi-viewpoint ontology. Whereas the initial task of collecting
controversial subjects and creating multiple single-viewpoint ontologies was done manually
by non-professionals, their classification to form one unified multi-viewpoint ontology
was performed by the crowd. The results showed that no additional Context is needed if
the domain is not too complex and the statements (relations) are easily understandable.

2.5 Summary

In this chapter we provided a brief overview of research fields that are relevant for our
work.

In the beginning of this chapter we gave a brief introduction into Crowdsourcing (Sec-
tion 2.1). We briefly discussed the potentials and risks and listed some fields in which
Crowdsourcing techniques have been successfully applied.

Then, we focused on the interplay between the Semantic Web and Crowdsourcing (Sec-
tion 2.2). We presented the Semantic Web life cycle and gave examples of Crowdsourcing
approaches for each stage of the life cycle.

In Section 2.3 we presented the uComp Protege Plugin on which our implementation
builds on. We described the plugin functionality and the supported ontology validation
tasks. For the creation of Crowdsourcing tasks, we looked into the workflow of the
plugin to facilitate ontology validation. Unfortunately, crowd workers often do not had
enough knowledge to complete Crowdsourcing tasks. They need additional contextual
information which improves their understanding. Before investigating our approaches
which generate contextual information, we had to give a common definition of »Context«:
Context refers to any sort of additional information that is supplied with a Crowdsourcing
task to improve its understanding in such a way that it positively affects the crowds
performance and the result quality. Furthermore, we do not set a limitation on the type
or format of Context that is provided. Even tough there exists some approaches that use
Context in Crowdsourcing tasks, they all use a different notion of Context.
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CHAPTER 3
Context Enrichment Methods

In this chapter we describe our approaches of generating context descriptions in detail.
All described approaches do not rely on some pre-defined settings or data, instead they
are applicable to general purpose ontologies as well as specialised ones of arbitrary size.

In this chapter, we present three context enrichment methods for ontology validation.
While the first one (Ontology based Approach), introduced in Section 3.2, takes
neighbouring nodes (i.e. subclass relations) into account, the second one (Metadata
based Approach), discussed in Section 3.3, is based on embedded context and the last
one (Dictionary based Approach), explained in Section 3.4, uses external sources as
input for enrichment.

3.1 Introduction

Previous experiments using the uComp Protege Plugin [WSH16] on which this thesis
builds on, had successfully applied Crowdsourcing techniques for ontology validation
and extension. They conclude that it leads to data quality comparable to that of
manually performed validation done by ontology engineers while reducing the overall
costs. However, there was still potential to improve the worker performance in terms of
speed and quality. Studies [Mor13] confirmed this statement concluding that the best
worker performance is achieved “with questions formulated in the most basic form, a
domain-specific qualification, and concept definitions for context”.

Based on Protege as an ontology authoring tool, we fill this gap by investigating different
approaches of Context creation. All of these methods were implemented on our platform
which was developed to facilitate the creation of Crowdsourcing jobs within Protege. The
first variant (Ontology based Approach) uses the relations encoded by the ontology
itself to generate textual definitions to serve as Context in Crowdsourcing tasks. At
the current state, only subsumption relations are taken into account, but the algorithm
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3. Context Enrichment Methods

is rather generic which facilitates future adaptions (e.g. including other relation types
for Context creation). The second variant (Metadata based Approach) depends on
annotations embedded in the ontology which were manually added by ontology engineers.
Among various metadata standards which define common meanings of annotation content,
our approach is based on the Dublin Core vocabulary. For the third variant (Dictionary
based Approach) the idea was to generate Context by consulting an online dictionary.
We decided in favour of WordNik, which provides access to a large number of online
content including tweets, newspaper articles and scientific articles. For the Context
creation, example sentences were fetched including the requested concept name.

3.2 Ontology based Approach

This section starts with a short introduction into Attempto Controlled English (ACE)
which is a formal language, capable of expressing domain-specific knowledge by human
readable sentences. In the literature [Sma08] this task is also known under the term
ontology verbalisation. Even though there exists OWL Verbalizer1, a tool which transforms
generic ontologies into English sentences, we could not integrate it into the Context
enrichment process because 1) it was designed as a standalone tool written in SWI-Prolog2

and 2) it only accepts the whole ontology as input . While 1 could be solved using JPL3,
a library written in SWI-Prolog providing a bidirectional interface between Java and
Prolog, it is still considered experimental and would require considerable integration
efforts. We could not think of a reasonable solution to 2 because Crowdsourcing jobs
could also be generated from a subset of the concepts defined in an ontology. However,
in future versions of OWL Verbalizer these limitations might be solved as there exists a
ticket4 for that.

As in the guidelines for conducting Crowdsourcing research [SSN+15], the authors
recommended to avoid technical terms in Crowdsourcing questions. In the next paragraphs
we explain how ontology verbalisation helps to achieve this goal.

3.2.1 Attempto Controlled English (ACE)

Despite the fact that natural language is desirable for descriptions as everybody knows
and understands with no extra learning effort, it conflicts in terms of expressiveness and
specificity with well defined ontologies which can encode complex data and relations
in domain-specific areas. To resolve this conflict, a new language variant named ACE
was created [FKK08]. ACE is a formal language, capable of expressing domain-specific
knowledge with a well defined syntax, supporting formal reasoning and readable by
specialists who are yet unfamiliar with formal languages and methods.

1http://mcs.open.ac.uk/nlg/SWAT/Verbaliser.html accessed 2018/04/30
2http://www.swi-prolog.org/ accessed 2018/04/30
3http://www.swi-prolog.org/packages/jpl/ accessed 2018/11/30
4https://github.com/Kaljurand/owl-verbalizer/issues/13 accessed 2018/11/30
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3.2. Ontology based Approach

To get a better understanding of ACE5,6, a short overview of its language structure is
given in the next paragraphs:

Simple Sentences A Simple Sentence derived from standard English language contains
a subject, a verb and additional elements: subject + verb + complements [ + adjuncts ].
The verb relates directly or indirectly to one or more other objects (complements).
Optionally, to add more specificity, one or more adverbs and prepositional phrases can
be added (adjuncts).

Composite Sentences A Composite Sentence is composed of one or more Simple Sen-
tences, connected by coordination, subordination, quantification and negation. Whereas
coordination links sentences either by the word and or or, subordination relates dependent
sentences in some way (e.g. if-then sentences). Quantification allows statements about
all (universal quantification) or certain (existential quantification) objects of a specific
domain. Last, encoding negative polarity in a sentence (e.g. sentences containing not or
no) is defined as negation.

Query Sentences Query Sentences can be divided into polar questions (e.g. with
yes/no answer) and non-polar questions, also known as wh-questions. In contrast to
yes/no questions no pre-defined answer exist for these. Furthermore, wh-questions start
with either of the following five W-words: Who, What, When, Where and Why. However,
this definition is somewhat less strict as sometimes questions starting with the word How
are included as well.

Anaphoric References If the meaning of a word or phrase is context dependent,
recurring occurrences of these expressions are called Anaphoric References. More specif-
ically, the referring term (anaphor) relates to an antecedent expression. For example,
given the sentence: Tom arrived, but nobody noticed him, the pronoun him relates to
Tom.

3.2.2 Ontology based Approach Realisation

Based on the ACE rules described above we implemented an algorithm which generates
Context descriptions based on subsumption relations. The pseudocode of the overall
workflow is given in Algorithm 1. The notation to describe properties and relations is
based on a formal Ontology Description Logic (DL) [BN03], string manipulations were
formally defined in [HU69].

The main work is done in two for-loops, which calculate Context descriptions based on
subsumption (⊑) and string concatenation (∪). To handle the case of missing subsumption
relations, the output text T is initialised to an empty string (Line 2). Next, for every

5https://tinyurl.com/yc3zhu9a accessed 2018/05/05
6https://tinyurl.com/ycst39jv accessed 2018/05/05
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3. Context Enrichment Methods

Algorithm 1 Context Enrichment based on Neighbouring Nodes

1: procedure Generate Description

Input: A concept C
Output: A textual description T of C ′s neighbouring nodes based on subsumption

2: T = {}
3: for (c, d) ∈ C ⊑ D do
4: T = T ∪ "Every " ∪ name(c) ∪ " is a " ∪ name(d)

5: for (e, c) ∈ E ⊑ C do
6: T = T ∪ "Every " ∪ name(e) ∪ " is a " ∪ name(c)

:Professor

:Person

rdfs:subClassOf

:Student

rdfs:subClassOf

:Bachelor
Student

:Master
Student

:PhD 
Student

rdfs:subClassOf rdfs:subClassOf
rdfs:subClassOf

Figure 3.1: Simple Ontology Graph describing the student/professor relationship

subsumption relation having the input concept C in its signature, either C ′s name or
the anchor node’s name is appended first.

A simple ontology graph describing the university domain is given in Figure 3.1. It will be
used to illustrate the concept of the Context generation algorithm. If the concept Student
is taken as reference node, the algorithm first collects all subsumption relations having
Student as child node which gives {Person} and generates T = { "Every Student is a
Person" }. Next, all subsumption relations having Student as parent node were collected
which gives { Bachelor Student, Master Student, PhD Student } and generates T = {
"Every Student is a Person", "Every Bachelor Student is a Student", "Every Master
Student is a Student", "Every PhD Student is a Student" }.
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3.3. Metadata based Approach

Figure 3.2: Questionnaire presented to crowd workers for the university domain example

After Context generation, our platform creates the questionnaire for crowd workers
which also includes the actual question for ontology validation and some instructions
for guidance. Figure 3.2 depicts the questionnaire presented to crowd workers for the
university domain example.

3.3 Metadata based Approach

In this section we describe another approach of generating Context descriptions based on
semantic metadata. For that, we used Annotation Properties which were defined as part
of OWL7. To maximise interoperability with existing libraries for ontology processing
and manipulation we made use of the Dublin Core Metadata Set, a standard vocabulary
designed to annotate resources with simple, textual information. A prerequisite for
Context generation is the presence of such metadata information. However, as none of
our ontologies contained such metadata, we had to add them manually.

7https://www.w3.org/OWL/ accessed 2018/18/12
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3. Context Enrichment Methods

This section starts by introducing annotation properties which are defined as part of
OWL (Section 3.3.1). We used annotations to encode the Context descriptions. Next,
an overview of the Dublin Core Metadata Set is given as some parts were used for the
definition of Context properties (Section 3.3.2). Then, in the remainder of this section
our Metadata based Approach is discussed (Section 3.3.3).

3.3.1 OWL Annotation Properties

Annotation properties first defined by OWL 18 and then extended by OWL 29 are used
to enhance concepts, properties, individuals and ontology headers with meta data such
as labels, comments, creation date and so forth. This information does not alter the
semantics of the ontology in any way, it is merely intended for documentation purposes
and therefore ignored by reasoning engines.

Besides the built-in annotation properties OWL 1 also offers the ability to create user-
defined annotation properties. An example of using owl:AnnotationProperty to declare a
user-defined annotation property is given in Listing 3.1. In this example, the OWL Class
Lens is annotated with the custom annotation property dc:date which is defined by the
Dublin Core Metadata Set discussed in the next section.

Listing 3.1: Declaration of user-defined annotation property in OWL 1
<rdf :RDF

xmlns: rdf="http://www.w3.org/1999/02/22-rdf -syntax-ns#"
xmlns:dc="http://www.purl . org/metadata/dublin -core#"
xmlns:owl="http://www.w3.org/2002/07/owl#">

<owl:AnnotationProperty
rdf :about="http://purl . org/metadata/dublin -core#date"/>

<owl:Class rdf :about="http://www.photo. org/camera#Lens"
<dc:date rdf :datatype="http://www.w3.org/2001/XMLSchema#date">

2018-12-20
</dc:date>

</owl:Class>

</rdf>

3.3.2 Ontology Metadata Standards

Over the years ontologies were used in many contexts, including general-purpose as well
as highly specialised ones. Obviously, what separates good ontologies from poor ones is
how well they are documented [dN12]. Studies [DTEJ17] analysed various approaches
of embedding metadata in ontologies. The outcome was that there is no standard way
to describe and document ontologies, albeit a few vocabularies that describe semantic
metadata exist. Two of the most common vocabularies are briefly described next.

Dublin Core Metadata Set Being one of the most prominent vocabulary in describing
semantic metadata, published and maintained by the Dublin Core Metadata Initiative

8https://www.w3.org/TR/owl-ref/#Annotations accessed 2018/20/12
9https://www.w3.org/TR/owl2-syntax/#Annotation_Properties accessed 2018/20/12
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3.3. Metadata based Approach

(DCMI), it originally contained 15 metadata terms10, designed to annotate resources with
simple, textual information. Since its first launch, the project have gained popularity,
including more than 127 terms11. The initial set of terms is listed in Appendix A.

To maximise interoperability in heterogeneous environments, an RDF-Schema with
DCMI-Metadata12 elements was created, in which each entity is identified by a Uniform
Resource Identifier (URI) starting with the prefix http://purl.org. A broader discussion
on the use of metadata in general is given in [Nil10].

Simple Knowledge Organization System (SKOS) The SKOS Core Vocabulary
[MMWB05] defines a set of RDF properties and Resource Description Framework Schema
(RDFS) classes used to express the content and structure of a concept scheme, which
describes sets of concepts with optionally linked concepts. The vocabulary is standardised
by the W3C13. Relevant terms are listed in Appendix B.

There is some overlap between Dublin Core (DC) and SKOS. For example, the terms
dc:subject and skos:subject describe similar characteristics of an entity. However, in some
scenarios the range of skos:subject is limited to resources of type skos:concept compared
to the unrestricted range of dc:subject.

3.3.3 Metadata based Approach Realisation

Given the high number on ontology metadata formats from above, Algorithm 2 shows
the pseudocode to create concept descriptions extracted from embedded metadata. In
addition to the notation used in the previous section we define Φ(C) := {m1, m2, . . . , mi}
where mi is the i′th metadata element embedded in concept C and T is the description
of some metadata element.

Algorithm 2 Context Enrichment based on embedded metadata

1: procedure Generate Description

Input: A concept C with embedded metadata {m1, m2, . . . , mi}
Output: A description T of C ′s metadata elements

2: T = {}
3: for mk ∈ Φ(C) do
4: T = T ∪ mk

While the actual enrichment is straightforward, it collects all descriptions for a determined
concept, the details of extracting the metadata from annotation properties is omitted
here because it highly depends on the chosen metadata encoding. As we decided to

10http://www.dublincore.org/documents/dces/ accessed 2018/05/20
11http://www.dublincore.org/documents/dcmi-terms/ accessed 2018/05/20
12http://dublincore.org/schemas/rdfs/ accessed 2018/05/20
13https://www.w3.org/TR/skos-reference/ accessed 2018/05/20
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3. Context Enrichment Methods

encode the metadata in annotation properties, the extraction process works by selecting
the related annotation properties for a specified concept.

To illustrate the concept of the Context generation algorithm a simple example of an
OWL Class enriched with metadata is shown in Listing 3.2. For that, the algorithm
generates T = { "Greenhouse gas is one of several gases, especially carbon dioxide, that
prevent heat from the earth escaping into space, causing the greenhouse effect. Greenhouse
gases from human activities are the most significant driver of observed climate change
since the mid-20th century.", "greenhouse gas" }. Figure 3.3 depicts the questionnaire
presented to crowd workers for the example from above. The text was constructed
from the description defined by the Dublin Core Metadata Set and the label defined by
RDFS14.

Listing 3.2: An OWL Class enriched with metadata
<rdf :RDF

xmlns: rdf="http://www.w3.org/1999/02/22-rdf -syntax-ns#"
xmlns: rdfs="http://www.w3.org/2000/01/rdf -schema#"
xmlns:dc="http://www.purl . org/metadata/dublin -core#"
xmlns:owl="http://www.w3.org/2002/07/owl#">

<owl:Class rdf :about="http://www.climatechange . org/greenhouse_gas"
<dc: description>

Greenhouse gas is one of several gases , especially carbon dioxide , that
→֒ prevent heat from the earth escaping into space , causing the greenhouse effect . Greenhouse gases
→֒ from human activities are the most significant driver of observed climate change since the mid
→֒ -20th century .

</dc: description>
<rdfs : label>

greenhouse gas
</rdfs : label>

</owl:Class>

</rdf>

3.4 Dictionary based Approach

An alternative method of Context enrichment is based on acquiring concept definitions
from external sources, especially when these are not already available as metadata
annotations in the ontologies that are validated. The lookup is solely based on the
concept’s name, neglecting the connected nature of an ontology. Dictionaries have always
been the first choice when it comes to searching for specific information about words or
phrases. We chose WordNik15 as source for external content, a freely available online
dictionary for the English language. Among other features that were offered, we used
example sentences that were collected from various sources across the Web.

This section begins with a brief introduction into WordNik, the online dictionary we used
for the provision of example sentences, and then continues with our approach of using
WordNik as content provider for concept descriptions.

14https://www.w3.org/TR/rdf-schema/ accessed 2018/12/30
15https://www.wordnik.com/ accessed 2018/06/15
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3.4. Dictionary based Approach

Figure 3.3: Questionnaire presented to crowd workers for the OWL Class example

3.4.1 WordNik

WordNik targets native English speakers who look up words that are rare (technical terms
or dialect terms), very old or very new. They often search for definitional information
which is incomplete or missing in traditional dictionaries. Users tolerate published
imperfection because they opt for relevant, actual and cutting-edge information, even
though not officially approved by editors [Bur79]. They want to understand the context
of word usage in sentences, not necessarily explanatory statements as in printed or even
online dictionaries.

The driving force behind WordNik was contribution. It processes and aggregates external
user-generated content such as tweets, newspaper articles, scientific articles or uploaded
Flickr16 images. This is similar to what search engines do, but with restricted scope.
The creators of WordNik observed that very few people write word definitions, they
rather add meta linguistic information such as lists of their favourite words, comments or
tags. WordNik additionally collects statistics about lexicographical terms, more or less
frequently searched words and most commented words.

WordNik also offers an Application Programming Interface (API) for programmatically
accessing their resources17. Besides the word definition, it also provides access to
audio metadata, etymology, word usage, syllable information, bi-gram phrases, text
pronunciations, relation diagrams to other words, example sentences and others. At the
time of writing this thesis free access is granted for non-profit, non-commercial use with
a limitation on the number of API calls. After a successful registration process, an API
token is provided which is a prerequisite for API interaction. Besides Web access, a
handful of libraries18, available in many programming languages, were created to facilitate
integration with third-party applications.

16https://www.flickr.com/ accessed 2018/06/15
17https://developer.wordnik.com/ accessed 2018/06/15
18https://developer.wordnik.com/libraries accessed 2018/06/15
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3. Context Enrichment Methods

C15

C16

C11

C12

C13
C14

C1

Concept Name

Text Normalisation

Ontology

Ontology Validation

Text Buffer

Example Sentences

Figure 3.4: Conceptual workflow of WordNik consultation to generate concept descriptions

3.4.2 Dictionary based Approach Realisation

Intuitively, the idea of generating descriptions using dictionary lookup is simple: starting
from a concept name, descriptions are built from consulting the online dictionary WordNik.

A schematic overview of the overall workflow is shown in Figure 3.4 and described below:

[Step I] (Concept Selection) The first step in the workflow is the selection of the
concept(s) for generating the description. For that, the ontology engineer
selects the concept(s) and starts the enrichment process.

[Step II] (Text Normalisation) The idea is to use the concept name as a baseline for
any further processing. Often, the name can not be used directly as input to
WordNik because it contains unwanted characters such as excessive spaces,
quotes, dots or just non-printable characters. This is especially true for learned
ontologies, generated from textual sources. Our algorithm uses the built-in text
manipulation capabilities of the Java Development Kit (JDK) to pre-process
concept names.

[Step III] (Dictionary Lookup) Next, WordNik is consulted to find example sentences for
normalised concept names. In contrast to traditional dictionaries, WordNik
searches in all kinds of available online content, including newspapers, journals,
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3.4. Dictionary based Approach

scientific publications, tweets and others. All API interaction is protected
against unauthorised access, however, to help developers learning the API,
some features are available in isolated Sandbox Mode19 too.

For example, when searching for the word »chartjunk« which does not have a
definition in traditional dictionaries, the API response is illustrated in List-
ing 3.3. The output is encoded in JavaScript Object Notation (JSON)20 which
defines a common, human-readable format for data transmission. The example
shows one example sentence (the others were omitted because they share the
same structure) including various other properties besides the actual title and
text. Our algorithm just skips these other properties because they were not
needed for the final concept description. However, it might be useful in certain
scenarios to differentiate between duplicate entries by exampleId or exploring
further details by adding the source Uniform Resource Locator (URL).

[Step IV] (Text Buffering) Depending on wether a single concept or multiple concepts
are validated, example sentences need to be harmonised, which is realised by
storing intermediate results and mapping these to the initial concepts.

[Step V] (Crowdsourcing Submission) The last step of the workflow is the creation of the
questionnaire for the actual ontology validation. As for all enrichment methods,
the only part that varies for each approach is the concept description, shown
as top part of the template. Figure 3.5 depicts the questionnaire presented to
crowd workers for the example from above.

Listing 3.3: WordNik API response for the word »chartjunk«
{

"examples": [
{

"provider": {
"name": "spinner",
"id": 712

},
"year": 2008,
"rating": 185,
"url ": "http://www.emersonprocessxperts .com/archives/2008/10/improving_how_y.html",
"word": "chartjunk",
"text": "Marshall described \"chartjunk\" as additional graphics not related to the data

→֒ in a quest to make the chart more aesthetically pleasing ." ,
"t i t l e ": "Emerson Process Experts",
"documentId": 15463705,
"exampleId": 289744774

},
. . .

]
}

19https://developer.wordnik.com/docs accessed 2018/06/21
20https://tools.ietf.org/html/rfc7159 accessed 2019/01/05
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3. Context Enrichment Methods

Figure 3.5: Questionnaire presented to crowd workers for searching »chartjunk« on
WordNik

3.5 Summary

In this chapter we investigated three approaches that generate descriptions for selected
concepts. The motivation was the limitations imposed by the existing platform for
crowd-sourced ontology validation (uComp Protege Plugin). All our approaches were
integrated as an extension of the platform which facilitates comparability of crowd worker
performance, described extensively in the Results Chapter.

This first method (Ontology based Approach) uses the ontology graph, more precisely
subsumption relations, to generate concept descriptions. For the second method (Metadata
based Approach) additional metadata encoded within the ontology is processed. Therefore,
some parts of the Dublin Core Metadata Set were used which define a standard set of
OWL annotations that were extended with common semantics. The basic principle of the
third method (Dictionary based Approach) was the retrieval of definitions from external
sources. For that, WordNik, a freely available online dictionary for the English language
which aggregates results from across the Web, was consulted to find example sentences
for some selected concepts.

To conclude, while all approaches presented in this chapter generate descriptions for
selected concepts, for the Ontology based Approach no additional preprocessing of the
input ontology or dependency to an external service is required. On the other hand, the
Metadata based Approach requires little to significant human intervention depending on
the number of annotations that were present in an ontology. Even though the Dictionary
based Approach requires availability of an external service (WordNik), showing the word
usage by example sentences can be really helpful.
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CHAPTER 4
Experimental Evaluation

In this chapter we describe our approach to evaluate the performance of context-enriched,
crowd-sourced ontology validation. More precisely, in Section 4.1 we start by describing
all relevant performance metrics used to quantify the improvements. Then, in Section 4.2
an overview of the used datasets (e.g. ontologies) is given and finally, Section 4.3 shows
various interfaces which were presented to contributors to facilitate Crowdsourcing task
completion.

Evaluation Hypothesis

Based on existing efforts for ontology validation using Crowdsourcing (see Section 2.3),
we formulate the following evaluation hypothesis:

The crowd performs ontology validation steps better if context is added
to Crowdsourcing tasks.

To evaluate the hypothesis stated above, we extended the uComp Protege plugin to
generate descriptions based on our proposed Context generation methods (Chapter 3).
Table 4.1 gives an overview of the experiments including their settings and used datasets,
described thoroughly in the next sections.

4.1 Evaluation Metrics

To justify the improvements stated in the hypothesis, a detailed evaluation based on the
metrics described below was performed.

We used two approaches to measure the performance of the crowd. The first one requires
some reference data which is compared against empirical data. This approach, originating
from Information Retrieval (IR), is called the Golden Standard Approach [BGM05].
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4. Experimental Evaluation

Methods
Data Crowdsourcing Settings

Ontology No. of
Classes

Judgements/
Price

Worker
Selection

Quality
Control

None, Meta, Onto, Dict Climate 101 5/0.05 Level 3,
AUS, UK,

USA

Quiz

None, Meta, Onto, Dict Tennis 52 5/0.05 Level 3,
AUS, UK,

USA

Quiz

None, Meta, Onto, Dict Finance 77 5/0.05 Level 3,
AUS, UK,

USA

Quiz

Table 4.1: Overview of performed ontology validation tasks, including datasets
and settings. {Meta=Metadata based Approach, Onto=Ontology based Approach,
Dict=Dictionary based Approach}

To quantify the improvements/degradations, several metrics exist. On a binary classi-
fication scheme, as illustrated in Figure 4.1, these metrics are defined as fractions of
True Positives (TP), True Negatives (TN), False Positives (FP) and False Negatives (FN).
In Crowdsourcing contexts this means that yes-questions are either correctly (TP) or
incorrectly (FN) answered and no-questions are either correctly answered (TN) or incor-
rectly (FP).

Precision Precision is interpreted as the ratio of correctly answered yes-questions over
the total number of answered yes-questions:

Precision =
TP

TP + FP

For concept relevance, values of Precision close to 1.0 show that the crowd correctly
rejects irrelevant concepts but maybe fails at accepting relevant ones.

Recall Recall is interpreted as the ratio of correctly answered yes-questions over the
total number of available yes-questions:

Recall =
TP

TP + FN

For concept relevance, values of Recall close to 1.0 show that the crowd correctly predicts
relevant concepts but maybe fails at rejecting irrelevant ones.
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4.1. Evaluation Metrics

True Positives False Positives

True
Negatives

True
Negatives

False
Negatives

False
Negatives

Figure 4.1: Binary classification scheme for evaluation metrics of Crowdsourcing tasks

F-Measure Unfortunately, exclusively relying on either of the above metrics has some
drawbacks. For example, the crowd may correctly identify relevant concepts but fails at
rejecting irrelevant ones (high Recall) or, on the other hand, irrelevant concepts may be
correctly rejected whereas not all relevant ones may be detected (high Precision).

The F-Measure compensates these flaws by combining Precision and Recall rates. The
traditional F-Measure or balanced F-Score is calculated as the harmonic mean of Preci-
sion (P) and Recall (R):

F -Measure = 2 ·
P · R

P + R

In some situations researchers have criticised this metric that it may be biased [Pow11].
For this reason, there exists a modified version of the general F-Measure which takes an
additional parameter β into account:

Fβ = (1 + β2) ·
P · R

β2 · P + R

Depending on the importance of Precision or Recall, β can be set to a higher value (e.g. F2),
which weights Recall higher, or to a lower value (e.g. F0.5), which puts more emphasis on
Precision. Mostly, the generic F-Measure, also known as F1 measure, is sufficient though,
in which β is set to 1 to weight Precision and Recall evenly.

The other approach in measuring the crowd’s performance does not rely on reference
values, instead, the metric reflects the agreement ratio among crowd workers. Therefore,
the agreement ratio or Inter-rater Agreement measures, to what extent judges reached
consensus. For binary tasks (e.g. concept relevance checks), all possible outcomes are
based on a table of 2x2 frequencies, as shown in Figure 4.2. In terms of evaluating
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4. Experimental Evaluation

Task Classification

Ag
re

em
en

t

positive negative

ag
re
e

di
sa
gr
ee

Figure 4.2: 2x2 outcome table on Inter-rater Agreement for binary tasks

concept relevance, this means that the crowd either agrees or disagrees whether a concept
is relevant or not.

Several metrics exist to measure inter-rater reliability [ZLD13]. They primarily differ
to what extent judgements made by chance are taken into account. In our evaluation
though, the following metric is used:

Percentage Agreement This is the simplest and most commonly used metric, which
is calculated by dividing the number of agreeing raters (A) by the total rater count (N).

Agreement =
A

N

Despite its intuitive appeal, it has been criticised, that it does not take the agreements
made by chance into account [Hun86]. On the other hand, calculation of chance-adjusted
metrics is more complex and have the potential to over- or undervalue the corrections for
chance. Moreover, reliability is assumed to be very high because Crowdsourcing settings
were adjusted to sort out random answers.

4.2 Datasets

Within the next paragraphs, ontologies used as the input for evaluation tasks are described
in more detail. As this thesis builds on existing work [WSH16], it makes sense to use the
same ontologies as evaluation source. Also, we had access to the raw evaluation data
which were previously used.

The main characteristics of the three ontologies used for evaluation are summarised in
Table 4.2. Two of these ontologies, covering the domains climate change and tennis,
emerged from seed ontologies used in an ontology learning algorithm [LWSC05]. They
evolved from several rounds of adding more input data [WWSS12]. The other ontology
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4.2. Datasets

Number of
Ontology

Climate Change Tennis Finance

Classes 101 52 77

Properties 28 34 29

SubClass Relations 84 35 78

Individuals 64 33 47

Table 4.2: Characteristics of the used ontologies

covers the finance domain and represents a small subset of the vocabulary defined by the
Multilingual Thesaurus of the European Union (EuroVoc)1.

The tested ontologies are of limited size which makes evaluation easier, but still has
significance for testing the impact of Context enrichment in ontology validation. Whereas
the Climate Change ontology contains 101 concepts, 28 object properties, 64 individuals
and 84 subclass relations, the Finance ontology is of smaller size, containing 77 concepts,
29 object properties, 47 individuals and 78 subclass relations. The Tennis ontology has
119 entities in total, 52 of which are concepts, 34 object properties and 33 individuals.

Evaluation Setup

For calculating evaluation metrics the ontologies need to be annotated with reference
values. From previous experiments [WSH16] evaluation data was consolidated and
annotations were generated. Unfortunately, for some concepts we had ambiguous data
or none at all. We manually verified the enriched ontologies by excluding incorrect
annotations and adding missing ones where appropriate. This was an important task,
particularly because learned ontologies often contain inconsistent and inaccurate data.

Concerning Crowdsourcing tasks, Figure Eight2 (former CrowdFlower) allows adjusting a
variety of settings. We paid $0.05 per task, required 5 judgements per unit and restricted
judgements to the highest quality level of crowd workers (Level 3). Additionally, we
made the assumption that all labels of the validated ontologies are in English, therefore
achieving results of higher quality requires restricting participation to the following
English speaking countries: Australia, United Kingdom and United States. Furthermore,
crowd workers had to correctly answer 8 quiz questions from politics, computing and
tennis in order to qualify for accessing our tasks. Although this does not prevent
contributors from randomly answering test questions, it provides at least a minimum of

1http://eurovoc.europa.eu/drupal/?q=evontology accessed 2018/07/13
2https://www.figure-eight.com/ accessed 2018/07/16
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4. Experimental Evaluation

quality control. Without any quality control measures, results would be of little use, as a
recent survey reveals [DKC+18].

A central part of the assessment is the definition of evaluation tasks. Crowd workers
were consulted to assist in the following ontology engineering task:

Verification of Domain Relevance For each selected concept, crowd workers need
to decide whether it is relevant for the domain in question (in our case, Climate Change,
Tennis and Finance). Using domain relevance, we evaluated our proposed methods:
Ontology based Approach (Section 3.2), Metadata based Approach (Section 3.3) and
Dictionary based Approach (Section 3.4). Each of these generates textual descriptions
which were added to the Crowdsourcing task. For the Metadata based Approach we
had to manually annotate the ontologies. For the Dictionary based Approach WordNik3

was consulted to provide example sentences. No pre-processing was necessary for the
Ontology based Approach.

4.3 Crowdsourcing Task Interfaces

In this section some example interfaces are presented which were shown to crowd workers
for each verification task.

After selecting the concepts for ontology validation, the plugin automatically creates the
relevant Crowdsourcing jobs. Only Figure Eight is currently supported as Crowdsourcing
platform. Depending on the method of Context enrichment (see Chapter 3) different
Crowdsourcing interfaces were generated, as illustrated in Figure 4.3.

Each Crowdsourcing interface consists of

1. the Instruction part

2. the Context part

3. the Question part

The Instructions are very generic and therefore independent of the chosen Context
enrichment method. It contains a short description of the task goals and some examples
of already answered questions. We did not include the details of ontology validation
because first, it would confuse contributors and second, it is not relevant for answering
the question. Also, we advised them to browse the Web or contact Wikipedia in case
they do not know the answer or are unsure. Furthermore, it encourages contributors to
give answers to their best knowledge and improves the overall quality of the collected
results.

3https://developer.wordnik.com/ accessed 2018/06/15
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4.3. Crowdsourcing Task Interfaces

(a) Ontology based Method

(b) Metadata based Method

(c) Dictionary based Method

Figure 4.3: Crowdsourcing task interfaces for performing ontology validation using
different methods of Context enrichment
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4. Experimental Evaluation

The Context part is dynamically adjusted based on the chosen approach. In Figure 4.3a,
the description is generated by the Ontology based Method, in which each statement
corresponds to a relation. In this example, the concept fusion is related by subsumption
to 3 other concepts: fusion subclassOf {heat, action} and state subclassOf fusion.
As of now, only subsumption relations are taken into account for the generation of
concept descriptions. Figure 4.3b displays the generated description for the concept
greenhouse gas. It contains the short description as well as the detailed description.
Figure 4.3c shows some example sentences for the concept action which were obtained
from WordNik. Thereby each sentence is prepended by a headline written in bold letters.
Currently, the plugin only supports WordNik as sentence provider.

The Question part contains the actual question. To prevent spamming, we added a
minimum time of 10 seconds to answer the question. Due to the suggestive nature of
the questions, contributors can not skip certain questions in case of uncertainty. This
ensures completeness of the result set.
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CHAPTER 5
Results

Based on the metrics discussed in Section 4.1, this chapter highlights the results of our
evaluation. It is divided along the datasets we used for evaluation, that is, Section 5.1
covers the climate change domain, Section 5.2 is dedicated to finance and tennis is handled
in Section 5.3. Finally, an overall comparison of all evaluation domains is presented in
Section 5.4.

5.1 Climate Change Ontology

In this section, results from the crowd-sourced ontology validation in the field of climate
change are presented. A detailed discussion of the ontology used as a baseline for all
calculations was done previously in Section 4.2.

The results of the benchmark are presented in Table 5.1. For comparison, we also
performed ontology validation without any of the discussed Context enrichment meth-
ods (None). Given the relatively small number of concepts, all Context enrichment
methods performed better than having no Context at all. Surprisingly, in terms of Recall
the contrary holds. Indeed, crowd workers tend to negatively answer questions in case of
uncertainty or when no additional information other than the concept name is present.

We also measured the agreement ratio (Inter-rater Agreement) in this dataset. Figure 5.1
shows the distribution of the agreement ratio among all validated concepts. We required
5 judgements for every concept, yielding 5/0, 4/1 or 3/2 levels of agreement, which
is equivalent to full agreement (1.0), partial agreement (0.8) and little agreement (0.6)
respectively.

The highest agreement exhibits the Dictionary based Approach, followed by None. This is
somewhat interesting as these are the methods with the lowest performance with regard
to F-Measure. In fact, the agreement ratio just describes to what extent the responses
coincide. From the observations in this dataset, it is hard, if not impossible, to draw

47

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

5. Results
0.6

0.8
1

Metadata based Approach

Ontology based Approach

Dictionary based Approach

None

Metadata based Approach

Ontology based Approach

Dictionary based Approach

None

Metadata based Approach

Ontology based Approach

Dictionary based Approach

None

0 20 40 60

m
ethod

ratio

m
ethod

M
etadata based A

pproach

O
ntology based A

pproach

D
ictionary based A

pproach

N
one

F
igu

re
5.1:

H
istogram

p
lots

of
th

e
In

ter-rater
A

greem
en

t

48

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

5.1. Climate Change Ontology

Method Precision Recall F-Measure

Ontology based Approach 0.758 0.805 0.781

Metadata based Approach 0.732 0.831 0.778

Dictionary based Approach 0.724 0.821 0.769

None 0.549 0.837 0.663

Table 5.1: Aggregated results on the Climate Change Ontology (ranked by F-Measure)

Method mean median 1st quartile 3rd quartile

Metadata based Approach 2.04 3.00 -1.00 5.00

Ontology based Approach 1.98 3.00 1.00 5.00

Dictionary based Approach 1.92 5.00 -1.00 5.00

None 1.04 1.00 -3.00 5.00

Table 5.2: Summary statistics concerning agreement level on the Climate Change Ontol-
ogy (ranked by mean value)

conclusions solely based on agreement. In fact, when looking closely at the judgements
with the highest agreement ratio among incorrect answers, 16 of 17 judgements for the
Dictionary based Approach and 3 of 6 judgements for the Ontology based Approach had
Context added. Apparently, crowd workers agreed here on incorrect values even though
concept descriptions were available.

To manifest our observations from above, bar plots (illustrated in Figure 5.2) were
created. It combines the agreement ratio and the amount of correct/incorrect judgements.
Whereas a negative score indicates that more contributors agreed on incorrect answers or
declined relevant concepts, a positive score shows that the majority of crowd worker’s
responses were correct. Indeed, when comparing the performance on level −5 the
Dictionary based Approach is on the same level as if Context was omitted. On the other
hand, it shows the highest score of correct answers on level 5.

Given the plots on the distribution of the correct/incorrect judgements from above,
Table 5.2 shows the summary statistics of agreement levels for each Context enrichment
method. It confirms our observations made so far.
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Figure 5.2: Histogram plots of the correct/incorrect judgements. {count=number of
judgements, level=combined number of correct (positive scale) and incorrect (negative
scale) judgements per concept}
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5.2. Finance Ontology

Method Precision Recall F-Measure

Metadata based Approach 0.797 0.985 0.881

Dictionary based Approach 0.794 0.944 0.862

Ontology based Approach 0.756 0.949 0.842

None 0.734 0.963 0.833

Table 5.3: Aggregated results on the Finance Ontology (ranked by F-Measure)

5.2 Finance Ontology

In this section, results from the crowd-sourced ontology validation in the domain of
finance are presented. A detailed discussion of the ontology used as a baseline for all
calculations was done previously in Section 4.2.

As with the other datasets the Metadata based Approach performed quite well. In fact,
it outperformed all other approaches, both in terms of Precision and Recall, yielding
the highest value of F-Measure. A detailed comparison of all methods for this dataset
is given in Table 5.3. On the other end of the table is ontology validation without any
Context enrichment (None). This is in line with our initial hypothesis that motivated the
use of concept descriptions. We also noticed the relatively high number of Recall for all
approaches. The same observation was made for the other datasets as well. Indeed, crowd
workers tend to decline concepts in case of uncertainty or lack of additional information.

Another metric we used to measure the performance of ontology validation was Inter-rater
agreement. Figure 5.3 depicts the distribution of the agreement ratio among all validated
concepts. For comparability, all methods were merged into one chart and grouped by
the level of agreement. Again, the Metadata based Approach performed best followed by
the Ontology based Approach as indicated by the red bar. It shows both, a high level of
full agreement (1) and low level of little agreement (0.6).

To get a different view of the overall worker performance, Figure 5.4 shows bar plots
of the performance levels. Each level combines the agreement ratio and the amount of
correct/incorrect judgements, yielding a higher score when most contributors agreed on
correct answers and a lower score when they disagreed or answered incorrectly. A common
phenomena of all approaches was the high level of correct answers with high agreement
across contributors. Indeed, this holds for the other datasets too. However, after analysing
the concepts that were accepted and those that were declined, this is rather related to
the generic nature of the used datasets. For example, whereas accepting the concept
budget for the finance domain is relatively easy even with no additional information,
judging the concept world is much more challenging. Therefore, judging generic concepts
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5.2. Finance Ontology

0

5

10

15

20

25

30

35

40

45

−5 −3 −1 1 3 5
level

co
un

t

(a) Ontology based Approach

0

5

10

15

20

25

30

35

40

45

50

−5 −3 −1 1 3 5
level

co
un

t

(b) Metadata based Approach

0

5

10

15

20

25

30

35

40

45

−5 −3 −1 1 3 5
level

co
un

t

(c) Dictionary based Approach

0

5

10

15

20

25

30

35

40

−5 −3 −1 1 3 5
level

co
un

t

(d) None

Figure 5.4: Histogram plots of the correct/incorrect judgements. {count=number of
judgements, level=combined number of correct (positive scale) and incorrect (negative
scale) judgements per concept}
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5. Results

Method mean median 1st quartile 3rd quartile

Metadata based Approach 3.18 5.00 3.00 5.00

Dictionary based Approach 2.87 5.00 1.00 5.00

Ontology based Approach 2.61 5.00 2.50 5.00

None 2.53 5.00 1.00 5.00

Table 5.4: Summary statistics concerning agreement level on the Finance Ontology (ranked
by mean value)

should be done better by domain experts who share a common understanding of the
used vocabulary.

The summary statistics in Table 5.4 confirm our observations made so far. It shows the
statistics of each method ranked by mean value. Judging the worker performance by the
level of agreement and the ratio of correct/incorrect judgements, the order is no different
than ranked by F-Measure.

5.3 Tennis Ontology

In this section, results from the crowd-sourced ontology validation in the domain of tennis
are presented. A detailed discussion of the ontology used as a baseline for all calculations
was done previously in Section 4.2.

The worker performance for this dataset was the highest among all evaluated ontologies.
In fact, for the highest ranked method (Metadata based Approach) at least 2 out of
5 contributors correctly identified relevant concepts or declined unrelated ones. This
corresponds to a Precision of 0.896 and Recall of 0.976, or combined F-Measure of 0.934.
A detailed comparison of all methods for this dataset is given in Table 5.5. Interestingly,
the Dictionary based Approach performed worse than omitting concept descriptions
at all. This, we noticed by the high discrepancy of Precision. More precisely, 0.648
with descriptions constructed from WordNik consultation (Dictionary based Approach)
compared to 0.783 without any context.

Figure 5.5 depicts the distribution of the agreement ratio among all validated concepts. To
the contrary, by the Ontology based Approach, crowd workers reached the most consensus,
albeit being wrong in some cases. They declined 2 relevant concepts whereas for the
Metadata based Approach there were at least 2 of them who were correct for any concept.

The observations from above were also reflected by the bar plots in Figure 5.6. There
were no judgments on level −5 and −3 for the Metadata based Approach. The sum-
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5. Results

Method Precision Recall F-Measure

Metadata based Approach 0.896 0.976 0.934

Ontology based Approach 0.874 0.939 0.905

None 0.783 0.933 0.851

Dictionary based Approach 0.648 0.980 0.780

Table 5.5: Aggregated results on the Tennis Ontology (ranked by F-Measure)

Method mean median 1st quartile 3rd quartile

Metadata based Approach 3.89 5.00 3.00 5.00

Ontology based Approach 3.39 5.00 3.00 5.00

None 2.58 5.00 1.00 5.00

Dictionary based Approach 1.77 3.00 -1.00 5.00

Table 5.6: Summary statistics concerning agreement level on the Finance Ontology (ranked
by mean value)

mary statistics in Table 5.6 confirm that finding. Based on the agreement level and
correct/incorrect judgement ratio, the rankings of each method were preserved.

5.4 Evaluation Comparison

In the final evaluation step we take a broader look on the overall performance. For that,
we combined the results from each dataset. This has the advantage of reducing the
sensibility to a particular dataset which is required to keep bias at minimum.

Based on our initial hypothesis which motivates Context enrichment, we have formulated
a couple of questions that were answered in the next paragraphs:

Which Context enrichment method performed best in general? Our obser-
vations confirmed our initial hypothesis which suggests extending basic crowd-based
ontology validation with Context. From the combined results of all datasets as shown
in Table 5.7 it is evident that the Metadata based Approach worked best. In fact, it had
not only the highest value of F-Measure but also the highest Precision and Recall. Indeed,
this was rather expected due to the fact that Context was manually added. Obviously,
no one has a better domain knowledge than the creators or maintainers of the ontology.
On the bottom end of the table is the approach containing no descriptions (None).
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5.4. Evaluation Comparison
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Figure 5.6: Histogram plots of the correct/incorrect judgements. {count=number of
judgements, level=combined number of correct (positive scale) and incorrect (negative
scale) judgements per concept}
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5. Results

Method Precision Recall F-Measure

Metadata based Approach 0.797 0.921 0.854

Ontology based Approach 0.787 0.887 0.834

Dictionary based Approach 0.729 0.899 0.805

None 0.674 0.910 0.775

Table 5.7: Aggregated results of all datasets (ranked by F-Measure)

894 856 821 785

Figure 5.7: Combined accuracy of Crowdsourcing methods

Did the crowd perform better with Context? Figure 5.7 depicts the combined
accuracy of all methods which is calculated as the ratio between correct and incorrect
judgements. For comparability, the exact number of judgements is written in labels. The
performance of the top ranked method (Metadata based Approach) is quite impressive.
Concepts were judged correctly for nearly eighty percent (78.4%), being an improvement
of over 14% compared to omitting concept descriptions. Even the last ranked enrichment
method (Dictionary based Approach), performs 4.6% better.
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5.4. Evaluation Comparison

Concept
Methods Accuracy

Meta Onto Dict None Total

sceptic 0/5 0/5 0/5 0/5 0/20

greenhouse 0/5 1/5 0/5 0/5 1/20

pipeline 0/5 0/5 1/5 0/5 1/20

consensus 2/5 0/5 0/5 0/5 2/20

denier 2/5 0/5 0/5 0/5 2/20

production 1/5 1/5 0/5 0/5 2/20

Table 5.8: Concepts where most crowd workers had problems (Meta=Metadata based
Approach, Onto=Ontology based Approach, Dict=Dictionary based Approach, None=No
Context)

For which concepts were the crowd wrong? Even though the results underlined
the usefulness of Context for crowd-sourced ontology validation, we were also interested
under which circumstances they failed. In particular, we evaluated for which concepts
the crowd had the most problems with. The goal was to identify common patterns to
guide future improvements.

Table 5.8 lists 6 concepts that had the highest number of erroneous judgements. The
concept sceptic is located in the top-most row of the table. None of the judgements were
correct for that concept. Consequently, for the climate change ontology, the concept was
rejected even with Context being present. An explanation for that could be the fact the
Context was too generic or inappropriate. Clearly, the concept could be associated with
climate change, meaning someone who doubts global warming. Unfortunately, we were
not able to adapt Context because we had no access to the sources where the ontologies
were learned from. In most cases though, we expect ontology engineers to have enough
knowledge to provide more accurate descriptions that were useful to the crowd.

For the remaining concepts the situation is similar. We identified the following pattern:
Context was either missing, especially for very specific concepts, or too generic. The
only solution to both is strengthen collaboration between ontology engineers and domain
experts.

What other issues were found? A general phenomenon of all approaches was the
relatively high value of Precision indicating that the crowd tends to rather reject concepts
in case of uncertainty or lack of knowledge. However, in ontology engineering Recall is
often more important than Precision. Domain experts and ontology maintainers prefer
deleting a few concepts rather than missing some important ones.
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5. Results

Another observation was that not all enrichment methods worked in all scenarios. For
some concepts (17%) no Context was found when fetching from the online dictionary
WordNik. Most of these concepts had names that were composed of multiple words as it
was the case for interest rate. Compound words were treated as if words were searched
separately. The final result then being merged from each subquery. Unfortunately, the
API does not support changing this behaviour to treat compound words as a whole.

The number of concepts with missing Context was quite low when descriptions were
generated from the ontology structure. For 30% of the concepts Context was missing.
Obviously, the algorithm failed when the concept was not part of a subsumption relation.
In such situations, other approaches that do not rely on the ontology structure should be
used instead.

Strangely, Context was not always helpful, in certain situations it can also be distracting,
mainly if it provides useless or even misleading information. Regrettably, some content
fetched from WordNik was rather lengthy or diffuse. That was certainly due to the fact
that content originated from blogs or tweets that were not well suited for word definitions.
Future versions of the framework could try to use a different content provider which
provides more concise information.
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CHAPTER 6
Conclusion & Future Work

In this chapter, the main topics of this thesis are summarised (Section 6.1) and the
research questions are revisited (Section 6.2). Finally, an outlook for future research
topics is provided (Section 6.3).

6.1 Summary

In this thesis we investigated whether contextual information in Crowdsourcing tasks
helped to achieve better results for performing ontology validation. Crowdsourcing is
a technique of distributing small tasks to a typically large group of human workers. It
offers a cost effective method of solving tasks which are traditionally hard for machines
but easily solvable by humans. Our contributions are based on previous work covering
the uComp Protege plugin.

Unfortunately, crowd workers often do not had enough knowledge to complete Crowd-
sourcing tasks. They need additional contextual information which improves their
understanding. Before investigating our approaches which generate contextual informa-
tion, we had to give a common definition of »Context«: Context refers to any sort of
additional information that is supplied with a Crowdsourcing task to improve its under-
standing in such a way that it positively affects the crowds performance and the result
quality. Furthermore, we do not set a limitation on the type or format of Context that is
provided. Even tough there exists some approaches that use Context in Crowdsourcing
tasks, they all use a different notion of Context. Furthermore, none of these generate
contextual information.

We presented three novel methods that enrich Crowdsourcing tasks with contextual
information to validate the relevance of concepts for a particular domain of interest.
First, the Ontology based Approach processes hierarchical relations. Second, the Meta-
data based Approach generates descriptions based on annotations that are encoded within
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6. Conclusion & Future Work

the ontology. Third, the idea of the Dictionary based Approach is to build up contextual
information from example sentences by consulting the online dictionary WordNik.

The evaluation was performed on three ontologies covering the domains of climate
change, tennis and finance. The Metadata based Approach outperformed all other
methods in terms of Precision and Recall, leaving little room for future improvements.
The other two approaches had some difficulties in certain situations, for example the
Dictionary based Approach sometimes added inappropriate explanations, especially for
concepts with multiple meanings associated. Likewise, the Ontology based Approach is
limited to highly connected ontologies containing many subsumption relations.

6.2 Conclusion

In this section each research question is revisited and answered by taking into consideration
the results from our experimental evaluation (see Chapter 5) and drawing final conclusions
that point future research in novel directions.

The main research question examined in this thesis was:

RQ-I Does the crowd perform better on Context enriched Crowdsourcing tasks?

Answering this question might seem difficult at first because measuring the crowd’s
performance depends on the metrics of measurement as well as the concrete evaluation
settings. However, all proposed methods performed better with regard to F-Measure
than in experiments omitting Context. Indeed all our experiments showed that in each
dataset the number of correct classifications is considerably higher.

Clearly, the most important performance metric is F-Measure because it combines the
benefits and minimises the drawbacks of Precision and Recall at the same time. We
observed that crowd workers tend to decline relevant concepts if they were unsure and
Context was either missing or not relevant. Considering our approach is embedded
in an ontology learning framework, this seems unproblematic because domain experts
and ontology engineers rather prefer deleting a few concepts instead of missing some
important ones [Sab06].

Our experiments that were performed on three datasets including tennis, climate change
and finance showed that our approach is feasible and improves the results of the ontology
validation process. It was already mentioned [MMJ+15, MTH+16, WSH16] that crowd-
based ontology validation is a good alternative to manual validation, especially in
situations where experts are unavailable, budget is limited or the ontology is just too
large.

RQ-II What methods can be applied that generate Context?

We measured the performance of the crowd using three methods that generate concept
descriptions requiring either manual intervention or being fully automated. All of our
proposed approaches are discussed in detail in Chapter 3.
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6.2. Conclusion

The Ontology based Approach (see Section 3.2) processes hierarchical relations that were
encoded within the ontology. The biggest advantage of this approach is that it does
not have any external dependencies and works fully automatically. This algorithmic
approach is recommended for ontologies containing a large number of concepts that are
connected by subsumption relations. A potential pitfall of this method is that the full
potential of ACE could not be leveraged because we identified certain obstacles that
hinder the integration of OWL Verbalizer, a tool that converts an ontology into a set
of ACE sentences. Consequently, our algorithm generates the text by simple string
replacement, not taking the word category (e.g. singular or plural) into account.

The second approach (Metadata based Approach — see Section 3.3) is based on metadata
that resides within the ontology. In contrast to the other methods this approach requires
some manual work. As a precondition the metadata needs to be added by experts in a
standardised format which served then as Context in Crowdsourcing tasks. Because the
additional costs of manual preprocessing might not outweigh the benefits of high quality
concept descriptions, it makes sense to preferably use this approach in very specialised
areas such as in biomedical domains where ontologies are typically well documented and
already contain explanations.

The idea of the Dictionary based Approach (see Section 3.4) is that starting from a
concept name, descriptions are built from consulting an online dictionary. WordNik
was chosen as the provider of concept descriptions. These are formed from example
sentences that contain the requested concept name. This approach has its strengths when
concepts are relatively generic. We also noticed that the lookup failed when concept
names contained special characters or had multiple meanings associated. To conclude,
this approach is rather simple and easy to implement, however, it may have the potential
to generate wrong results, especially for ambiguous concepts.

RQ-III To what extent is it possible to transfer the investigated methods to different
datasets?

Unfortunately, none of our proposed methods can be applied in all contexts. Each method
has its own prerequisites:

The Ontology based Approach highly depends on the ontology structure because it
processes subsumption relations. The algorithm fails for flat hierarchies that contain little
or no subsumption relation. However, this restriction seems reasonable because limiting
our viewpoint to subsumption relations was caused by major obstacles that prevented the
integration of OWL Verbalizer, a tool which also takes other relation types into account.

At the core of the Metadata based Approach are annotations that reside within the
ontology. Unfortunately, none of our evaluated ontologies contained these metadata by
nature which required us to add them by hand. We think though, that this requirement
is rather feasible because our experiments showed that this approach generates concept
descriptions of high quality. In fact, in very specialised areas such as in biomedical
domains ontologies already contain such explanations.
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6. Conclusion & Future Work

For the Dictionary based Approach the situation is different because the design of the
algorithm does not impose any restrictions on the internals of the validated dataset. The
outcome rather depends on the responses from conducting the online dictionary WordNik.
We observed two peculiarities that may be considered: i) the lookup failed when concept
names contained special characters (e.g. quotes), and ii) the response contained irrelevant
example sentences when the meaning of the requested concept is ambiguous.

RQ-IV Which of the proposed methods work best? What are potential shortcomings and
why?

Based on the results presented in Chapter 5, the Metadata based Approach outperformed
all other methods even though it was only ranked second in terms of F-Measure for the
Climate Change dataset. A clearer picture can be drawn when looking at the combined
statistics showing the level of agreement and the judgment’s accuracy. In all these
rankings this approach was ranked as the best performing method. This outcome was
rather expected because, compared to the other approaches, concept descriptions were
of highest quality while keeping the number of missing explanations at zero. Indeed,
allowing expert participation produces qualitative results but is also very costly.

In contrast to our expectations the Dictionary based Approach had the most problems
in finding relevant descriptions. It performed even worse than omitting descriptions in
the tennis dataset. This has several reasons: From analysing the traffic of WordNik
consultation, we know that some of the responses were irrelevant or were even missing
for certain concepts. This is certainly true for concepts having special characters (e.g.
quotes) in their names or concepts which have multiple meanings associated.

One restriction that should be considered especially when validating large ontologies
containing several hundreds or even thousands of concepts is that WordNik limits the
number API calls/requests in the basic setup. However, they offer paid plans1 to users
who need more calls or more data.

A common phenomenon over all datasets was the relatively high Recall, even when
omitting concept descriptions at all. This means that the crowd predominately declined
relevant concepts, however, as mentioned earlier, this is relatively unproblematic because
domain experts and ontology engineers rather prefer deleting a few concepts instead of
missing some important ones.

Surprisingly, the Ontology based Approach worked pretty well even though its performance
could not reach the top ranked method. Unquestionably, the quality of the descriptions
directly correlates to the number of subsumption relations. This works especially for
learned ontologies because learning frameworks naturally create ontologies with deep
hierarchies. But since all concepts were connected by subsumption relations, explanations
were missing for those isolated concepts.

1https://developer.wordnik.com/pricing accessed 2019/02/03
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6.3. Future Work

6.3 Future Work

While this work tried to advance research, covering the intersection between Semantic
Web technologies and Crowdsourcing, there are still several open questions that could
not be addressed, because these new questions that are discussed in the remainder of
this chapter arose during the course of this work.

We identified the following topics that can be addressed in future work:

Extending the Dictionary based Approach by using other content providers
Unfortunately, the Dictionary based Approach had problems in situations when multiple
meanings were associated with the same concept or names contained special characters.
The reason for that was that WordNik could not handle these cases properly. One could
try to integrate other content providers to overcome these limitations.

Extending the Ontology based Approach to use OWL-Verbalizer At the time
of writing this thesis we were unable to integrate OWL-Verbalizer, an open source
tool aimed at producing texts from generic OWL ontologies, because it was originally
written in SWI-Prolog but our platform runs on the Java Virtual Machine (JVM). Even
though the tool authors are aware of this problem2, the lack of compatibility with other
programming languages still remains. Future research could possibly take a closer look
at the Java Interface to Prolog3 which offers a bidirectional interface between Java and
Prolog that can be used to embed Prolog in Java as well as for embedding Java in Prolog.

Making the proposed methods more generic Researchers could also investigate
more in the direction of making our approaches more generic. This holds in particular
for the Ontology based Approach because it only takes subsumption relations into
account. A huge improvement would be to also include object properties, however, major
changes would be required because the algorithm needs to consider besides concepts also
individuals.

Covering other tasks of ontology validation To achieve the goal of a general
purpose solution for ontology validation, our methods should be extended to cover other
tasks as well. The uComp Protege Plugin could serve as a starting point here. Besides
verification of domain relevance, other tasks include verification of relation correctness,
specification of relation type and verification of domain and range. The challenging part
here is to adapt the workflow of these tasks in such a way that the Crowdsourcing tasks
include contextual information.

Integrating our contributions into an ontology learning solution The last open
topic refers to the integration of our contributions into an ontology learning solution. In

2https://github.com/Kaljurand/owl-verbalizer/issues/13 accessed 2019/02/08
3http://www.swi-prolog.org/packages/jpl/ accessed 2018/05/11
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6. Conclusion & Future Work

that vein, future studies need to evaluate which of the approaches of ontology validation
work best (e.g. automated or manual ones) and possibly provide a hybrid approach which
combines several of these approaches.

66

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

APPENDIX A
Dublin Core Metadata Terms
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A. Dublin Core Metadata Terms

Name Description

dc:contributor Element used to describe a person, organisation or service who is
responsible for making contributions.

dc:overage Term used to describe a temporal topic (e.g. period, date, or date
range), spatial topic (e.g. location or place identified by its name or
coordnates) or a jurisdiction (e.g. an administrative entity).

dc:creator A person, organisation or service who created this entity.

dc:date A period or point in time associated with an event in the lifecycle.

dc:description A definition in natural-language.

dc:format Defines the file format, physical medium or dimension.

dc:identifier A unique and unambiguous reference to this entity within a defined
context.

dc:language The language used to describe and define this entity.

dc:publisher A person, organisation or service who provides access to this entity.

dc:relation Defines a link to another entity identified by name or formal identifier.

dc:rights A statement about associated rights with the entity (e.g. intellectual
property rights).

dc:source A related entity from which this entity is derived from.

dc:subject The topic of this entity represented using keywords, key-phrases or
classification codes.

dc:title The name by which this entity is formally known.

dc:type Defines the genre of nature. Usually, a well-defined vocabulary such
as DCMI Type Vocabulary1 is recommended here.

Table A.1: The initial set of DC-Metadata terms
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APPENDIX B
SKOS Metadata Terms
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B. SKOS Metadata Terms

Name Description

skos:Concept Describes an idea, notion or unit of thought, similar to OWL
classes. However the specification does draw any relations to
owl:concept.

skos:ConceptScheme A Concept Scheme can be viewed as a combination of multiple
skos:Concept instances with optional references to each other.

skos:altLabel A lexical label (e.g. a text composed of unicode characters)
which adds an alternative meaning to an entity.

skos:prefLabel Used in combination with skos:altLabel to define the primary
description in case there are multiple human-readable defini-
tions.

skos:notation A literal string of unicode characters, it identifies the related
concept within the given concept scheme.

skos:changeNote Belongs to the class of documentation properties and provides
some information about historical changes.

skos:definition Adds a human-readable definition to the entity.

skos:note Some arbitrary text which may be provided by ontology engi-
neers.

skos:editorialNote A note added by creators to inform ontology maintainers.

skos:historyNote A historical note (e.g. a version string, release date, . . . ).

skos:related Indicates that SKOS concepts are somewhat related to each
other.

Table B.1: A subset of the SKOS vocabulary
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List of Algorithms

1 Context Enrichment based on Neighbouring Nodes . . . . . . . . . . . 30
2 Context Enrichment based on embedded metadata . . . . . . . . . . . 33
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Acronyms

ACE Attempto Controlled English. 28, 29, 63

AI Artificial Intelligence. 9

API Application Programming Interface. 35, 37, 60, 64

DC Dublin Core. 33

DCMI Dublin Core Metadata Initiative. 32, 33

DL Description Logic. 29

EER Extended Entity Relationship. 23, 24

EuroVoc Multilingual Thesaurus of the European Union. 43

GWAP Games with a purpose. 1, 8, 17

IE Information Extraction. 12

IR Information Retrieval. 39

JDK Java Development Kit. 36

JSON JavaScript Object Notation. 37

JVM Java Virtual Machine. 65

LED Listening Experience Database. 14

MTurk Amazon Mechanical Turk. 1

NLP Natural Language Processing. 12

OWL Web Ontology Language. 20, 28, 31, 32, 34, 35, 38, 63, 65, 71
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P&G Procter & Gamble. 7

R2RML RDB to RDF Mapping Language. 13

RDF Resource Description Framework. 13, 18, 22–25, 33

RDFS Resource Description Framework Schema. 33, 34

SCA Semantic Content Authoring. 14

SKOS Simple Knowledge Organization System. 33

SPARQL Semantic Protocol and RDF Query Language. 18

SQL Structured Query Language. 18

UI User Interface. 14

URI Uniform Resource Identifier. 33

URL Uniform Resource Locator. 37

W3C World Wide Web Consortium. 13, 33

WWW World Wide Web. 10

XML Extended Markup Language. 13
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