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Abstract

In this work, the influence of errors in the dosimetry of small fields on dosimet-

ric treatment plan quality was investigated for four different anatomical sites.

Brain metastases, prostate including lymph nodes, prostate boost and head

& neck were considered in the study. The measured dose distributions of the

treatment plans were compared with calculated dose distributions generated

by iPlan (Brainlab AG, Feldkirchen, Germany) (IMRT) and Monaco (Elekta,

Stockholm, Sweden)(VMAT) using a gamma pass rate analysis (GPR). The

calculated dose distributions were based on a clinical used beam model (BM)

and a beam model with erroneous output factors (OF), designed to account

for the influence of uncertainties in small field dosimetry. The measurements

were made using radiochromic films. Additionally a three-dimensional GPR-

analysis comparing the calculated doses of both beam models using 3D Slicer,

a widely used software tool in radiation therapy (RT) was conducted. In

order to map small field dosimetry errors and the resulting GPR to the spe-

cific geometry of a treatment plan, DICOM data containing treatment plan

specifications were analyzed and the aperture distribution for each plan was

calculated. Out of this, a model based on the difference in OFs between the

clinical BM and the modified BM was designed and implemented into Mat-

lab. Correlations were analyzed between the error factors generated by this

model and the GPR result based on the clinically used beam model. Further-

more, a correlation analysis of the GPR based on comparison of measurement

with clinical BM and modified BM was conducted. The overall GPR using a

criterion of 3 %/3 mm, conducted with 3D Slicer, was well above 95 %. The

GPRs based on comparisons of calculated and measured dose of both BMs

using the same criterion, was mostly > 90 %, except 5 outliers out of 46 con-

sidered treatment plans. There was no correlation found for any treatment
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group evaluated between the error factors generated by the above mentioned

model and the GPR results based on the clinical BM. However, there was a

significant correlation found for 2 treatment groups between the GPR based

on the modified BM and the clinical BM, both showing better results for the

modified BM. Finally, the general dependencies and restrictions are presented

and an additional error model based on Clarkson integration is outlined. In

this work it was found, that small field errors did not translate into unaccept-

able GPR. It was also found, that the BM modification lead to sensitive areas

in the region of steep dose gradients, but so far a reason for this could not be

investigated. Furthermore, the assessment of error factors is not trivial and

the proposed model to generate error factors for an arbitrary leaf constellation

probably needs further improvement. The concept of GPR-analysis was also

discussed in detail and it was concluded, that the method has its difficulties

in terms of comparability.
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Chapter 1

Introduction and theoretical

background

In 2012, an estimated number of 14.1 million new cancer cases occurred around

the world 1, which makes this disease one of the biggest health issues of mankind.

In Austria, approximately 39000 new incidents of malignant tumors have been

diagnosed in 2012 out of which a cancer risk of nearly 30% can be calculated. 25

In other words, statistically one out of three will at one point in his or her life

suffer from this disease.

Because of the large numbers of incidences and the very treacherous character

of this disease, enormous effort has been put into research in recent years to

find proper treatment methods, to improve existing ones and to understand

its complicated mechanisms. The actual difficulty in treating cancer lies in the

similarity to normal tissue. This is also the reason why treatment methods

often have considerably negative side effects: Most treatment methods also

damage healthy tissue, as tumor cells can barely be distinguished from normal

cells. 20

Basically, cancer therapy is based on three pillars: surgical intervention, chemother-

apy and radiation therapy (RT). Usually, two or more techniques are combined

during the entire treatment procedure. 26 Sometimes also targeted therapy or

immune therapy is used. 26 Malignant tumor cells have shown to be more sen-

sitive to ionizing radiation, than normal tissue. 27,29 Exploiting this fact, makes

the therapeutic effect of radiation therapy possible. An graphical outline of the

1
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Figure 1.1: The therapeutic window in radiation therapy is shown. The
area below the purple curve is the worthwhile region for a treatment. The
template of this figure was obtained from literature. 69

resulting therapeutic window is shown in figure 1.1. This graph shows, that it

is always a balancing act between ablating the tumor and sparing tissue.

Within clinical RT, brachytherapy and teletherapy can be differentiated by the

way a certain amount of dose is delivered to the human body. Patients treated

with the brachytherapeutical approach directly get in contact with sealed ra-

dioactive sources. It can be implanted for a longer period of time (Seeds) or

just put on the malignant growth for a short duration and removed afterwards

(afterloading). 20 The teletherapeutical approach uses radiation delivered to

the human body from a greater distance. In clinical treatment procedures

linear accelerators (linacs) are often used. However, also ion therapy facilities,

mostly using protons or carbon ions for treatment were built. These particles

generally have a different interaction behaviour in terms of dose distribution

in human tissue compared to photons. One of their typical properties in this

context is the Bragg peak, which represents a maximum of dose deposition in

tissue. After this peak, there is a steep dose falloff, which is of high practical
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importance for radiation therapy, as tissue after this peak can be spared.

In the last decades radiation therapy evolved rapidly resulting in a highly

complex and interdisciplinary field in which physicians, physicists, biologists

and engineers are required to work closely together not only to maintain the

clinical workflow, but also to further focus on research to improve treatment

techniques of malignant growths.

1.1 Aspects of radiation therapy

If a tumour is detected, for instance on a patient’s scan obtained from med-

ical imaging systems such as computer tomography (CT), positron emission

tomography (PET) or magnetic resonance tomography (MRT) and radiation

therapy is decided to be one of the treatment methods, the physician delineates

the visible malignant growth and the organs at risk (OAR) using a suitable

treatment planning system (TPS). The actual tumor visible, commonly re-

ferred to as gross target volume (GTV) with additional margins accounting

for microscopical outgrowths makes up the cross target volume (CTV). If ad-

ditional margins for the organ motion and the radiation therapy setup itself

are applied, the volume is called planning target volume (PTV). Using the lat-

ter volume is considered when planning a treatment with a TPS 20. Generally,

every treatment planning procedure requires an accurate dose calculation.

As far as treatment planning is concerned, there are different methods of dose

delivery in the human body.

Prior to the development of rather complex treatment procedures such as

intensity modulated radiation therapy (IMRT) and volumetric arc therapy

(VMAT), single fields or beams were widely used. The introduction of a dy-

namically adjustable and flexible MLC in the mid 90s of the previous century,

made more complex treatment methods possible. Before this technique was

commercialized, the geometry of a field was shaped by manually mounting

fixed collimators below the linac aperture, which also led to an extended time

effort. 20

Conformal fields are used as well as step and shoot (sas), dynamic IMRT and

VMAT. The difference mostly lies in timing of gantry motion and leaf sequenc-
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ing: When delivering conformal treatment plans, the fields and therewith the

MLC does not change within a beam. However, when using IMRT the gantry

angles are fixed while the leaves of the multi leaf collimator (MLC) are mov-

ing discretely (sas IMRT) or continouisly (dynamic IMRT). In contrast, when

treating with VMAT, the gantry and the MLC moves continuously. The latter

generally produces larger areas of low dose in the patient but the treatment

duration is shorter. 20,27

Treatment plans are usually delivered in 2 Gy fractions. Treatment techniques

which make use of a higher dose per fraction are referred to as stereotactic

radiation therapy (SRT) for cranial growths and stereotactic body radiation

therapy (SBRT) for tumors in extracranial areas. These methods are among

other purposes used for the palliative treatment of metastases. The high deliv-

ered dose and therewith a higher biological dose simply has the advantage of

faster ablating the malignant growth. However, because of the high dose, this

treatment technique makes an accurate patient positioning even more vital. If

the high dose is delivered in one single fraction, this treatment method is re-

ferred to as stereotactic radiation surgery (SRS) or stereotactic body radiation

surgery (SRBS), respectively. 20

The planning procedure focuses on putting the prescribed dose to the PTV

while sparing normal tissue and especially OAR at the same time. The plan-

ning of conformal treatment plans is commonly referred to as forward planing.

This means, that the beams are planned manually and optimization is based

on the expert’s experience. On the contrary IMRT and VMAT are based on

inverse planning, meaning that the problem of delivering dose to the tumor

while sparing OAR is solved by suitable programs. The TPS use algorithms

to compute the planned dose, of which Monte Carlo (MC) and Pencil Beam

(PB) algorithms are of importance. A brief introduction of these algorithms

is given in chapter 1.4. 5,20

1.1.1 Physical interactions

As this work deals with photon radiation, the basic physical relations and

properties of photons interacting with materials shall be briefly explained.

If a photon moves towards matter, a number of interaction processes can occur:
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(a)
(b)

Figure 1.2: Illustrations of the two main interaction processes of photons
in radiation therapy: pair production (a) and Compton scattering (b).

photoeffect, compton scattering, pair production, coherent scattering, triplet

production and the nuclear photoeffect. These effects can be summarized in a

(differential) cross section, denoted σtot

σtot = σpair + σphot + σtrip + σcomp + σcoh + σnphot (1.1)

The cross section has the dimensions of an area and its value gives the inter-

action probability of the particle. It is also the basis of every MC and PB

code calculating dose distributions for a treatment plan. 20,5 At the energies

used in radiation therapy (between 3 MV and 30 MV) pair production and

Compton scattering are of main relevance 7, which are therefore, together with

the photoelectric effect, described in greater detail.

Pair production

This effect denotes the production of electron-positron pairs in the electro-

magnetic field of the nucleus. A sketch of this mechanism is shown in figure

1.2a. Pair production is a typical high energy phenomenon, as the photon is

required to have a minimum energy of 1022 keV . The reason for this lies in the

rest masses of the produced constituents, as not only the electron, but also its

antiparticle have rest energies of 511 keV . The positron is likely to annihilate

with an electron in the atomic shell, leading to the production of a photon

with minimum energy of 1022 keV .

Compton scattering
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Compton scattering occurs if photons scatter inelastically, i.e. energy transfer

occurs from photons to electrons in the atomic shell, as indicated in figure

1.2b. The change in wavelength of the photon can be calculated easily using

the conservation of energy and momentum leading to

λ′ − λ =
h

mec
(1− cos θ), (1.2)

in which λ is the wavelength of the incident photon, λ′ the photon’s wavelength

after scattering, h the Planck constant, me the electron mass, c the speed of

light and θ the scattering angle.

Up to an energy of about 25MeV , the Compton effect is the dominating

interaction process in water. Above this energy, the pair production is getting

more dominant.

Photoelectric effect

This phenomenon, typically dominating in a lower energy range, represented a

milestone in the evolving science of quantum mechanics about a hundred years

ago. If a photon interacts, with an electron of an atomic shell, this electron

can be removed from the atom i.e. the atom can be ionized. If φ is the work

function of the electron, indicating the energy needed for leaving the atom and

f denotes the frequency of the photon, the kinetic energy Ekin of the removed

electron can be written as

Ekin = hf − φ, (1.3)

in which h is the Planck constant.

1.2 Medical linear accelerators and flattening

filters

The primary purpose of a linac is the acceleration of charged particles by an

frequently changing applied potential gradient. The general working principle

of linacs is, that electrons are accelerated towards an anode 13 and during that
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Figure 1.3: A sketch of a medical linac and its basic components is shown.
The figure was extracted from lierature. 65

process, focussed with bending magnets. A schematic sketch of a typical linear

accelerator is shown in figure 1.3. Most linacs are capable of delivering photons

and electrons, whereas the electron flow is achieved by replacing the target by

a scatter foil. 41

Flattening filter (FF) and flattening filter free (FFF) beams

A flattening filter (FF) is a several centimetre thick tool of conical shape in

the treatment head designed to compensate the energy and intensity variation

of the bremsstrahlung depending on the emission angle. This leads to a very

flat dose profile only slightly disturbed by the central depression effect. These

filters are being intensively used for decades. In the past, computational dose

calculations were not available and a flat profile was desired, as dose estima-

tion was eased. The rapid development of complex computer algorithms made

research without flat dose profiles possible. Therefore, a number of research

groups 13−15 are conducting clinical research without a FF to explore its prop-

erties and as a further goal, to integrate the advantages in clinical operation.

A schematic comparison of FF and FFF operation is given in figure 1.4.

Flattening Filters are along with the primary and secondary collimator and

the MLC the main source of scattering processes in the treatment head. One

of the major effects when removing the FF is an about twofold increased dose

rate 16. This can be advantageous for SRT and SBRT, as for these techniques
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a high dose is delivered at once. Therefore the treatment and the patient

immobilization lasts less in FFF mode resulting in a higher patient comfort.

Also FFF research on IMRT is conducted intensively 17, showing no difference

between FF and FFF beams as far as treatment plan quality is concerned,

but an increased number of MUs needed for FFF treatment plan delivery.

Additionally, it has been shown, that the delivery times for IMRT and VMAT

in FF and FFF mode are similar.

In addition to the increased dose rate, the well known phenomena of electron

and neutron contamination can be decreased. It has been shown, that the for-

mer can mainly be contributed to the FF, especially at higher energies 18. The

neutron contamination was shown to be increasing absolutely, but decreasing

relative to the photon flux.

As mentioned above, the FF also changes the spectrum. As the FF consists

of materials with higher atomic numbers, the beam hardening effect affects

the spectrum resulting in a less sharp bremsstrahlung peak in the spectrum

compared to the FFF 13.

It was expected, that the dose calculation accuracy during treatment plan-

ing increases when removing the FF 13. One reason for that is the often very

simple modelling of electron contamination, which is reduced when removing

the FF. Additionally, the spectrum dependence on distance from the central

axis decreases without FF, which could lead to more accurate results. 58 How-

ever, it has been shown , that the FFF accuracy is not significantly improved

compared to the FF beam. It was rather shown, that they are fairly equal.

However, the dose calculation accuracy for off-axis profiles was observed to be

higher for FFF beams than for FF. 23

1.3 Small field dosimetry

It is also common and of interest in this work, to define a field size dependent

factor representing the delivered dose at one point. The so called output factor

(OF) is measured at a point on the central axis at a distance of 100 cm from

the source. It is assumed, that this factor consists of two independent factors,
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(a) (b)

Figure 1.4: Graphical representation of the treatment head in a linac
in flattening filter (a) and flattening filter free (b) mode. The graph was
extracted from literature 19

the collimator scatter factor SC and the phantom scatter factor SP
20

OF = SC × SP . (1.4)

The development of SRT as well as advanced radiation techniques such as

IMRT, motivated the research interest in dosimetry of small fields. The phys-

ical behaviour of fields sized lower than 4× 4 mm2 is different to that of larger

fields as effects like electronic disequilibrium and source occlusion must be

taken into account. 31−33 The charged particle equilibrium is important for the

measurement accuracy, as it is a basic requirement for the validity of the Bragg-

Gray cavity theory. When measuring the dose in small fields with a detector

its chemical properties and the aspect of volume averaging, strongly correlated

with the size of the detector must also be considered. 30

In a volume in the center of a larger field, the amount and energy of secondary

electrons scattered out equals roughly the number of electrons flowing in the

volume. When considering a volume at the edge of a large field, or when

dealing with very small fields, the field boundaries lead to a lower electron flux

input compared to the electrons moving out. This is causing non equilibrium
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conditions and is a potential source of errors. 33−32

At a certain point, once the field size is too small, the source is not entirely

viewable from the irradiated point of interest, which leads to a lower output,

a blurred dose profile and an overestimated field size. 30

The actual result when measuring small beams also depends on the detector’s

active volume. If the field size is small, the steep dose gradients making up the

dose profile are also part of the measurement, which in further consequence

leads to an averaged detector output not reflecting the dose at the particular

point or area of interest. It is well known that for ion chambers, that the lack

of electron equilibrium influences the measured output significantly more. 30

For dosimetry measurements in radiation therapy

Besides ionization chambers a number of instruments such as diamond detec-

tors, silicon diodes, alanine detectors etc. can be used for dosimetry measure-

ments in radiation therapy. In order to estimate the impact of small fields

a number of publications have been released comparing the output and be-

haviour of different detectors and providing correction factors for the effects

described above 15,34−35. Additionally, corrections in OFs and the correspond-

ing error factors were stated, which represent the manifestation of the errors

caused by small fields in TPS. 30−32,36−37 At fields down to 0.5 × 0.5 cm2 OFs

of about 0.5 have been reported 31 and detector specific correction factors of

more than 10 %. The consequences of modifying these OFs in a beam model

will also be investigated in this work.

1.4 Dose calculation

In order to work out a treatment plan for an intended treatment, a treatment

planning system (TPS), a dose calculation software, is required to precisely

map the dose distribution quantitatively. In this study, the TPS iPlan was

used. There have been huge efforts made in the past 20 years, to develop

adequate dose calculation algorithms. They are required to describe machine

properties, ray propagation, material attenuation and interaction with its un-

derlying physical effects. Two of these algorithms are presented here.
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1.4.1 The Pencil Beam Algorithm

The beam is assumed to consist out of a large number of (theoretically) in-

finitesimal beamlets with infinitesimal cross section, propagating and under-

going interactions with a medium. The algorithm used by iPlan is entirely

based on the publications of Mohan et. al. 2−4 Considering a small and mo-

noenergetic pencil beam, the attenuation in a medium is exponential and the

number of first collisions in a unit volume can therefore be written as 3,5

NFC(E, d) = NAe
−µwater(E)dµwater(E), (1.5)

in which NA represents the averaged number of photons with energy E and

µwater the linear attenuation coefficient in water of a depth d. Now the dif-

ferential pencil beam (DPB) can be introduced as dose distribution per unit

collision density relative to a point P of first collision DPB(|~r − ~rQ|, E). The

DPB is usually generated by Monte Carlo (MC) simulations and is previously

calculated and saved for different energies. It is not part of the PB calculation

during a planning procedure. When integrating over all energies and over the

depth in water the pencil beam dose can be calculated

D(~r) =

∫ ∫
NFC(E, d)NAe

−µwater(E)dPµwater(E) DPB(|~r − ~rQ|, E) dEddP .

(1.6)

This formula still describes the behaviour of just one pencil beam. If the entire

idealized dose distribution (IDD) of the field is desired, the spatially depending

photon fluence φ(~r) must be taken into account, which can be accomplished

by 2 dimensional convolution

IDD(~r) =

∫ ∫
φ(x′, y′, d)D(x′ − x, y′ − y, d)dx’dy’. (1.7)

Computationally, this integral is calculated with Fast Fourier Transformation

(FFT). Finally, an arbitrary point in tissue can be computed to

D(~r) = IDD(~r) MU NLOutSt(cmlc, cjaw) TPR(lrad, cd, coll)

(
SSDcal + dcal

SSD + d

)2

(1.8)

with MU beeing the applied monitor units, IDD the idealized dose distribu-
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tion, NLOut, the nominal linac output and TPR the tissue phantom ratio.

Furthermore, St(cmlc, cjaw) represents the total scatter factor and describes the

relative OF for a squared field. Finally, the source to surface distance used

for measuring NLOut and the scatter factors SSDcal is summed with the cor-

responding depth in tissue dcal and divided by the values SSD and d of the

actual measurement. 5

1.4.2 The Monte Carlo Algorithm

In contrast to the previously explained PB algorithm, the MC algorithm gener-

ally simulates interaction such as scatter for each particle. The scattering cross

sections in this case are represented by probability distributions and results

are achieved by the use of statistical convergence. This leads to a potentially

higher CPU effort, but also to a better result. The MC simulation in iPlan

uses the XMVC algorithm based on publications of Fippel et. al. 7−8, which

was initially designed for electron dose calculation 9. This algorithm is about

15-20 times faster, than comparable MC algorithms such as EGS4 7,10. The

reason is a lower number of calculated photon histories and approximations

justified by a characteristic parameter range of radiation therapy, such as the

energy range. The idea behind the former, is to use one photon history more

often, which is justified, if the considered photons are far away from each other

and if the same attenuation medium is considered.

Conceptionally, an exponential interaction probability, namely the probability

of interaction of one photon between two points can be written

P (z) = 1− e−µ(ρ,E)z, (1.9)

in which µ(ρ, E) as previously is the linear attenuation coefficient depending on

the energy E and the material density ρ. By defining an effective path length

zeff it is possible to do calculations by only using the well known attenuation

coefficient in water µW (E) and equally distributed random numbers ζ in an

interval (0, 1).

zeff = − 1

µW (E)
ln(1− ζ). (1.10)

The main physical interactions at energies relevant for radiation therapy are
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pair production and Compton effect, therefore the probability for each effect

is:

PC(P )(ρ, E) =
µC(P )(ρ, E)

µ(ρ, E)
. (1.11)

A suitable algorithm for a treatment planning system (TPS) is also required to

map the treatment head properly. For this the algorithm developed by Fippel

et. al. 8 suggests a virtual energy fluence (VEF) model, which is based on

Gaussian shaped photon distribution undergoing scattering effects in different

planes coming from the source (primary scatter), the flattening filter (head

scatter) and planes for 2 jaw pairs and the multi-leaf collimator. In this model

the photon fluence is then calculated by integrating over the Gaussian shaped

curves, resulting in a linear combination of error functions.

Another interesting algorithmic feature is the collapsed cone approximation,

established by Ahnesjö et. al.6. It’s presentation is, though, beyond the scope

of this study.

Differences between PB and MC algorithms

Generally, the PB algorithm is conceptually simpler and therefore needs less

computation time compared to the MC algorithm. The PB algorithm is partly

based on look-up-tables and of high accuracy when dealing with rather homo-

geneous tissue e.g. brain regions. Bones or soft tissue is rather heterogeneous

and for these regions, an improved algorithm is desired. In treatment plan-

ning this means, that PB is generally good when constructing treatment plans

within the brain, but more of a problem in head and neck or the thorax region 5.

1.5 The GPR-Analysis

In clinical practice as well as in medical research, it is often of interest to

compare dose distributions with each other. A method to do so, the GPR

analysis, was proposed by Low et. al. 11

It is based on a combination of the distance-to-agreement (DTA) concept and

the dose deviation (DD). The former is defined as the minimum distance be-

tween a calculated point ~rC and a measured point ~rM of the same dose (or a

defined range) in a previously defined grid. If this minimum value does not
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exceed a certain distance - clinically often used values are 2 mm and 3 mm - it

passes the DTA criteria. The DD criteria can be defined as percentage of a rele-

vant dose point (or averaged conglomeration). If a difference |DC(~r)−DM(~r)|
exceeds this value, the DD criteria is said to be failed. To check the dose

deviation values of 2% or 3% are typically used.

The GPR-analysis is conducted by computing the formula

Γ(~rm, ~rc) =

√
(r(~rm)− r(~rc))2

∆d2
+

(DC(~r)−DM(~r))2

∆D2
, (1.12)

where ∆d is the previously defined distance deviation criteria and ∆D is the

dose deviation criteria. Out of (1.8), the gamma index can be defined as

γ(~rm) = min(Γ(~rm, ~rc)) ∀~rc. (1.13)

The GPR criterion is passed at this point if γ(~rm) ≤ 1 and failed if γ(~rm) > 1.

Finally, the actual gamma pass rate is the percentage of points passing the

criteria.

Graphically the gamma criterion defines the surface of an up to 4 dimensional

ellipsoid, depending on the number of spatial axes√
(r(~rm)− r(~rc))2

∆d2M
+

(DC(~r)−DM(~r))2

∆D2
= 1. (1.14)

By calculating the actual gamma index in a point ~rm, also a spherical shape

is constructed. The criteria is passed, if there is an intersection between this

shape and the ellipsoid defined in (1.10).

Clinically used GPR-criteria are for example 3%/3mm or 2%/2mm. If a treat-

ment plan is validated with these parameters, a certain predefined percentage,

typically more than 90% 12, is required to make the treatment plan clinically

acceptable.

A further discussion of the GPR-model, with respect to this work is given in

the discussion section.
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1.6 Purpose of this work

The primary purpose of this work was the investigation of dosimetric errors

caused by small fields and their effect on the dose delivery quality of treatment

plans with different methods and tools. Although, the theoretical foundation

of these small field errors is solid, as stated in subsection 1.3, the investigation

of these errors in clinical applications is not trivial. However, it is important to

guarantee a sufficient accuracy in treatment planning as well as in treatment

plan delivery.

A study aiming at a similar goal has already been conducted 21, indeed with

some significant results. The measuring instrument used there, namely 2D a

detector array system (Delta-4 phantom (ScandiDos, Uppsala, Sweden)) was

limited by the coarse resolution of 5 mm near the isocenter. This created the

need for a depth investigation using a measuring instrument capable of a higher

resolution i.e. radiochromic films, as used in this study.

Another objective of this study was on the one hand, the systematic design of

a model reflecting the errors caused by small fieds and on the other hand the

correlation of this model with a GPR-analysis, resulting from the comparison

of measurement and calculation.



Chapter 2

Materials and methods

The investigation of small field errors in clinical practice was performed focus-

ing on areas of the human body treated frequently with precision radiotherapy

techniques, such as Prostate, Brain and Head and Neck cancer. The study was

conducted using Intensity Modulated Radiation Therapy (IMRT) and Volu-

metric Arc Therapy (VMAT), with a total of 34 patients and 43 different

treatment plans. The plans were designed using iPlan (Brainlab, Feldkirchen,

Germany) and Monaco (Elekta/CMS, Sant Louis, CA, USA), each plan with

two different models for 6 MV photon beams, a clinically used one and one

with altered output facotrs (OF) to account for potential small field errors.

After doing so, the plans were irradiated using an Elekta Versa HD with an

Elekta Agility MLC and radiochromic EBT3 films (Ashland, Covington, Ohio)

served as dosimetric tool. The measurement was compared on the one hand

with the plan using the clinical beam model and on the other hand the one

calculated with modified OF with a GPR-analysis. Additionally, the field size

distribution and the corresponding dose value per field size was calculated for

each treatment plan and connected using an error model to the result of the

GPR-analysis via a correlation analysis.

In RT, the dose is measured in monitor units (MU). At the Department of Radi-

ation Oncology, Allgemeines Krankenhaus (AKH)/Medical University Vienna

(MUV), according to a recommendation of the International Atomic Energy

Agency (IAEA) 61 a monitor unit is defined as the dose of 1 cGy in a water

equivalent phantom delivered with a 10× 10 cm2 field in a depth of 10 cm and

a source to surface distance (SSD) of 90 cm.

16
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2.1 The Elekta Versa HD

The experimental part of this study was conducted using an Elekta Versa HD

(Elekta, Stockholm, Sweden) with an Agility MLC, which together with Elekta

Synergy linacs is part of the radiation therapy equipment at the AKH/MUV in

Vienna. The Versa HD is capable of delivering electron and photon radiation,

with 6 MV and 10 MV, with and without flattening filter. The MLC, which

will be of major interest in this work, consists of 80 independently movable

leaf pairs with a width of 0.5 cm, allowing to form an arbitrary field limiting

shape within an area of nearly 40 × 40 cm2. 39 Furthermore, a pair of jaws is

used as beam limiting device.

Basically, degrees of freedom of the delivering device are important for the

precision achieved. Not only the gantry angle of the VersaHD is flexible, but

also the treatment table is equipped with 6 degrees of freedom, of which three

are translational along the major axes. The treatment table can be rotated

around the three axes including the axis vertically intersecting the isocenter. 42

Additionally, the Versa HD is equipped with 2 on-board imaging devices: a

conebeam CT in kilovoltage range and the iViewGT in MV range. 59 These

imaging systems together with the ExacTrac (Brainlab, Feldkirchen, Germany)

allow versatile image-guided radiation therapy (IGRT) procedures. 60

2.2 Outputfactors and beam models

Collecting and comparing data of OFs from different radiation facilities, showed

a variation of more than 10 % for a 2× 2 cm2 field. Especially at smaller fields

this variation is distinctive. 62 As discussed in more detail in section (1.3), pa-

rameters describing small fields are prone to failure, which is one of the reasons

for the huge variation. However, also the inaccuracy of TPS, as far as correctly

modelling small field OFs is concerned, contributes to this variation. Out of

the data collected, an extrapolation can be made and in further consequence a

beam model, which in comparison to the one used for clinical purposes at the

AKH/MUV, contains possible errors caused by such small fields. In this case,

a 6 MV FF BM was designed. A graph exemplarily showing the clinical and

modified OFs as a function of the side length of the corresponding quadratic
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Figure 2.1: The clinical used OFs are shown together with the modified
ones. Note, that the smaller the field size the more distinct is the difference
between the OFs.

field, is shown in figure 2.1. These OFs are parameters of the Monaco MC

algorithm.

The desired error factors resulting from the difference of OFs of clinical and

modified BM are displayed in table 2.1 for iPlan (1) and Monaco (2). 21

2.3 Treatment Planning

2.3.1 VMAT - Monaco

A set of 37 already designed VMAT treatment plans in Monaco, consisting of 12

HN plans, 16 prostate plans and 9 prostate boost plans had to be recalculated

on a CT scan of the phantom, actually used for the subsequent measurements

(cf. section 2.3.2). Every plan was recalculated twofold, using the clinical
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Table 2.1: Summary of error factors used to construct the 6 MV FF
modified beam model. The values represent quotients of the clinical and
modified OFs for iPlan (1) and Monaco (2).

(1)

Edge/cm Error factor
1 1.100
2 1.057
3 1.035
4 1.020
6 1.010
8 1.000
10 1.000
14 1.000
20 1.000
30 1.000
40 1.000

(2)

Fieldsize/cm Error factor
1× 1 1.100
2× 2 1.057
3× 3 1.035
4× 4 1.020
5× 5 1.015
6× 6 1.010
7× 7 1.005
8× 8 1.000
10× 10 1.000
14× 14 1.000
15× 15 1.000
20× 20 1.000
30× 30 1.000
40× 40 1.000

beam model and the modified one as explained above. The grid for the MC

simulation in Monaco was chosen to be 2 mm with a MC variance 1 % .

2.3.2 IMRT and Conformal - iPlan

The patient CT scans, as well as contours of the PTV and OAR, where ex-

ported from Monaco and imported to iPlan and IMRT plans for prostate and

head & neck areas, were established using the prescriptions listed below. Ad-

ditionally, 5 brain metastases treatment plans using conformal fields with a

total number of 9 metastases were processed. The treatment plans were cal-

culated with the PB algorhitm of iPlan, which is based on the publications of

Mohan et al. 2−4 All prescriptions were normalized by dividing the total num-

ber of monitor units by the number of fractions. By doing so, always 2 Gy

per treatment plan were irradiated, in order to be in the dynamic range of the

radiochromic film.

Prostate

• Boost. 22Gy on PTV, 11 fractions
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• Pelvis. 56 Gy on PTV out of which 50.4 Gy on Pelvis PTV (in-

cluding ipsilateral and contralateral lymph nodes) and 5.6 Gy on

Boost PTV, 28 fractions , using a simultaneously integrated boost

technique

Head & Neck

• Variable Prescription. PTV from 54 up to 60 Gy and additional

Boost PTV from 0 to 18 Gy, using a simultaneously integrated

boost technique.

Brain metastases

• 2 Gy in 1 fraction. Beams were planned individually.

When designing the treatment plan, OAR sparing was performed according

to clinical protocols. For prostate plans, the dose to OARs such as bladder,

rectum and intestine and for head and neck plans, both salvary glands, myleon

and brainstem were minimized as far as possible. For all treatment plans, 9

beams with uniformly distributed gantry angles were defined. For the mea-

surement the gantry angle was set to zero degrees. The planning aim for the

PTVs was to deliver a minimum of 95% of dose to 95% of the PTV volume

(V95%> 95% of PTV). For the brain metastases plans which were clinically

used were investigated. With iPlan it is possible to manually choose the irra-

diation angle for each beam in 3 dimensions. Using these degrees of freedom,

the goal of sparing OAR on the one hand and delivering a highest possible

dose to the PTV on the other hand was reached. However, at least 99% of the

PTV volume were aimed to be covered by 80% of the prescribed dose. The

planning procedure itself was not part of this work.

Similar to the procedure described in the last subchapter, two beam models, a

clinical and a modified one, were implemented in each treatment plan. More-

over, the plans were mapped on a cubic water phantom (30 cm×30 cm×30 cm).

2.3.3 Plan and dose export

The VMAT and IMRT plans were exported twice, to the record and verify

system Mosaiq (Elekta, Stockholm, Sweden) for irradiation and to obtain the
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DICOM file. The latter was used to gain information about the leaf and

jaw positions of the treatment head during irradiation to conduct the statis-

tical analysis (cf. section 2.5). Secondly, dose planes corresponding to the

film planes during the measurement were exported which forms the basis for

the two-dimesional GPR-analysis: the plane comparison of measurement and

planning system with the corresponding beam models. Finally, dose cubes for

prostate cases including lymphatic targets as well as prostate boost and head

& neck plans were exported from Monaco and brain metastases plans were

exported from iPlan, to conduct the three-dimensional GPR-analysis using 3D

Slicer, a well-known program for applications in medical physics and radiation

therapy. 63−64 The entire planned dose distribution based on the clinical beam

model was compared with the same plan based on the altered one.

2.4 Radiochromic films and measurement

A number of reliable dose measurement devices are commercially available,

out of which radiochromic films count to the gold standard for 2D-dosimetry.

They are flexible, as by cutting the films in desired sizes, it is possible to fit

them easily to a variety of experimental set-ups. An additional advantage is

a comparably low cost effort 23. Furthermore, the resolution of radiochromic

films is potentially up to a couple of µm depending on the scanner. However,

because of their sensitiveness, the films require a careful handling. This aspect

will be further addressed in the discussion section.

For the dose measurements presented in this work, Gafchromic EBT3 films

manufactured by Ashland (Covington, Ohio, USA) were used. They are yel-

low dyed with an approximate thickness of 270µm coming from two equally

thick 120µm matte polyester layers sandwiching a 28µm thick active layer.

The dimension of each film is 20.32 cm× 25.4 cm and in comparison to its pre-

decessor featured with silica particles on both sides to prevent the formation

of Newton rings coming from the scanning process 23.

The scanning procedure was performed with an Epson Perfection V700 scan-

ner. As recommended by the manufacturer 23, it was sticked to a previously

defined protocol. Every film was scanned prior to irradiation in order to get a

suitable background field and 36 hours after irradiation in 48-bit RGB mode,
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150 dpi and without using any color corrections provided by the scanner. To

avoid any smear formation and to reduce dust particles at the scanner surface

as much as possible, the surface of the scanner was cleaned with a propanol

solution and with a fibrilar cleaning wipe. To take the scanning warm up into

account, a minimum of 4 prescans were performed before starting the actual

scanning procedure. With the aid of a film holder limiting the scanning area,

the films could be placed exactly at the same location, which is of utmost

importance when subtracting the background signals.

As the films measure dose relatively, they had to be calibrated with a suitable

absolute dosimetry measuring instrument. For this purpose a Farmer Chamber

30006 manufactured by PTW (Freiburg, Germany) was used.

2.4.1 Film calibration

In order to obtain a calibration curve, 11 different films were irradiated be-

ginning from 30 monitor units (MU) to 1600. Also these films were scanned

before and after irradiation to account properly for the background.

Although the scanner provides 3 different color channels, the actual dose con-

version program is only based on the red channel and therewith on single

channel dosimetry, which is considered to be accurate 57. Similar to the work

proposed by Devic et al 24,50 a net optical density (OD) was calculated by

netOD = log10

(
Ibckg
Iexp

)
− log10

(
Ibckg
Iunexp

)
, (2.1)

in which Iexp and Iunexp are the exposed and unexposed intensity values, respec-

tively, and Ibckg represents the intensity value at which zero light is transmitted.

At a 48-bit mode using red channel this is 216 = 65536.

In order to assign the amount of Gray irradiated to the net OD, which is the

actual goal of calibration, the PTW Farmer Chamber 30006 was used. Hav-

ing the ion chamber placed under 10 cm of solid water layers, 200 MU were

irradiated 3 times and after multiplying the detector output in Coloumb with

suitable factors accounting for beam energy, polarization and recombination

effects, temperature and pressure and the chamber’s calibration coefficient, the

mean value in Gray could be obtained. The output gathered by multiplying
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these factors is justified by the Bragg-Gray theory. Finally, a fourth degree

polynomial fit function was constructed and implemented in a previously de-

signed MATLAB code. Hence, it was possible to allocate an arbitrary net OD

value to an actual dose value.

2.4.2 Measurement procedure

The entire measurement procedure was conducted using an Elekta Versa HD

linac with an Elekta Agility MLC. In order to prepare the treatment plans for

measurement, they were sent to Mosaiq, the record and verify system utilized

at the Department of Radiation Oncology. Overall, 37 VMAT plans, 37 IMRT

and 5 conformal field plans were irradiated.

In order to measure IMRT plans, a film was placed on the table in the coronal

plane between solid water plates (Sun Nuclear, Melbourne, Australia), as can

be seen on the right of figure 2.2. The film was put in a depth of 10 cm and

having a 15 cm solid water layer at the bottom side, to account for backscatter.

Although the concept of plane matching, as described below does not use the

isocenter itself, it was marked on the edge of every film, to allow for a double

check. IMRT treatment plans were delivered with gantry angle of zero degree.

For the corresponding VMAT plans, the film was placed in the transversal

plane in the phantom depicted on the left of figure 2.2. This phantom is in-

house developed consisting of removable polystyrene plates. For the measure-

ments, the isocenter was chosen between two polystyrene plates, sandwiching

the film.

Finally, plans delivering conformal fields for the treatment of brain metastases,

as outlined above, were irradiated. For these measurements, the same settings

as for IMRT plans were applied.

The reason why two different phantoms were used, simply lies in the fact, that

iPlan mostly works with a pencil beam algorithm, as introduced in section

1.4.1. This algorithm tends to show greater uncertainties at inhomogeneous

materials and difficulties could occur, when the beam enters from an oblique

angle. Therewith, the use of homogeneous solid water plates was motivated.
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(a) (b)

Figure 2.2: VMAT plans were delivered using a inhouse-made phantom
(a) and IMRT was measured with the aid of solid water plates (b).

2.5 Evaluation procedure

2.5.1 Three-dimensional GPR-analysis using 3D Slicer

The first evaluation was made using 3D Slicer, a open source toolkit for appli-

cations in radiotherapy. This program contains a number of useful tools, one

of which, the three-dimensional GPR-analysis was used to compare the plan

based on the clinical beam model with the plan based on erroneous OFs. For

this purpose, the three-dimensional dose matrix, extracted previously for each

plan from Monaco was used. Only the brain metastases plans were exported

from iPlan.

Overall, a gamma criterion of 3 %/3 mm was applied and only dose values

exceeding 10% of the maximum dose were considered. A dose difference criteria

of 3 % was taken by default from the maximum dose.

3D Slicer is also capable of drawing a three dimensional gamma map, which is

a color code indicating gamma values. This is valuable tool and allows further

localization and interpretation of spots with low GPR-values, as discussed in

section 4.2. These spots were analyzed statistically by empirically allocating

numbers i.e. 1 corresponding to ’barely noticable’ up to 4 corresponding to
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’very significant’. The numbers representing the intensity were used to conduct

a correlation analysis by Spearman 46−47, as explained in section 2.7.

2.5.2 Evaluation of film measurements

The MATLAB code converting the netOD to dose has a graphical user inter-

face (GUI), allowing to directly upload the data in tagged image file format

(tif), obtained from the scanner. One of the features of this dose evaluation

program is an implemented correction for lateral scanning inequalities. This

is a well known phenomenon 23,42, which can be avoided when dealing with

small films by simply placing them in the center of the scanner. However, the

measurements presented here make use of full sized films and therefore the

entire scanning area within a film holder had to be used and the values had to

be corrected correspondingly.

The Matlab code generates a dose grid using the calibration curve mentioned

in section 2.3.1. Although the scanning resolution was 150 dpi, the evaluation

program generates a grid with a distance of 1 mm between each entry, which

corresponds to the maximum resolution of the planning software (Monaco and

iPlan) when exporting a plane. This matrix was then saved as text file.

2.5.3 Data matching

When considering the calculated and measured dose plane, the question of how

to correctly overlay both planes arises. This is important for the comparison,

as the final result of the GPR-analysis highly depends on the superposition

quality.

In order to solve this problem, a MATLAB code using two different matching

approaches was written:

Firstly, the maximum of each row and column for both matrices was calculated

giving two one dimensional arrays for each matrix. By discretely calculating

the convolution of the column maxima for each matrix, the correct coordinates

for the overlap in one dimension can be found by requiring, that the difference

is minimal when the columns are superposed correctly. The coordinates of

superposition along the other axis can be found analogously by calculating the



CHAPTER 2. MATERIALS AND METHODS 26

Figure 2.3: The measured plane is computationally displaced relative to
the calculated plane, as indicated by the yellow arrows. The dose difference
of both planes for every possible overlap is computed. The proper overlap
is found by minimizing the dose difference between the planes.

difference of the row maxima.

The second approach makes use of the same concept in a two dimensional

way. As the matrix containing the calculated data is usually bigger than the

measured one, the latter is cropped to the same size, but with an alternating

number of rows and columns at the front and back. With this technique

the difference was calculated for every possible superposition of the matrices.

Again the minimum was taken in order to find the correct coordinates. A

sketch outlining this procedure is pictured in figure 2.3.

The two-dimensional matching procedure was found to have a higher accuracy,

as it is not so sensitive to dose fluctuations occurring at some pixels than

compared to the first method introduced. However, mostly both techniques

showed the same result. The methods work well if the difference of the planes

to be matched is expected to be small. Furthermore the data in each matrix

must not be too uniformly distributed, i.e. the gradients must be sufficiently

steep. All requirements were fulfilled by the matrices to be matched. The

second approach takes considerably more CPU time, but for the used matrix

sizes still less than a minute.
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2.5.4 GPR-analysis based on film measurements

The matched matrices were then compared using a two dimensional GPR-

analysis. For this purpose, two Matlab codes were used, one downloaded from

the internet with a GUI and a in-house developed one, to allow a comparison.

Generally, the 3%/3 mm criteria was applied and only points with a dose value

higher or equal to 20% of the maximum dose were considered. Furthermore, the

GPR-analysis was conducted using the DD percentage of the global maximum

of the calculated matrix.

It was strictly focused on using exactly the same parameters for each treatment

group when conducting the GPR-analysis. Otherwise, the results would not

be comparable and the result of the statistical correlation analysis conducted

afterwards would be distorted. However, when comparing VMAT plans with

GPR-analysis, the distance between each point was decreased by a factor 0.2

respectively, compared to the IMRT plans. In other words the resolution of

the matrix was fivefold increased, resulting in an up-scaled GPR. As men-

tioned above, this can be justified by the fact, that it was done equally for all

constituent plans within a treatment group and therefore the basic trend, if

existing, would naturally be conserved. The reader is referenced to section 4.5

in which this aspect is addressed in greater detail.

2.6 Analysis of field sizes and error modelling

A further goal of this work was the correlation of occurrence of small fields

during a treatment plan with the previously calculated GPR values. For the

extraction of field sizes or aperture lengths, respectively, a Matlab code was

written, using the previously exported treatment plans in dicom-format as

input. These files contain the positions of each leaf pair for each control point as

well as the jaw positions for each control point. The coordinates are extracted

and leafs behind the jaws were not considered, as they do not contribute to

the dose distribution.

This code was written for the treatment plans of an Elekta VersaHD. Little

changes would have to be made to guarantee applicability for an Elekta Syn-

ergy, as they have an additional jar pair implemented. The code can handle
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four different treatment types: sas IMRT, dynamical IMRT, conformal beams

and VMAT. However, sas IMRT plans were not part of this study. The mayor

difference for this program between dynamical and statical (sas) leaf sequenc-

ing lies in its calculation of the mean field size between two control points.

For dynamical leaf sequencing, the leafs change continuously, so a linear in-

terpolation is appropriate to calculate the mean field size. Then, a steady

shift velocity of each leaf is assumed. However, not dynamical sequenced leaf

positions remain static over the duration between two control points, which

therefore do not need an interpolation.

The distribution of apertures for a treatment plan can be characterized in

two different ways to make a further study possible. Firstly, the frequency

distribution of aperture lengths can be displayed. Secondly, the distribution

weighted by the amount of MUs irradiated by each field size can be mapped.

For this illustration, the leaf aperture length was multiplied with the leaf width

giving an area. Then, the overall irradiated MUs between 2 control points were

allocated to this areas, assuming equally distributed dose over the entire MLC

plane. For display, a histogram with variable resolution and axis lengths was

chosen.

Error modelling

For simulating the error caused by the occurrence of small fields and construct-

ing a consistent error model, the following assumptions were made:

• The entire model is based on the error factors reflecting the variation

of OFs caused by small fields, which are presented in table 2.1. This

implicitly means, that the calculated error for a leaf configuration must

be equal to the corresponding entry in table 2.1, if the field sizes are

equal.

• It is possible to deduce the error of an arbitrary rectangular field from the

error of one or more quadratic fields. For instance, considering a 2×1 cm2

field, the error would equally be contributed by a 1× 1 cm2 field (repre-

senting the short distance between opposing sides) and a 2× 2 cm2 field

(representing the long distance between opposing sides). Considering

table 2.1, the error in this case would be: 1 + (1− 1.1+1.057
2

) = 1.0785
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Figure 2.4: The geometry of leaf positions to facilitate the understanding
of equations (2.3)-(2.7) is shown.

• Furthermore a more complex two dimensional shape, which occurs as a

result of the (potentially arbitrary) leaf positions for 80 leaf pairs during a

treatment plan can be deduced from the error factors of quadratic fields,

by considering each length of the shape as linked to the corresponding

quadratic field side length.

The last point from above, indicates the need for a fitting curve, with which

errors of quadratic fields with every desired side length can be recalled. The

best fitting curve was obtained using

a e−
b
x + c e

d
x +

e

x+ 1
, (2.2)

with a, b, c, d and e being parameters to be determined. Finally, after imple-

menting the model with its assumptions in a MATLAB code, a value between

1, corresponding to no error, up to a certain threshold value (defined by the

user), defining the maximum error represents an indicator for small field errors

during the treatment plan irradiation. The implementation of the threshold

will be further addressed and justified in the following sections.

A graphical outline of the leaf geometry is given in figure 2.4. Consider the leaf

pair marked in blue and let ErFit be the fitting curve shown in (2.2), than the

error for the upper side of the leaf pair can be calculated by using the ratios

ErrorUp =
l1

L
ErFit(l1) +

r1

L
ErFit(r1) +

L− l1− r1

L
. (2.3)

The error value caused by the length l1 is obtained from the fitting curve.

This is according to the third point itemized, namely, that the error factors
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of quadratic fields correspond to its field limiting lengths. As the output

should only be a factor between 1 and a certain threshold, the error values

must be normalized. The normalization is represented by dividing by L. This

implicitly means, that an error factor for a small field is bigger according to the

fitting curve, but by normalization it will be scaled and gets smaller, which is

considered to be justified, as a smaller length also can influence a smaller part

of the whole field. The last term in (2.3) is a ratio representing the open part

of the upper side (cf. figure 2.4), to which no error is allocated. Analogously,

the lower side in figure (2.4) can be expressed

ErrorLow =
l2

L
ErFit(l2) +

L− l2

L
. (2.4)

In this case, there is no leaf limiting the field at the lower right side, so one

term vanishes compared to the upper side. Furthermore the vertical length on

the left can be expressed as simply

ErrorLeft = ErFit(w). (2.5)

For the right hand side, the lack of field limiting on the lower side is modelled

by taking the average between the error caused by the vertical length w and

no error

ErrorRight = 1 +
1− ErFit(w)

2
. (2.6)

Finally, a parameter denoting the error caused by the absolute distance of the

gaps L, must be introduced, leading to the fifth and last part of the model.

ErrorGap = ErFit(L). (2.7)

Averaging of equations (2.3)-(2.8) can be used to calculate an error factor for

all leaf pairs and all control points of a treatment plan. The dynamical leaf

sequencing must not be neglected and was also implemented in the model.

The desired result is one factor for a plan indicating the error caused by small

fields during the entire treatment plan irradiation.
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2.7 Statistical Methods

One of the goals of this study, was the correlation of GPR results with the er-

ror factors generated by the error model. In this context, it was of interest to

investigate, if there was a monotonic function between these set of values. For

that reason, a correlation coefficient analysis by Spearman was considered to

be appropriate. 46−47 Generally, the indicator of the monotonical correlation,

ρSpearman can have values between −1, indicating a perfectly monotonically

decreasing correlation and 1, indicating the corresponding monotonically in-

creasing trend between two sets of variables. An advantage of this analysis

compared to the widely used correlation analysis by Pearson, is that it does

not need the underlying assumption of linearity between the set of variables.

Spearman’s coefficient is said to be expressive, only if the corresponding p-

value, which is the value indicating the statistical significance, is below a pre-

viously defined threshold. In this study, the threshold of the p-value is set to

be α = 0.05.

Another analysis was conducted to correlate the GPR based on the modified

BM with the one based on the clinically used BM. The scope in this case

differs from the analysis described above, as it is not primarily of importance to

investigate a potential function between the sets of values, but rather examine

if there is a trend of one set to have generally higher or lower values. In this

case, a two-paired Student’s t-test was considered to be appropriate. 48 Also

for this test a significance level of α = 0.05 was chosen as a threshold.

Both correlation analyses were conducted using Matlab routines.
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Results

3.1 Film calibration

To obtain reliable measurement results, an accurate film calibration is vital.

This justifies a careful examination and extended effort to achieve accurate

results, which is the reason, why the calibration process was done twice to

investigate the variation and reproducibility. For both calibrations and each

film, the obtained scanner raw values after irradiation Iexp as well as the back-

ground values before measuring Iunexp and the corresponding net OD values,

calculated with formula (2.1), are shown in table 3.1. In order to obtain the

raw values, a region of interest (ROI) for each film of about 3 × 3 cm2 was

averaged. The comparison of the net ODs has shown a good agreement, as

can be seen in the last column of table 3.1. All deviations are below 2%, which

is within the expected error range of approximately 5 %. The highest devia-

tions can be found at MU values of 200 and 400, respectively, with percentages

slightly less than 2%. The mean deviation of the net ODs is 1.08 %. For the

evaluation procedures, it was continued with the most recent calibration.

32
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Table 3.1: Measured scanner raw values before Iunexp and after Iexp irra-
diation and calculated net OD values for both calibration procedures. In
the last column, the deviation in per cent is given.

Nr MU
first calibration second calibration Deviation

Iunexp Iexp net OD Iunexp Iexp net OD net OD
0 0 39604 39604 0 39707 39707 0 0 %
1 30 39590 36809 0.0316 39099 36360 0.0315 −0.28 %
2 50 39650 35136 0.0525 39166 34750 0.0520 −1.02 %
3 100 39664 31710 0.0972 38960 31183 0.0967 −0.52 %
4 150 39799 29058 0.1366 38982 28471 0.1365 −0.10 %
5 200 39092 26480 0.1692 39735 26711 0.1725 1.92 %
6 400 39201 20660 0.2782 39233 20414 0.2837 1.96 %
7 600 39117 17281 0.3548 39138 17119 0.3591 1.20 %
8 800 39229 15183 0.4122 39017 14877 0.4187 1.55 %
9 1000 39205 13555 0.4612 39230 13350 0.4681 1.47 %
10 1300 39000 11912 0.5151 39103 11765 0.5216 1.26 %
11 1600 39085 10857 0.5563 39309 10838 0.5596 0.58 %
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Figure 3.1: Plot of the calibration curve used to calculate the dose. The
conversion of net OD into the actual dose was made using a fourth degree
polynomial fitting curve.
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3.2 Three-dimensional GPR-analysis using 3D

Slicer

The evaluation with Slicer was a rather straightforward procedure. For prostate

with lymph nodes (Pr-ln), prostate boost (Bo), head & neck (HN) and brain

metastases (Br) treatment plans the results of the GPR-analysis including

mean GPR and standard deviation per treatment group are presented in table

3.2.

Except for the brain metastases plans, all mean GPR values were above 99 %,

whereas boost plans have the highest mean GPR of 99.7 %, closely followed

by prostate with lymphatic pathways plans with a mean of 99.9 %. Finally,

for head and neck plans an averaged gamma pass rate of 99.3 % was calcu-

lated. Besides the high mean GPR for prostate boost, prostate with lympatic

pathways and head and neck plans, the calculated standard deviation is below

0.3 %, ranging from 0.2 % for prostate with lymphatic pathway plans to 0.3 %

for head and neck plans. Compared to the other treatment groups in table 3.2,

brain metastases have a conspicuous low mean GPR. Furthermore they have

a nearly ten times higher standard deviation compared to the mean standard

deviation for the other three treatment groups.

3.3 Irradiation of plans using Mosaiq

During the irradiation process, VMAT plans frequently caused an error no-

tification, informing the user about the dose rate, falling below a threshold

implemented in the linac. This caused the VersaHD to stop delivering dose,

but after resetting the MU counter and with the aid of Mosaiq, it was possi-

ble to continue the measurement from the point it stopped. This notification

usually occurred once or twice per irradiated plan and only affected VMAT

plans.

Furthermore it was noticed, that for setup reasons, Mosaiq did not allow the

irradiation of a number of IMRT beams. However, the linac settings and

software itself had no problem with irradiating these beams and therefore they

were delivered using the service mode of the linac software.
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Table 3.2: Three-dimensional GPR resulting from the comparison of plans
based on the clinical BM with ones based on a modified BM using 3D Slicer.
Displayed are comparisons for head and neck plans (1), prostate boost plans
(2), brain metastases plans (3) and prostate with lymphatic pathways plans
(4).

(1)

Patient GPR-Value
Br1 98.2%
Br2 97.8%
Br3 100.0%
Br4 100.0%
Br5 99.9%
Br6 92.6%
Br7 97.1%
Br8 96.8%
Br9 95.4%
MEAN 97.5%
STD 2.5%

(2)

Patient GPR-Value
Bo1 99.9%
Bo2 99.6%
Bo3 99.7%
Bo4 99.9%
Bo5 99.9%
Bo6 100.0%
Bo7 99.5%
Bo8 99.7%
Bo9 99.2%
MEAN 99.7%
STD 0.2%

(3)

Patient GPR-Value
HN1 99.3%
HN2 98.6%
HN3 99.4%
HN4 99.5%
HN5 99.3%
HN6 99.4%
HN7 99.2%
HN8 99.5%
HN9 99.4%
HN10 99.5%
HN11 99.4%
HN12 98.8%
MEAN 99.3%
STD 0.3%

(4)

Patient GPR-Value
Pr-ln1 99.7%
Pr-ln2 99.6%
Pr-ln3 99.5%
Pr-ln4 99.7%
Pr-ln5 99.8%
Pr-ln6 99.7%
Pr-ln7 99.8%
Pr-ln8 99.9%
Pr-ln9 99.9%
Pr-ln10 99.2%
Pr-ln11 99.7%
Pr-ln12 99.6%
Pr-ln13 99.8%
Pr-ln14 99.4%
Pr-ln15 99.2%
Pr-ln16 99.9%
MEAN 99.7%
STD 0.2%
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3.4 GPR-analysis based on film measurements

With the parameters mentioned in section 2.5.4, the GPR-analysis was con-

ducted for IMRT as well as for VMAT plans. The measured planar dose

distribution was compared to the clinically used beam model and to the one

with modified OFs. The summarized results for all four treatment groups,

together with the mean GPR value and its standard deviation are summarized

in table 3.3 and table 3.4. For brain metastasis in table 3.3 (1), not only the

ratio of calculated dose based on clinical BM and modified BM is given, but

also the dose ratio of calculated clinical BM to measured dose and modified

BM to measured dose. All dose values were extracted from the isocenter. As

far as IMRT plans calculated with iPlan are concerned, there was no difference

found between the exported dose matrices based on the clinical used OFs and

the modified ones. This is the reason why table 3.3 and 3.4 show only one

column for IMRT. After a first suspicion caused by identical GPR, this was

found out by simply calculating the deviation of the calculated matrices based

on both BMs.

The brain metastases have very similar GPR for both BM as shown in table

3.3 (1). The GPR based on the clinical BM and the result on the basis of the

modified BM were basically equal with 99.4 %. Also the standard deviations

were found to be equal with 0.5 % and 0.5 % for the clinical and modified BM,

respectively. When considering the dose ratios, especially the ratios based on

calculated clinical BM to measured dose value in the isocenter is remarkable,

as for all brain metastases plans, that ratio is below 1. However, all mean

ratios are below 1 ranging from 0.95 to 0.97.

The calculated GPR for IMRT and VMAT prostate boost plans show mean

values above 95 %, but definitely below the values for brain metastases plans.

A trend of higher mean GPR for IMRT with 98.4 % compared to 95.8 % and

96.5 %, respectively, is clearly visible for VMAT. However, the standard devi-

ations are very similar with IMRT having the highest deviation of 2.3 % and

VMAT having 2.1 % and 2.2 % for clinical and modified BM respectively.

The above mentioned trend of a higher GPR for prostate boost IMRT plans

compared to VMAT plans is not continued for the head & neck treatment

group as shown in table 3.4 (1). This group shows a mean GPR of 95.7 %
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Table 3.3: The results of the GPR-analysis for brain metastases plans (1)
and prostate boost plans (2) based on the comparison of measured planar
dose distribution and calculated planar dose distribution using the clinical
beam model (clin BM) and the modified beam model (mod BM) are shown.
Additionally (1) shows the dose ratio of clinical BM to modified BM, clinical
BM to measured BM and modified BM to measured BM in the isocenter.

(1)

Patient
GPR-value Dose Ratios
Conformal clin BM / clin BM / mod BM /

clin BM mod BM mod BM meas meas
Br1 99.8% 99.9% 0.96 0.96 1.00
Br2 99.3% 99.6% 0.96 0.96 1.00
Br3 98.8% 98.7% 1.00 0.90 0.90
Br4 98.3% 98.3% 1.00 0.92 0.92
Br5 99.7% 99.7% 0.99 0.96 0.96
Br6 100.0% 99.6% 0.94 0.92 0.98
Br7 99.9% 99.8% 0.95 0.97 1.02
Br8 99.7% 99.6% 0.95 0.96 1.01
Br9 99.6% 99.5% 0.94 0.97 1.03

MEAN 99.4% 99.4% 0.97 0.95 0.98
STD 0.5% 0.5% 0.02 0.02 0.04

(2)

Patient
GPR-value

IMRT
VMAT

clin BM mod BM
Bo1 95.0% 96.3% 95.8%
Bo2 99.9% 94.9% 95.8%
Bo3 99.2% 95.1% 97.2%
Bo4 93.7% 98.6% 99.0%
Bo5 99.6% 93.1% 92.2%
Bo6 99.5% 92.2% 94.1%
Bo7 99.6% 97.1% 97.8%
Bo8 99.4% 97.6% 98.2%
Bo9 99.5% 97.3% 97.9%

MEAN 98.4% 95.8% 96.5%
STD 2.3% 2.1% 2.2%
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Table 3.4: The results of the GPR-analysis for head and neck plans (1)
and prostate with lymphatic pathways plans (2) based on the comparison of
measured planar dose distribution and calculated planar dose distribution
using the clinical beam model (clin BM) and modified beam model (mod
BM) are shown.

(1)

Patient
GPR-value

IMRT
VMAT

clin BM mod BM
HN1 95.8% 97.2% 97.8%
HN2 90.0% 96.8% 98.4%
HN3 97.4% 95.8% 96.4%
HN4 95.3% 97.9% 98.6%
HN5 97.0% 92.0% 92.4%
HN6 97.2% 99.4% 99.7%
HN7 91.1% 98.1% 98.3%
HN8 98.2% 99.1% 99.1%
HN9 92.8% 97.5% 97.6%
HN10 99.1% 98.0% 97.4%
HN11 97.2% 95.4% 96.0%
HN12 97.5% 97.7% 97.6%

MEAN 95.7% 97.1% 97.4%
STD 2.9% 2.0% 1.9%

(2)

Patient
GPR-value

IMRT
VMAT

clin BM mod BM
Pr-ln1 97.1% 98.5% 99.2%
Pr-ln2 87.4% 99.5% 99.7%
Pr-ln3 98.1% 97.3% 98.6%
Pr-ln4 86.3% 99.8% 99.8%
Pr-ln5 98.2% 95.4% 98.1%
Pr-ln6 99.3% 97.7% 98.0%
Pr-ln7 99.5% 92.8% 89.8%
Pr-ln8 89.0% 94.3% 95.6%
Pr-ln9 96.3% 96.8% 98.5%
Pr-ln10 85.6% 94.4% 95.2%
Pr-ln11 94.4% 97.6% 97.2%
Pr-ln12 97.8% 90.1% 94.1%
Pr-ln13 95.4% 98.4% 99.4%
Pr-ln14 99.0% 96.1% 97.6%
Pr-ln15 99.0% 99.2% 98.8%
Pr-ln16 96.2% 96.6% 98.2%
MEAN 94.9% 96.5% 97.4%
STD 4.9% 2.6% 2.6%
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Table 3.5: The results of t-test, including p-value, degrees of freedom and
tstat for each treatment group are displayed.

Patient Group p-value degrees of freedom tstat
Pr-ln 0.042 15 -2.23
Bo 0.077 8 -2.03
HN 0.035 11 -2.40
Br 0.790 8 0.27

in contrast to values of 97.1 % and 97.4 % for VMAT plans based on clinical

and modified BM respectively. However a definite similarity of both treatment

groups is the higher GPR for the modified BM compared to the clinical BM. As

far as the head & neck treatment group is concerned, the standard deviation

of 2.9 % for IMRT plans is significantly higher than the ones for VMAT, both

values beeing slightly below 2 %.

The prostate cases including lymph targets have the lowest mean GPR for

IMRT plans with 94.9 % and the highest standard deviation of 4.9 %. In this

group there is furthermore a number of 4 plans showing GPR lower than 90 %.

The VMAT GPR for both BM is higher with 96.5 % for the clinical BM and

97.4 % for the modified BM. On average, also this treatment group follows the

trend of a higher VMAT GPR for the modified BM.

The results of the two-paired t-test, motivated in section 2.7 and conducted to

find out eventual significances of the values given in table 3.3 and 3.4 are shown

in table 3.5. Two treatment groups, namely prostate with lymph nodes and

head & neck indeed show a correlation, yielding p-values below the threshold

of 0.05. The trend of the correlation for these treatment groups is, as indicated

above, a higher GPR for calculated dose distributions based on the modified

beam model.

3.5 Analysis of field sizes and error modelling

After exporting each treatment plan from Monaco and iPlan respectively, they

were integrated in the Matlab code described in section 2.5. So, the leaf posi-

tions and in further consequence the leaf apertures for all leaf pairs, mapped

with a histogram were obtained. Examples of this output are given in figure
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Figure 3.2: Leaf aperture distribution for a boost plan from iPlan (IMRT)
(a) and Monaco (VMAT) (b).

3.3 and 3.4 for one boost plan extracted from both iPlan and Monaco. Figure

3.3 shows the leaf aperture distribution by counts and figure 3.4 shows this

distribution weighted with the corresponding amount of MUs irradiated. Note

that figure 3.3 and 3.4 shows only an IMRT plan calculated by iPlan and a

VMAT plan calculated by Monaco of the same patient. The difference in leaf

aperture is caused by the respective software and treatment type used system

used.

In figure 3.5 the leaf aperture distribution for a brain metastases plan using

conformal field extracted from iPlan is shown. There are no counts for leaf

gaps exceeding 3.5 cm, which is caused by the rather small geometry of brain

metastases. Additionally, the counts are significantly lower, as the leaf con-

figuration does not change within a beam. In the illustrated case, 2 brain

metastases were irradiated with a total of 19 beams.

Error Modelling

According to the basics and assumptions of the error model based on the factors

presented in table 2.1 and explained in detail in section 2, error factors were

generated. This output is summarized and tabularized for each plan including

standard deviation and mean value for each treatment group in table 3.6.

Sometimes, one treatment plan contains more treated areas as it is the case

when treating brain metastases. As can be seen in table 3.6 (1), the first 2

and the last 3 brain metastases correspond to one treatment plan.
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Figure 3.3: Leaf aperture distribution weighted by MUs for a boost plan
from iPlan (IMRT) (a) and Monaco (VMAT) (b). Displayed are MUs ir-
radiated through the corresponding rectangular areas caused by each leaf
gap.
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Figure 3.4: Leaf aperture distribution for a brain metastases plan us-
ing conformal fields from iPlan by count (a) and weighted with irradiated
amount of MU (b).
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For IMRT plans, calculated with iPlan, the lowest mean error factor was 1.049

found at prostate boost plans and the highest was 1.060 for prostate with

lymphatic pathways plans. Head & neck IMRT plans were in the lower middle

of these values with an error factor of 1.052. The standard deviation was equal

0.003 for both IMRT prostate treatment groups and with 0.004 slightly higher

for IMRT head & neck. It is clearly visible in table 3.6, that VMAT plans

overall have a higher mean error factor and also a slightly higher standard

deviation, except head & neck, where IMRT and VMAT standard deviations

are equal. However, comparing all VMAT treatment groups, the prostate boost

group showed the highest mean error of 1.084 followed by head & neck with

1.083 and prostate with lymphatic pathways having the lowest mean error

with 1.080. Finally, conformal field brain metastases treatment plans have

error factors comparable with IMRT factors with a mean error factor of 1.057.

The standard deviation is the highest of all treatment groups with 0.007.

Field Size Correlation

As mentioned previously, it is one of the mayor goals in this work, to sta-

tistically correlate the GPR to the previously calculated error factors. If the

results of the GPR-analysis are mainly influenced by small field errors, and the

calculated error factor are a proper indicator for such distortions, there should

be a indirect proportional correlation, meaning a plan with lower GPR should

have a higher error factor.

In order to quantify this presumed correlation, a rank correlation analysis ac-

cording to Spearman 46,47 was conducted. ρSpearman as well as the corresponding

p-value are summarized in table 3.7. For brain metastases, only plans in iPlan

were available. As table 3.7 shows no p-value falls below the threshold given

by α. Brain metastases plans were only designed in iPlan.
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Table 3.6: Error factors generated by the leaf model described in section
2 for VMAT and IMRT are summarized for brain metastases (1), prostate
boost (2), head and neck (3) and prostate with lymphatic pathways (4).

(1)

Patient
Error Factor
Conformal

Br1
1.058

Br2
Br3 1.051
Br4 1.065
Br5 1.046
Br6 1.062
Br7

1.060Br8
Br9

MEAN 1.057
STD 0.007

(2)

Patient
Error Factor

IMRT VMAT
Bo1 1.051 1.080
Bo2 1.053 1.085
Bo3 1.048 1.081
Bo4 1.052 1.078
Bo5 1.046 1.089
Bo6 1.052 1.084
Bo7 1.046 1.095
Bo8 1.048 1.082
Bo9 1.047 1.078

MEAN 1.049 1.084
STD 0.003 0.006

(3)

Patient
Error Factor

IMRT VMAT
HN1 1.050 1.085
HN2 1.056 1.081
HN3 1.053 1.071
HN4 1.058 1.085
HN5 1.048 1.082
HN6 1.053 1.082
HN7 1.051 1.084
HN8 1.045 1.083
HN9 1.051 1.083
HN10 1.049 1.085
HN11 1.057 1.084
HN12 1.054 1.086

MEAN 1.052 1.083
STD 0.004 0.004

(4)

Patient
Error Factor

IMRT VMAT
Pr-ln1 1.059 1.076
Pr-ln2 1.060 1.079
Pr-ln3 1.065 1.081
Pr-ln4 1.065 1.079
Pr-ln5 1.059 1.080
Pr-ln6 1.060 1.078
Pr-ln7 1.053 1.082
Pr-ln8 1.060 1.077
Pr-ln9 1.058 1.080
Pr-ln10 1.057 1.091
Pr-ln11 1.062 1.078
Pr-ln12 1.059 1.076
Pr-ln13 1.062 1.084
Pr-ln14 1.061 1.076
Pr-ln15 1.063 1.080
Pr-ln16 1.061 1.074
MEAN 1.060 1.080
STD 0.003 0.004
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Table 3.7: Statistical correlation between calculated error factors and
results of the GPR-analysis (comparison of the film measurements with
clinically used beam model). Spearman’s ρ and the corresponding p-value
indicating the significance for each treatment group are given below.

Treatment Group
IMRT - iPlan VMAT - Monaco

ρSpearman p-value ρSpearman p-value
Pr-ln -0.149 0.583 0.078 0.774
Bo 0.183 0.644 -0.567 0.121
HN -0.329 0.297 0.189 0.558

Treatment Group
Conformal Fields

ρSpearman p-value
Br -0.149 0.583
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Discussion

It is of special interest to examine the reliability of the result and to find and

analyze possible error sources, as done in this section in addition to interpreting

the results and benchmarking them against the literature.

4.1 Film calibration

Radiochromic films are a state-of-the-art and reliable dose measurement tools.

However, they tend to be sensitive to variations in evaluation procedure, con-

taminations, variations in manufacturing (i.e. unequal thicknesses) and light,

to name just a few. When the calibration procedure and the averaging over

a ROI was done, it was observed, that a considerable standard deviation be-

tween 100 and 180 raw value units can occur. This is especially significant at

lower dose levels, as it can cause variations up to 3% of the mean value, which

needs to be considered as a potential source of error. Although, the scan-

ning process was done carefully, dust particles are unavoidable on the film,

but are considered to barely contribute to the overall dosimetric uncertainty.

A more plausible reason for this standard deviation is the central depression

effect, namely a slightly decreased dose rate and therewith lower overall dose

in the center of the field, caused by flattening filters. This was indeed seen

by plotting the profile of the raw value distribution of a number of film pieces

used for calibration (results not shown). The effect is suggestively illustrated

in figure 1.1a, see introductory section. Additionally, the standard deviations

45
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were found to be higher in areas of low dose. This can be attributed to the

nonlinearity in response of the film.

In order to allocate scanner raw values to dose, different fitting models can be

found in the scientific literature. On the one hand, Devic et al 24,50 presented

a method of calculating a net OD and in further consequence introduced a

polynomial fitting function, which is also the basis of the calibration curve

used in this work, as expressed in section 2. However, the producer Ashland

recommends a rational fitting function and to directly allocate the raw values to

values in the unit Gray. 23,51 The net OD is a strictly monotonically increasing

function of the dose. This and the fact, that the point distribution in figure 3.1

roughly looks like a polynomial of even-numbered degree, justifies the use of a

polynomial fitting curve. Furthermore, it can therefore intuitively be assumed,

that wave-shaped manifestations, which are a well known problem when fitting

polynomially, are negligible.

For the above described reasons, the result should negligibly be influenced,

when switching to the fitting process recommended by Ashland. This is im-

portant, as the dosimetric method should not influence the overall outcome of

this research.

The entire dose evaluation process is based on single channel dosimetry, as only

the calibration curve and raw value distributions obtained from the scanner,

were considered for the red channel. It was stated elsewhere 54,55, that multi-

channel dosimetry has a number of advantages over single channel dosimetry,

such as allowing for separating the scanned signal into dose dependent and

dose independent parts. Furthermore, it is possible to account for nonunifor-

mities in the coating of the film and to correct errors caused by the scanner 54.

This was shown to lead to a higher accuracy of triple channel dosimetry over

single channel dosimetry.

As mentioned previously, the latest generation of radiochromic films, EBT3

films were used for the measurement. Although, there are advantages concern-

ing its predecessor in terms of prevention of Newton rings and a symmetrical

structure, there was no significant difference found as far as its properties such

as dosimetrical behaviour is concerned. 68

Although single channel dosimetry is a reliable way of dose evaluation, the

literature including the manufacturer recommends the introduction of triple
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channel dosimetry for the advantages stated above.

4.2 Discussion of the GPR-concept and its pre-

sentation in literature

The GPR-concept deserves a further discussion in terms of highlighting its

characteristics and dependencies, because it is of major importance in this

work.

Although criteria of 2 mm/2% and 3 mm/3% are widely used and accepted

in literature, 11−12,21,43,50, more parameters need to be defined to allow for

comparison of different studies and publications using the same criterion. For

instance, the actual GPR-value highly depends on the grid distance used, as

was also shown by Steers et al. 43 If a criterion of 2 mm/2% is chosen, the

identical point in the other plan has a deviation of > 2 % and the distance

between the grid points of both planes is 2 mm, there is only a chance in passing

the criterion, if the dose deviation between a point and one of its not diagonal

neighbours is exactly zero, which is rather unlikely in clinical practice. Further,

if the distance between grid points is decreased, more points are covered by

the 2 mm-range and the probability of passing the gamma criterion increases.

So far, there is no accepted value for grid distances given in the literature,

though there are recommendation of choosing the grid size smaller or equal to

one third of the DTA. This is one of the main reasons for the incomparability

of the results of different studies and makes the reproducibility barely possible.

Furthermore, the GPR-value depends on the matrix size and on the area ir-

radiated. The bigger the matrix containing a dose distribution of a fixed size

is, the more low dose or even no dose areas will be taken into account, which

naturally leads to a higher GPR-value, as not irradiated areas are equal. To

avoid this effect, in clinical practice, as it is in this work, a threshold of 10% or

20% of the maximum dose is used, under which the dose points are not part

of the analysis. However, there is also no accepted parameter in the literature

but would be important to guarantee comparability and reproducibility. A

more detailed presentation of the parameters leading to the results would be

helpful.
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It was also shown, that a high GPR-value does not necessarily indicate a correct

treatment plan as far as DVH errors are concerned 12 and that different quality

assurance (QA) procedures in radiation therapy using the same GPR-criterion

can lead to different results in terms of accepting or rejecting a plan. 45 This

questions the practicability and benefit of the GPR-analysis and its current

usage in clinical practise for QA purposes.

The author strongly suggests the development of a more standardized model

and the presentation in literature of all parameters impacting the result to

allow for a better comparison of QA procedures. This surely is helpful for

every radiation therapy facility, as it is far easier to improve and develop its

QA if a direct comparison between the results of other facilities is possible.

4.3 Three-dimensional GPR-analysis using 3D

Slicer

Overall, the comparison of clinical with modified beam model shows a rather

high passing percentage between 98.5% and 99.98% for prostate boost treat-

ment plans (2), HN (3) and prostate ln (4) plans, as shown in table 3.2. Only

the brain metastases show on average a lower GPR, which can be explained

with the smaller typical volume of this malignancy. They lead to smaller leaf

gaps and in further consequence to a potentially higher error.

When analyzing the three-dimensional gamma map provided by Slicer, inter-

esting anomalies in the regions of steep dose gradients where found. This was

investigated by comparing the gamma map with treatment plans in Monaco.

Much less points are passing the gamma criterion in regions of higher gra-

dients, than compared to areas of lower dose gradients. Planes showing this

phenomenon distinctly, are pictured in figure 4.1 for a HN plan. Here, the

coronal, transversal and sagittal gamma map planes are shown. Green cor-

responds to a GPR close or equal to one, yellow is around one and deep red

corresponds to a value of 2, which also represents the maximum gamma value

possible for one pixel. The transversal picture, in which the GPR is particu-

larly low corresponds to a plane in the direction of the plane of the drawing of

(a) and (c) extracted from the region marked by the black arrows.
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(a) (b)

(c)

Figure 4.1: Display of a coronal (a), transversal (b) and sagittal (c) plane
of the gamma map of a Head & Neck treatment plan using Slicer. The
anomaly occuring at steep dose gradients is indicated with black arrows.
The overall GPR in this case was 99.29 %.
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The effect of higher gamma values at steeper dose gradients was discovered in

every plan, but with varying intensity. It was aimed to correlate the marked-

ness of this phenomenon with the overall GPR, by empirically allocating num-

bers, and conducting a correlation analysis by Spearman, as explained in sec-

tion 2.5. However, although a value of ρSpearman = −0.11 was calculated,

indicating a lower GPR at higher numbers allocated, the p-value was 0.60 and

therewith much greater than the widely used criterion of α = 0.05 indicating

the significance level. So, no significance was found, which probably means,

that this effect does not contribute to the overall GPR.

One could assume, that small field errors are the reason why these areas of low

GPR occur. If so, the leaf pairs responsible for beam limitation in this area

must be closer together than elsewhere. In order to investigate that, the mean

aperture length for each leaf pair over an entire treatment plan irradiation

procedure was extracted. Although the leaf apertures in this region where

indeed small, other areas were observed having mean leaf apertures of similar

size, but with higher GPR. Therefore, no correlation between small fields and

low GPR in this region could be observed.

4.4 GPR-analysis based on film measurements

Section 2, basically describes an in-house developed procedure to compare

calculated planar dose distributions to measured ones based on film dosimetry.

Although, every step in this procedure was processed carefully, simply the fact

that there are more working steps makes it more error-prone. Firstly, the film

scans were made using a scanning correction, which was part of an other in-

house project. The concept of dose distribution matching introduced in section

2.4.3, i.e. the self-made MATLAB program for matching of calculated and

measured dose distribution is, although conceptionally intuitive and justified,

not thoroughly long-term tested. However, developing such procedures and

programmes surely has its advantages in terms of higher flexibility concerning

different project scopes and probably a better understanding of the chemical

and physical phenomenons.

In this context, it should be remarked, that there is a commercialized film ma-

nipulation software, namely film QA Pro provided by Ashland. This software
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is also capable of calculating GPR. It is questionable, if it is more reasonable

in the long run to further develop own programmes or use commercialized

software for evaluation. Both approaches surely have advantages. However,

it would be interesting, to compare the results obtained in this study with

the ones coming from a commercialized software. This is, though, beyond the

scope of this study.

The plane matching procedure was made using the measured plane and both

the calculated plane based on the clinical BM and the modified BM. In other

words, for one measured result, the matching procedure was done twice. So, the

coordinates of the planes matched relative to each other at the first matching

process should not differ from the second one, as it is the same dose distri-

bution. In most of the cases this was fulfilled well. However, at some plans

there was a difference of the relative coordinates of 1 mm noticed, vertically or

horizontally, or both. This contributes slightly to the output uncertainty.

As mentioned in section 3.4, significant (p < 0.05) differences between GPR

based on the clinical BM and the one based on the modified BM were found for

the prostate with lymph node treatment group and the head & neck treatment

group. In both cases, the GPR based on the modified BM was, in contrast to

the expectations, statistically higher. There are however a number of reasons

for this phenomenon. Firstly, all potential error sources not only concerning

the films and its calibration, but also at all manipulation processes to calculate

the GPR must be considered. Secondly, there is a daily variation of the linac

output and behaviour itself, which could have led to this result. Although

a p-value below a threshold of α = 0.05 was considered to be significant, the

lowest p-value calculated was 0.035, and therewith not far below this threshold.

There is the chance, that the result only appears to be correlated.

A previously conducted study investigating the properties of plans based on

the same BM and OFs 21 using a Delta-4 phantom noticed rather high GPR of

mostly > 90 % for both BM. Also the modified BM was therefore found to be

well within limit of clinical acceptance. 21 Basically, the results in this study

also follow this trend of high GPR, but it must be remembered, as mentioned

in section 2, that for VMAT plans the GPR was up-scaled by increasing the

matrix resolution. This is justified, as it was done equally for clinical and

modified BM within a treatment group. Therefore the trend, if existing, would
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be conserved. However, the IMRT GPR was not up-scaled and shows values

mostly over 90 %, except for a couple of outliers which are scarce below this

threshold.

It is difficult to estimate quantitatively in what way the above mentioned

contributors of error are actually leading to a distortion of the results presented.

However, it must be kept in mind when discussing the results.

4.5 Analysis of field sizes and error modelling

It is evident, that when comparing figure 3.3b and 3.4b the distribution’s

maximum in 3.4b is much lower relative to the maximum at higher aperture

lengths than in 3.3b. This occurs because of the fact, that less dose is delivered

by smaller fields, when assuming equally distributed irradiation.

As can be seen in table 3.6, all VMAT plans overall show a higher mean error

factor than IMRT plans. The latter have, depending on the treatment group,

error factors between 1.049 and 1.060, while VMAT factors are between 1.08

and 1.084. When looking at figure 3.2 a trend of small leaf aperture length

maxima at this VMAT plan can be seen. This trend is also distinct at all other

VMAT plans. An obvious correlation between this trend and the higher mean

error factors can therefore be qualitatively stated.

Error Modelling

It must be noted, that the fitting curve in (2.2) has a pole at x = 0. This

surely can be a problem if the field lengths are extremely small, as the error

factor then could have values between 1 and infinity, which is not thought to

be reasonable. Furthermore, the entire error factor would be highly dominated

by very small lengths and corners, which intuitively cannot be the case. For

that reason a threshold was introduced. This limit is set to be 1.18, as it

carries forward the basic trend of figure 2.1. This factor is thought to be

the error factor corresponding to a 0.5 cm × 0.5 cm field. Additionally, the

threshold occurrence was recorded during evaluation. If the limit is too low,

a vast majority of factors for each leaf pair, as introduced in section 2.5, will

have exactly this value, resulting in a distortion of the result.

Also, the properties of the fitting procedure itself must be investigated. Due to
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the relatively small amount of points for quadratic field error factors, as shown

in table 2.1, a fit has a higher uncertainty. Especially at aperture and field

sizes smaller than 1 cm× 1 cm, the corresponding fit value can only be seen as

an estimation. Therefore the result is dependent on the fit procedure and the

chosen curve. It should be remarked in this context, that the computational

development of an error model mapping small field uncertainties has never

been scientifically tackled before.

Field Size Correlation

The values ρSpearman and p shown in table 3.7 did not show a significant corre-

lation for any treatment group, neither for iPlan (IMRT) plans nor for Monaco

(VMAT) plans. All p-values are higher than 0.1 and Spearman’s rho does not

indicate a trend, as there are positive and negative values. It can be stated

therefore, that the error factors and corresponding GPR are completely un-

correlated.

One of the reasons for the lack of correlation could simply lie in the fact that

there is no correlation between GPR and error caused by small fields. However,

the manifestation of one or more errors explained above and in section 4.1

and 4.3 could also have led to a significant distortion, resulting in no visible

correlation. Finally, there is the uncertainty, that the error model could simply

not map the reality properly.

4.6 Additional concept of modelling a MLC in

the context of small field errors

The model presented in section 2.5 is only one possible approach out of many

potentially promising models systematically mapping the error caused by small

fields. Another technique can be derived from Clarkson’s integration model. 53

This method was recently applied in carbon ion radiotherapy. 56 A major dif-

ference between the originally proposed integration method and the model

presented in this chapter is, that no scatter contributions are calculated, but

rather different lengths representing the error indicators.

In this model, only considering a single leaf constellation, the length between

a point of interest (e.g. the isocenter) and the next beam limiting leaf in one
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direction is calculated. This is done for 360 degrees, computing 2π
φ

different

lengths. A graphic outline is shown in figure 4.2. After summing over all

lengths and calculating the mean value, this would give a mean length indicat-

ing the error at that point. Indeed, to achieve a reliable result, this procedure

needs to be done for a larger amount of points equally distributed on a grid

within the gaps formed by the leaf arrangement, as indicated by the black

points in figure 4.2. Otherwise, one or more points would be favoured.

By averaging, again a mean length can be calculated. Finally, this procedure

must be applied to all control points within a treatment plan, leading to an

error value for small fields. Also in this model, similar to the one explained in

section 2.5., a threshold indicating the maximum error factor would have to

be introduced, as points on the imaginary grid could get arbitrarily close to

the next leaf, resulting in an overestimated error factor.

This model will probably need considerably more CPU time than the one

presented in section 2.5. One reason for this is the angle φ, which has to be

small to allow for a sufficient accuracy. The length calculation around 360

degree will have to be done at each grid point again demanding considerable

CPU time, as the grid should at least have 5 points per leaf, wich would lead

to an approximate matrix size of 400 × 400. Furthermore, a difficulty as far

as the computational implementation is concerned, lies in changing from polar

coordinates, which denote the rotation, to Cartesian coordinates, which are

the basis of the grid containing the leaf and jaw positions.

The actual implementation of this model is, though, beyond the scope of this

study.
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Figure 4.2: The basic concept of small field error modelling based on
Clarkson integration 53. The length between a point of interest and the
next beam limiting leaf in one direction is calculated discretely for 360
degree. φ is the indicator for the calculated length density.



Chapter 5

Outlook and conclusion

A previously conducted study aiming at detecting small field errors was con-

ducted using a diode array for measurement, the Delta-4 phantom. The res-

olution of 5 mm × 5 mm motivated the need for a more precise detecting in-

strument, such as radiochromic films, as used in this study. Furthermore, the

systematic mapping of these small field errors was desired, as current literature

does not show any research regarding this.

The analysis conducted with 3D Slicer, showed interesting anomalies in areas

with steep dose gradients. So far, it was not possible to find a specific reason

for this, but it could be used to identify regions sensitive to variations of OFs.

Further conducting studies would surely be of interest, eventually resulting in

the investigation of quantifiable occurrence of these sensitive areas.

A statistical analysis of the GPR based on a BM with erroneous OFs and the

GPR based on a clinically used BM, each of which compared to the actual mea-

surement, showed a significant difference for two treatment groups (Prostate

including lymph nodes and Head & Neck) in terms of higher GPR for the BM

based on modified OFs. There can be multiple reasons for this occurence and

it is difficult to favour a single reason, as discussed above. The main conclu-

sion drawn here, is that the noise and potential errors definitely contribute

considerably to the actual results. Another insight of major importance is the

fact, that both BM are generally within the range of clinical acceptance i.e.

they show a GPR of > 90 % for a criterion of 3 %/3 mm. The small number

of outliers below this threshold are within the uncertainty. Despite focussing

56
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on the 3 %/3 mm criteria, some randomly chosen plans were evaluated with a

2 %/2 mm criteria. The results reflected the basic trend of the outcome based

on the 3 %/3 mm criteria. A further analysis would have been beyond the

scope of this study.

Overall, in this study there was no correlation found between the computation-

ally self-developed model generating small field error factors and the results

of the GPR-analysis comparing measured planar dose distributions with cal-

culated ones. The computationally implemented error model was extensively

described in section 2.5 and discussed in section 4. Although it is based on a

number of assumptions, it is rather intuitive and could indeed properly indi-

cate the error caused by uncertainties in small field dosimetry. A supportive

aspect of the actual magnitude of error factors, was found by comparing the

histograms of leaf aperture lengths for IMRT and VMAT with the result, that

VMAT show both higher low field occurrences and also higher generated error

factors. However, the higher error factors did not show a generally lower GPR

at the considered treatment groups for VMAT.

It is considered to be important as part of a scientific approach to devise and

develop models trying to match the reality as good as possible, which is the

reason why another model based on the integration concept of Clarkson 53,56

was outlined. Although no correlations were found, the measurement methods

and the model itself can surely be improved, eventually leading to a lower

noise and better error indicator respectively, so that indeed correlations could

be found.

It is of great interest, when using radiation therapy applications in clinical

treatment procedures to obtain a precise picture of all possible uncertainty

influences including the ones caused by small fields. There will surely be a

number of other studies conducted, to make state-of-the-art technologies such

as IMRT and VMAT even more precise and reliable.
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