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Abstract

As magnetic nanodevices (e.g., magnetic sensors) continue to shrink in size, the inherent

nonlinear nature of magnetization dynamics may emerge during device operation. Firstly,

the energy barrier separating the two possible magnetic states is directly proportional to

the nanomagnet’s volume. Thus, thermal fluctuations in these nanomagnets might cause

thermally-induced transitions from one state to another. Secondly, for a smaller ferro-

magnetic sample, the same bias voltage corresponds to a larger current density. The

latter may result in large-angle magnetization precession where the nonlinear nature of

the Landau-Lifshitz-Gilbert (LLG) equation is especially pronounced. To optimize these

devices and/or choose the most favorable operating point, one must first develop a charac-

terization protocol tailored to nonlinear measurements in the presence of dynamic effects.

As these effects occur in the gigahertz range, i.e., ferromagnetic resonance (FMR) in

nanoelements, their characterization would greatly benefit from advances in microwave

measurement techniques. In particular, a comprehensive nonlinear analysis of magnetic

sensors can be accomplished using a nonlinear vector network analyzer, which measures

the incident and reflected waves’ (A1 and B1, respectively) magnitudes and phases at the

excitation frequency and harmonic components to which energy may be transferred due

to the device’s nonlinear characteristics.

The problem studied in this thesis is the identification of the new resonances at fractional

frequencies of the free layer (FL) FMR mode resulting from the nonlinear nature of the

spin-torque (ST)-induced magnetization dynamics. We discovered that all characterized

magnetic sensors’ DC responses reveal peaks at frequencies that are the integer fractions

(1/2, 1/3, 1/4, and 1/6) of the devices’ natural FL FMR frequency. These peaks, in

turn, generate the second and third harmonics of B1. New spectral lines at fractional

frequencies of the devices’ FMR modes were observed using an alternative measurement

technique, and the results of this study are also reported in this work.

A complimentary micromagnetic study showed that the experimentally observed DC re-

sponse at frequencies that are the integer fractions of the FL’s resonant precession fre-

quency can be defined by a low-order nonlinearity and strong magnetodipolar feedback

between the magnetic layers adjacent to an MgO barrier. Additionally, the harmonic

response is enhanced by the mutual ST effect between these layers.

Most importantly, strong magnetodipolar feedback permitted sub-harmonic injection lock-

ing within a wide range of integer fractions, which can be used in the development of a

new generation of frequency multipliers.
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1 Introduction to experimental and numerical studies

of magnetization dynamics

1.1 Fundamentals of magnetization dynamics

The mesoscopic theory of magnetism bridges the gap between Maxwell’s macroscopic

theory of electromagnetic fields, which describes bulk magnetic properties, and quantum

theory that describes magnetic properties on the atomic level. Micromagnetism treats

the ferromagnets’ magnetic state via the local magnetization vector field M(r, t). At

temperatures much lower than the Curie temperature Tc, its magnitude is equal to the

spontaneous magnetization [1]:

|M(r, t)| =Ms. (1)

The magnetization magnitude is assumed to remain constant:

M =Msm, m ·m = 1. (2)

In the ground state, the exerted torque onto the magnetization M is zero [1]:

m×Heff = 0, (3)

where the effective field Heff

Heff = − 1

µ0Ms

δε

δm
(4)

is the negative variational derivative of the energy density ε with respect to magnetization.

The corresponding micromagnetic energy has the following contributions [1, 2]:

E =

∫

V

[

−µ0Msm ·Hext + εan(m) + A (∇m)2 − 1

2
µ0Msm ·Hmd

]

d3r . (5)

Equation (5) describes the interaction of the local magnetization M with an external field

and crystal lattice as well as magnetic moments with one another. The latter consists of

1

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

short-range quantum mechanical exchange and long-range magnetodipolar interactions.

The energy in the external field Hext orients the magnetization parallel to the external

field. The magnetocrystalline anisotropy energy describes the interaction of the mag-

netization with the crystal lattice. It orients the magnetization in the preferred direc-

tion, which depends on the crystalline structure. The exchange energy is responsible for

the atomic magnetic moments’ alignment within the ferromagnetic body. It penalizes

nonuniformities and favors uniform magnetization dynamics. The magnetodipolar energy

accounts for the dipole-dipole interaction of magnetic moments within the ferromagnet

and favors the existence of magnetic domains [3].

Other energy contributions may include, e.g., energy due to magnetostrictive interactions

between elastic stress and spontaneous magnetization. Specifically, the stress-induced

displacement influences the magnetic behavior (e.g., domain wall displacement), whereas

magnetic properties can alter the elastic ones (e.g., elongation in the direction of magne-

tization) [4].

Each energy term contributes to the effective field [1, 2]:

Heff = Hext +Han +Hexch +Hmd. (6)

Hext is the external field (also known as Zeeman field).

Han and Hexch are the anisotropy and exchange fields [5]:

Han = − 1

µ0Ms

δεan
δm

,

Hexch =
2A

µ0Ms

∇2m,

(7)

where εan is the anisotropy energy density. A is the exchange stiffness constant; its typical

value in ferromagnets is 10−11 J/m.

The uniaxial anisotropy effect is the most common. Assuming that m = M/Ms coincides

with the z-axis, the anisotropy energy density may be written as an even function of

mz = cos θ, or, equivalently,

m2
x +m2

y = 1−m2
z = sin2 θ. (8)

The anisotropy energy density can be expanded as a series:

2
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εan(m) = Kun
1 sin2 θ +Kun

2 sin4 θ +Kun
3 sin6 θ + . . . , (9)

where θ is the angle between the direction of m and the crystal’s anisotropy axis.

IfKun
1 > 0, the anisotropy energy is minimal at θ = 0 and θ = π. Then, m lies along either

+z or −z axis. This condition is referred to as the easy-axis anisotropy. Alternatively,

if Kun
1 < 0, the anisotropy energy is minimal at θ = π/2. Then, m may point in any

direction in the x-y plane. This condition is known as the easy-plane anisotropy.

In a cubic crystal,

εan(m) = Kcub
1 (α2

1α
2
2 + α2

2α
2
3 + α2

1α
2
3) + . . . , (10)

where α1, α2, and α3 are the components of m in a local coordinate system. In Eqs. (9)

and (10), Kun
i and Kcub

i are the corresponding anisotropy constants defined as energy per

unit volume [J/m3].

If Kcub
1 > 0, the anisotropy energy has six minima corresponding to ±x, ±y, and ±z

directions. If Kcub
1 < 0, the anisotropy energy minima point in the direction of the cube’s

vertices. This condition is referred to as the hard-axis anisotropy [6].

The magnetodipolar field Hmd can be introduced in the following manner. The condition

∇ ·B = 0 and the relationship between B, H, and M

H =
1

µ0

B−M (11)

lead to

∇ ·H = −∇ ·M. (12)

Introducing a scalar quantity ρmag

ρmag = −∇ ·M, (13)

we arrive at

∇ ·H = ρmag. (14)
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This equation mimics the corresponding Maxwell’s equation that states that electric

charges generate electric fields. Even though magnetic charges (as well as the mag-

netic charge density ρmag introduced above) do not exist, this concept is a convenient

mathematical tool for evaluating the magnetodipolar energy [3].

The magnetodipolar field is determined by solving the following equations [1]:

∇×Hmd = 0,

∇ ·Hmd = −∇ ·M.
(15)

If the system is not at equilibrium, M×Heff 6= 0, the local magnetization dynamically

evolves. Landau and Lifshitz originally described the effective-field-induced magnetization

dynamics as follows [1]:

dm

dt
= −γ0m×Heff, (16)

where γ0 = 2.2× 105 A−1ms−1 is the absolute value of the gyromagnetic ratio associated

with the electron’s spin. It determines the precession rate. This equation, however, does

not describe the interactions with a thermal bath that lead to damping. The following

Landau-Lifshitz (LL) and Landau-Lifshitz-Gilbert (LLG) formulations account for the

energy decrease due to these interactions by introducing an additional damping term [1]:

dm

dt
= −γm×Heff − λγm× (m×Heff) (17)

and

dm

dt
= −γ0m×Heff + αm×

dm

dt
, (18)

where α is the (dimensionless) Gilbert damping.

Equation (18) is inapplicable in its original form because it contains the time derivative

of magnetization on both right- and left-hand-side. Multiplying both sides of Eq. (18)

by m, using the vector identity a × (b× c) = b (a · c) − c (a · b), and observing that

m · dm/dt = 0, we arrive to the LL equation in the Gilbert form [1]:

dm

dt
= − γ0

1 + α2
m×Heff − α

γ0
1 + α2

m× (m×Heff). (19)
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Based on Eq. (19), Eqs. (17) and (18) are mathematically equivalent provided that γ =

γ0/(1+α2) and λ = α. Their treatment of damping, however, is quite different. In Eq. (17),

the damping term pushes the magnetization in the direction of the effective field so that

the magnetization magnitude is still preserved. This formulation, however, cannot be used

in the overdamped regime (λ ≥ 1) where the damping term dominates the magnetization

motion. With increasing damping, Eq. (17) predicts acceleration of the magnetization

motion, which contradicts the purpose of damping. On the contrary, Eq. (18) correctly

describes the magnetization motion for all damping constants. This formulation for the

magnetization dynamics conserves the magnetization magnitude in addition to insuring

that the damping term slows down the magnetization precession [7].

Let’s review some practical approaches to analysis of magnetization dynamics. If the

spontaneous magnetization only slightly deviates from its equilibrium configuration, the

resultant small magnetization motions can be described by the linearized LLG equation.

Let’s consider a small perturbation of δm around m0:

m = m0 + δm , (20)

where |δm| ≪ 1. As the perturbation must preserve the magnetization magnitude, |m|2 =
1, δm must be orthogonal to m0:

δm ·m0 = 0. (21)

So, δm can be expressed in terms of the linear combination of unit vectors in the plane

perpendicular to m0:

δm = δm1 e1 + δm2 e2, (22)

where

e1 =
(ez ×m0)×m0

|(ez ×m0)×m0|
,

e2 =
ez ×m0

|ez ×m0|
.

(23)

After substituting Eq. (22) into the LLG Eq. (18), linearizing the resultant equation with

respect to δm, and neglecting the higher-order terms, we arrive at the equation expressed

5
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in terms of the independent magnetization components:

d

dt

(

δm1

δm2

)

= A0

(

δm1

δm2

)

. (24)

The definition of A0 can be found in [8].

Most applied problems (e.g., spin injection, large-field dynamics) result in large magneti-

zation motions where the nonlinear nature of the LLG equation is especially pronounced.

At high temperatures, one must use the Landau-Lifshitz-Bloch (LLB) formulation where

the magnetization magnitude is no longer preserved [9]:

1

γ

dm

dt
= −m×Heff + α‖

(m ·Heff)m

m2
− α⊥

m× (m×Heff)

m2
, (25)

where m = M/Ms. The longitudinal and transverse damping constants are given by

α‖ = 2λ
T

3Tc
, α⊥ = λ

[

1− T

3Tc

]

, (26)

where λ is the damping parameter describing coupling to the thermal bath at the atomic

level.

In the LLB equation, the magnetization has two relaxation mechanisms: parallel and

perpendicular to the external magnetic field. The relaxation of the magnetization com-

ponent perpendicular to the external magnetic field is analogous to the LLG’s damping

term, while the magnetization component parallel to the external magnetic field relaxes

to the equilibrium as a consequence of thermal excitations [9].

For a small ferromagnetic particle with an uniaxial anisotropy and zero external magnetic

field, the energy barrier is directly proportional to its volume V0:

E = Kun
1 V0, (27)

where Kun
1 is the anisotropy constant. This energy barrier separates the two possible

magnetic states [10].

Thus, thermal fluctuations in sub-micrometer ferromagnets might cause thermally-induced

transitions from one state to another. In the presence of thermal excitations, proper de-

scription of magnetization dynamics in such tiny ferromagnets (e.g., read heads) becomes

vital.
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In the LLG equation, thermal effects are accounted for by an additional contribution to

the effective field Heff. This additional term Hth describes random fluctuations induced

by the interaction of the ferromagnet with the thermal bath, which leads to the following

stochastic LLG equation [7]:

dm

dt
= −γm× (Heff +Hth)− γλm× [m× (Heff +Hth)] , (28)

where γ = γ0/(1+α2) and λ = α.

In Eq. (28), the random fluctuation field Hth has the following statistical properties:

〈Hth
ξ,i〉 = 0,

〈Hth
ξ,i(0)H

th
ψ,j(t)〉 = 2Dδ(t)δijδξψ.

(29)

Equations (29) mean that thermal fluctuations are uncorrelated in space and time. i, j

are the discretization cell indices; ξ, ψ = x, y, z. The noise power D is proportional to the

system temperature T :

D =
λ

1 + λ2
kT

γµ
, (30)

where µ is the magnetic moment magnitude.

Equations (17) and (18) describe magnetization dynamics driven by the external magnetic

field. Let’s review how these classical formulations can incorporate the magnetization

dynamics in multilayers driven by both the external magnetic field and spin-polarized

current. In the simplest approximation, one of the multilayers’ ferromagnetic layers is

assumed to be perfectly fixed (pinned layer) while the other one (free layer) is free to

move in response to the external magnetic field or current-induced torque. Assuming

electron flow from the pinned layer to the free layer, electrons first become polarized by

the pinned layer. Then, the difference in polarization generates torque onto the free layer.

If the exerted torque is large enough, it excites the free layer’s continuous precession

or reverses the magnetization of the free layer (this effect is called “switching”). In the

standard LLG [Eq. (18)], additional spin-torque (ST) terms—damping-like and field-like—

account for the ST contribution [11,12]:

dm

dt
= −γ0m×Heff + αm× dm

dt
− γ0ajm× (m×P)− γ0bjm×P, (31)
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where P is the pinned layer’s polarization; aj and bj are the ST coefficients proportional

to the current density. In Eq. (31), the first ST term is the damping-like torque, also

referred to as the Slonczewski torque. The second ST term is described as a contribution

from an additional magnetic field (hence, the name “field-like”).

The ferromagnetic resonance is a practical approach to analysis of magnetization dy-

namics in magnetic nanostructures. It is characterized by a ferromagnetic resonance fre-

quency ωres and a linewidth ∆ω. Under the effective field Heff, perfectly aligned magnetic

moments result in continuous precession characterized by a spatially uniform, homoge-

neous mode. Without damping (i.e., α = 0), the resonant precession frequency is equal

to [13–16]:

ωres = γ0Heff. (32)

In the presence of damping, the resonant precession frequency has an additional frequency

shift [15]:

ωres = γ0
√
1 + α2Heff. (33)

Equation (32), however, is valid only for a sphere with no shape anisotropy resulting from

the demagnetizing field. Demagnetizing fields associated with a non-spherical ferromag-

netic sample’s shape alter ωres as follows:

ωres = γ0

√

[Heff + (Nx −Nz)Ms]× [Heff + (Ny −Nz)Ms], (34)

where Nx, Ny, and Nz are the demagnetizing shape factors [13–15]. Here, we discuss

exclusively ferromagnetic samples that are uniformly magnetized as, only for them, the

demagnetizing factors have a rigorous meaning. Thus, the resonant precession frequency

essentially depends on the ferromagnet’s shape and saturation magnetization Ms. For a

thin ferromagnetic layer, Nx = Nz = 0 and Ny = 1, thus resulting in [13–15]:

ωres = γ0
√

Heff (Heff +Ms). (35)

The anisotropy energy also affects the ferromagnetic resonant condition. In a single crys-

tal, the required resonant field strength depends on the direction of the crystal axis relative

to the sample’s shape axis. In a polycrystalline sample, the ferromagnetic resonance is

broader than in a single crystal due to the distribution of the resonant field strengths [14].
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Considering the effect of the anisotropy energy in terms of an equivalent magnetic field,

the corresponding torque onto the ferromagnet is equal to:

∂εan
∂θ

= M×Han. (36)

Han can be expressed in terms of an effective demagnetizing field [14]:

Han
x = −Nan

x Mx,

Han
y = −Nan

y My.
(37)

The new ferromagnetic resonant condition must account for these equivalent demagnetiz-

ing factors [14]:

ωres = γ0
{
[Heff + (Nx +Nan

x −Nz)Ms]×
[
Heff + (Ny +Nan

y −Nz)Ms

]}1/2
. (38)

The ferromagnetic resonance has a certain linewidth, which is understood as ∆H on the

field scale at a fixed frequency or ∆ω on the frequency scale at a fixed magnetic field

(Fig. 1) [15, 16]:

∆ω =

(
dω

dH

)

∆H. (39)

(a) (b)

Fig. 1. Ferromagnetic resonance characterized via the magnetic power absorption P as a
function of the (a) applied magnetic field or (b) frequency

The relationship between the ferromagnetic resonant linewidth and damping can be ap-

proximated as follows [17]:
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∆ω = αωres. (40)

Besides the power absorption curve, the ferromagnetic resonance can be characterized via

the susceptibility tensor that relates the radio frequency (RF) magnetization and the RF

magnetic field (Fig. 2) [16]. For a ferromagnetic sample magnetized along the z-axis,

(

mx

my

)

=

(

χxx χxy

χyx χyy

)(

hx

hy

)

. (41)

In Eq. (41), the components of the susceptibility tensor can be calculated from the pa-

rameters of the ferromagnetic resonance condition [16].

Fig. 2. Ferromagnetic resonance characterized via |χxy|2

The criterion for determining the linewidth is

|χxy|∆H =
|χxy|max√

2
. (42)

In case of large-amplitude magnetization oscillations resulting from spin injection or large-

field excitation, the ferromagnetic resonance frequency ωres exhibits an additional fre-

quency shift. This shift may be associated with the nonlinear frequency dependence on

the amplitude of the driving force (via the effective field Heff). In practice, the damping

constant α may also depend on the amplitude of the driving force [18] in a nonlinear

fashion.

The two ST terms [recall Eq. (31)] also qualitatively affect the ferromagnetic resonance

frequency and linewidth: the damping-like term affects the resonances’ linewidth and

amplitude while the field-like term shifts the resonance frequency [12].
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The demagnetizing field is homogeneous only in special cases, such as for an ellipsoid,

sphere, infinite circular cylinder, etc. In a ferromagnetic sample of an arbitrary shape,

the inhomogeneous demagnetizing field produces non-homogeneous magnetization oscilla-

tions. The non-homogeneous magnetization oscillations, in turn, lead to non-homogeneous

resonant conditions throughout the sample [15].

1.2 Ferromagnetic resonance characterization

The characterization of magnetization dynamics helps quantify numerous magnetic prop-

erties, such as saturation magnetization, anisotropy, damping, etc. The magnetization

dynamics can be induced by various excitation mechanisms: magnetic, thermal, optical,

ST, etc. This naturally led to the development of various experimental techniques that

capture the resultant magnetization dynamics in either time or frequency domain.

One of the most common techniques is the time-resolved magneto-optical Kerr (TR-

MOKE) microscopy. It achieves a few tens of fs in time and sub-µm spatial resolution.

To date, it is considered the most efficient technique to probe ultrafast magnetization

dynamics. Together with a scanning microscope, time-resolved scanning Kerr microscopy

(TR-SKM) can image the time evolution of the magnetization’s spatial distribution. In

the magneto-optical Kerr (MOKE) experiment, the magneto-optical interaction between

the linearly polarized light and the magnetic sample under test introduces an additional

component k, such that the linearly polarized light incident on the surface becomes ellipti-

cally polarized. This component provides the measure of the sample’s local magnetization

defined at the position of the laser spot [19].

Brillouin light scattering (BLS) is a traditionally frequency-domain optical technique for

space-, time-, or phase-resolved characterization of magnetization dynamics. It is based on

the interaction between an incoming photon (a laser source) and spin waves in a magnetic

sample under test. During scattering, the total energy of the system is conserved while the

scattered photon may experience either a decrease or increase in its energy by respectively

emitting or absorbing a spin wave [19].

In traditional ferromagnetic resonance (FMR) spectroscopy, a resonant absorption by

magnetic dipoles takes place in the ferromagnetic sample under test when a microwave

field is applied perpendicular to the static magnetic field. The FMR phenomenon oc-

curs when the frequency of the microwave field matches the natural resonance frequency

in the magnetic sample. At this resonance frequency, the microwave signal is strongly

absorbed [19].

Both BLS and MOKE offer some advantages over FMR. First, the MOKE technique is
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highly localized, which eliminates problems caused by variations and non-homogeneities

over large areas. As MOKE’s spacial resolution is limited only by the laser spot, it can

provide localized measurements, e.g., of local damping. BLS offers remarkable sensitivity

down to a monolayer of magnetic material thickness. Both techniques, however, require

expensive equipment and complicated optical alignment procedures [19].

In bulk ferromagnetic samples, the FMR can be measured using a microwave cavity-based

technology at a fixed frequency defined by the cavity’s resonant frequency. The sample

is placed in a resonant cavity and supplied with microwave and static magnetic fields.

The static magnetic field is swept within a few Tesla using electromagnets. The energy

reflected from or transmitted through the cavity indicates the resonant absorption of the

microwave energy by the ferromagnetic sample under test. Because of the microwave

cavities’ narrow bandwidth, cavity-based FMR measurements are typically performed at

a fixed microwave frequency [16,19].

The non-cavity-based approaches can implement both a frequency sweep at a fixed mag-

netic field and magnetic field sweep at a fixed microwave frequency. As was shown in

the experimental work of Kalarickal et al., the frequency and field sweeps yield the same

linewidth [20].

One of the non-cavity-based techniques, namely the waveguide-based frequency-variation

approach utilizing the shift in the FMR, operates as follows. First, the ferromagnetic

sample is placed inside a shorted waveguide located between the two poles of an elec-

tromagnet. The electromagnet is driven by DC and AC current so that the sample is

excited by a combination of the microwave and static magnetic fields. Then, the change

in the operating frequency from ω1 to ω2 produces a subsequent shift ∆H in the power

absorption curves [16].

Other non-cavity-based techniques, e.g., the ones based on magnetostatic resonators or

slot-coplanar junctions, can achieve an even wider operating bandwidth. In the magneto-

static resonator method, the ferromagnetic sample under test is placed on top of a piece of

microstrip transmission line. The whole structure represents a magnetostatic wave mag-

netostatic wave straight-edge resonator (MSW-SER). The spacer between the sample and

the microstrip line’s central conductor controls the coupling strength. The bias magnetic

field can tune the MSW-SER’s resonant frequency thus enabling the measurement over a

wide frequency range [16].

In magnetic trilayers, the giant or tunneling magnetoresistance effect translates the mag-

netization dynamics into resistance oscillations, thus allowing the characterization of mag-

netization dynamics using standard electrical measurement apparatus.

High-frequency magnetization dynamics can be excited in a non-frequency-selective man-
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ner using a DC power supply. Then, the resultant AC oscillations can be directly observed

with an oscilloscope (in time domain) or a spectrum analyzer (in frequency domain) la-

beled as “Measurement Instrument” in Fig. 3 [21–23].

Fig. 3. Direct observation of high-frequency magnetization dynamics under the DC bias

Pros and cons of both the spectrum analyzer and oscilloscope readouts can be summarized

as follows:

• To simply determine the FMR frequency and linewidth, the spectrum analyzer and

oscilloscope can be used interchangeably.

• To isolate the signal instabilities, it is beneficial to perform the real-time oscilloscope

measurements. The real-time oscilloscope suits this application better than the sam-

pling one because it captures a large number of data points in one continuous record,

which is ideal for characterization of non-stationary signals in an uncontrolled environ-

ment. As for the sampling oscilloscope, it constructs the full waveform over successive

acquisitions, thus being suitable for characterization of repeatable signals in a controlled

environment [24].

• Certain applications might require retaining the signal’s phase information, which is

accessible with an oscilloscope, but not with a spectrum analyzer.

• Using an adequate resolution bandwidth (RBW), spectrum analysis can easily distin-

guish between two spectral peaks in the frequency domain. As for the oscilloscope

measurements, they would require signal processing considerations regarding window-

ing: narrow window response provides better frequency resolution while the wider win-

dow response produces more accurate amplitude measurements [25].

• Both measurement instruments are unsuitable at a high DC bias because it likely leads

to the tunnel barrier breakdown.

A combination of AC and DC signals excites magnetization dynamics in a frequency-

selective manner (i.e., non-simultaneous excitation of selected FMR modes). Similar to

the description above, the resultant system response can be recorded in either frequency

or time domain.
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The frequency-domain measurement typically utilizes a vector network analyzer (VNA-

FMR) and thus relies on coupling between the VNA’s incident wave and the signal re-

sulting from the magnetization dynamics [26]. The unstable phase relation between mag-

netization precession and the VNA’s incident wave can make this measurement technique

inefficient for characterization of magnetization dynamics in multilayers. This problem

may be approached at the design stage by engineering the samples under test so that the

initial (equilibrium) angle between the multilayer’s adjacent magnetic moments is well-

controlled [23]. Alternatively, the VNA’s intermediate frequency bandwidth (IFBW) can

be sufficiently lowered (see Fig. 22) to reduce point-to-point variations (point-to-point

as opposed to trace-by-trace averaging(1)). This technique may also suffer from heating

effects at a high DC bias.

Fig. 4. VNA-FMR relying on coupling between the VNA’s incident wave and the signal
resulting from the magnetization dynamics

In the time domain, the magnetization dynamics can be excited by the AC and DC mixing

pulse while the resultant resistance oscillation is detected with an oscilloscope [28]. This

measurement technique reduces the influence of heating effects because it utilizes short

DC bias pulses. The main disadvantage of this measurement scheme, however, is the

low dynamic range limited by the magnetizations’ relaxation time. In this context, the

term “dynamic range” refers to the usable power range for signals of interest limited by

the system noise floor and maximum tolerable signal levels used for the excitation of

magnetization oscillations.

Magnetization dynamics are inherently nonlinear. To experimentally observe these non-

linear dynamics, however, it is often necessary to excite the system with high magnetic

fields or AC powers. In special cases, it is possible to drive the magnetic system into a

(quasi-)chaotic regime where small changes in the initial magnetization conditions lead

to vastly different dynamics [29].

A measured quantity that can be used to characterize nonlinear magnetization dynamics

(1)The IFBW is a variable filter used to reduce noise. Narrower IFBW results in additional data samples
at each frequency point. Thus, the IFBW reduction insures point-to-point averaging. In sweep-to-
sweep averaging, in turn, each data point is computed based on an exponential average of consecutive
sweeps weighted by a user-specified averaging factor [27].
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is the magnetic system’s DC response. Magnetic trilayers’ DC response has a measurable

contribution around the resonant precession frequency of the free layer due to the ST

rectification phenomenon. The physics behind this effect can be thought of as follows. The

AC signal applied to a trilayer generates a torque onto the free layer spin moment. When

the frequency of the AC excitation signal is close to the resonant precession frequency

of the free layer spin moment, the free layer spin is tilted towards either more parallel

or more anti-parallel orientation with respect to the pinned layer magnetization during

each half-cycle of the input AC signal. The difference between these two states produces

a measurable DC response [30].

Fig. 5. DC readout FMR measurement relying on the ST rectification phenomenon

The DC response can be obtained if the sample under test is excited with a combination

of the DC bias current and AC signal while the DC voltage across the sample is measured

with a voltmeter [30]. Alternatively, the DC response can be extracted by driving the

sample with a modulated AC signal and measuring the output signal using a lock-in

amplifier [31]. If the signal detected by the amplifier is in-phase with the reference signal,

the detected signal is rectified by the lock-in process. Otherwise, it is perfectly suppressed.

This maximizes the signal-to-noise ratio of the measurement.

Since nonlinear effects are involved, it is highly desired to obtain the response not only at

the DC or excitation frequency (as in the VNA-FMR) but also at harmonic components.

This can be accomplished with an NVNA (in frequency domain) and/or full-scale micro-

magnetic modeling (in time domain). These techniques are discussed in greater detail in

the subsequent chapters.

1.3 Numerical modeling of magnetization dynamics

The theory of one macrospin assumes that the magnetization vector has the same magni-

tude and direction throughout the ferromagnetic sample [29, 32, 33]. This approximation

allows the characterization and study of magnetization dynamics, including nonlinear and
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chaotic behavior, as the more complicated physics of films and nanostructures would re-

quire a numerical treatment due to the magnetization non-homogeneities throughout the

material.

The simplest macrospin approach based on the Stoner-Wohlfarth concept describes the

physics of tiny magnetic single-domain particles. Because of such treatment, there are

no domain walls and one must consider only the coherent domain rotation [32, 33]. At

T = 0 K, a single-moment particle must have an elliptical shape [33]. The particle has

a uniaxial anisotropy and is subject to an external magnetic field applied at an angle φ.

If the magnetization of the particle is at an angle θ to the direction of the external field,

the system energy is equal to

E = Ean + Eext = Kun
1 sin2 θV0 − µ0MsHext cos (θ − φ)V0, (43)

where V0 is the particle volume.

A ferromagnetic sample of a finite size has a magnetostatic energy contribution given by

µ0NijMiMj/2, where the demagnetization coefficients Nij are determined by the sample’s

shape. The magnetization M is represented by its individual moments. If we combine

the anisotropy and demagnetizing energies, we obtain

Kun
1 sin2 θV0 +

1

2
µ0

(
N⊥M

2
x +N⊥M

2
y +N‖M

2
z

)
V0, (44)

which yields [6]

[

Kun
1 +

1

2
µ0M

2
s

(
N⊥ −N‖

)
]

sin2 θV0 + const. (45)

Here, ‖ and ⊥ denote the demagnetization coefficients parallel and perpendicular to the

z-axis.

Thus, the effective anisotropy can be defined as

Keff =

[

Kun
1 +

1

2
µ0M

2
s

(
N⊥ −N‖

)
]

. (46)

The total energy of the Stoner-Wohlfarth model can be re-written as

E = Keff sin
2 θV0 − µ0MsHext cos (θ − φ)V0. (47)

16

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

At equilibrium, the magnetization points in the direction θ∗ corresponding to the en-

ergy minimum. Analytic solutions are possible for φ = 0, π/4, π/2 while the rest can be

numerically computed. For each φ of interest, one can visualize the trajectory of the mag-

netization direction that lowers the energy and the corresponding hysteresis loops. Even

a system with no irreversible effects associated with domain-wall pinning like the Stoner-

Wohlfarth model can lead to a hysteresis simply due to the presence of anisotropies [32,33].

One of the limitations of the Stoner-Wohlfarth model is the critical characteristic size

above which a single domain is no longer expected. To determine the critical particle size,

one may use the following condition: the demagnetization energy becomes equivalent to

the exchange energy, such that

1

2
µ0NijMiMj ∽

1

2
µ0M

2
sNc,

Aij
M2

s

∂Mk

∂xi

∂Mk

∂xj
∽

A

R2
c

,
(48)

where Nc is the demagnetization coefficient along the preferred axis, typically the length

of an elliptically-shaped particle. i, j, k = 1, 2, 3 while Aij is the exchange constant along

i, j directions.

Assuming that Aij ∽ A regardless of i, j, the condition above results in the following

critical radius:

Rc ∽

√

2A

µ0M2
sNc

. (49)

Under this condition, the exchange energy (arising from inhomogeneities due to spatial

variation of M) is no longer the largest contribution to the total energy [33].

Let’s review how the special case of a macrospin approximation can be applied to the

characterization of the nonlinear and chaotic magnetization dynamics. Considering an

elliptical or rectangular sample with arbitrary demagnetizing factors Nx, Ny, and Nz, we

treat the magnetizationM as a macrospin. The magnetic energy density has contributions

from the demagnetizing field, static external field H applied along the z-axis, and the RF

field h(t) = h cos (ωt) applied along the x-axis [29].

The total energy density of the sample is

ε =
1

2
µ0

(
NxM

2
x +NyM

2
y +NzM

2
z

)
− µ0MzH − µ0Mxh cos (ωt). (50)
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The demagnetizing factors add up to 1: Nx +Ny +Nz = 1 [34]. In case of a rectangular

sample, the demagnetizing field actually varies within the sample, whereas in the ellip-

tical case, the demagnetizing field is uniform throughout. If the rectangular sample is

sufficiently small, the demagnetizing factors can be evaluated either in the center of the

sample or by averaging the field over the sample volume [29].

In the absence of damping, the magnetization dynamics is given by

dM

dt
= −γ0M×

(

− 1

µ0

δε

δM

)

. (51)

Substituting Eq. (50) into (51) results in the following differential equations of the three

magnetization components:

dMx

dt
= −γ0My [H + (Ny −Nz)Mz] ,

dMy

dt
= γ0 [H + (Nx −Nz)Mz]− γ0hMz cos (ωt),

dMz

dt
= −γ0 (Nx −Ny)MxMy + γ0hMy cos (ωt).

(52)

These differential equations contain nonlinear terms involving products of the magneti-

zation components as well as of the RF field h with the magnetization components. For

small deviations of the magnetization from its equilibrium direction (i.e., assuming that

Mx ≪Mz, My ≪Mz, and Mz ∼Ms), these equations can be linearized.

When this assumption is no longer valid, Mx and My magnetization components become

comparable with Mz. This dynamic regime is characterized by large-angle magnetization

precession where the quadratic nonlinear terms in the damped equation of motion become

dominant. Above a certain threshold, the magnetization trajectory may become chaotic,

producing different trajectories because of small variations in the initial conditions.

The macrospin model can indeed be used to describe certain nonlinear magnetization

dynamics in nanoelements. It can even foresee the route to chaos via bifurcations. But

the macrospin model eventually breaks down, e.g., for larger nanoelements whose magne-

tization dynamics must be treated micromagnetically to properly capture their transition

to chaos [29].

Depending on the problem complexity, numerical treatment of magnetization processes

by means of the finite-difference (FD), finite element (FE), or other methods might allow

better understanding of the underlying physics. Compared to analytical methods, nu-
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merical ones use fewer restrictions and simplifications when it comes to complex systems,

thus offering more accurate solutions [35].

The FD method approximates the differential equations’ solutions using the finite differ-

ence equations to approximate the derivatives. First, it implies a discretization of the

computational region with a rectangular grid. Then, each derivative is approximated by

a certain discretization scheme [35].

In the FE method, the goal is to approximate the partial differential (or integral) equa-

tions. This can be done by approximating the partial differential equation with a system

of ordinary differential equations [35].

The FD and FE methods’ considerations can be summarized as follows [2, 35, 36]:

• The FD method approximates the differential equation while the FE method approxi-

mates the solution.

• The FE mesh (discretization/approximation of the computational region) is able to

handle complex geometries while the FD method is limited to flat surfaces.

• The FD method can be easily implemented in a straightforward fashion while the FE

method requires re-writing the original problem in its weak (or variational) form.

• The FD method allows the efficient evaluation of the demagnetizing energy [e.g., using

the Fast Fourier transform (FFT) methods] and accessibility of higher-order methods.

As for the FE method, its dense matrices can be approximated by the product of two

lower-rank matrices [hierarchical (H -) matrices method]. This allows for more efficient

assembly, storage, and matrix-vector multiplication.

All numerical results presented here were obtained using the FD micromagnetic package

MicroMagus. Let’s review the numerical solution of the LLG equation based on the FD

method in more detail. First, the sample is discretized into cuboids using a uniform

rectangular mesh (∆x×∆y ×∆z), and the magnetization is sampled at points (x0 + i∆x,

y0+j∆y, z0+k∆z) [2]. The maximum mesh size is defined by the so-called “micromagnetic

lengths”: exchange length lexch =
√

A/K and demagnetizing length ldemag =
√

2A/µ0M2
s [2,

37]. The exchange length is proportional to the domain wall width. It gives an estimation

of the characteristic length within which exchange interactions are dominant. Therefore,

it is expected that on a scale on the order of lexch the magnetization is spatially uniform [2].

The demagnetizing length ldemag is the width of an isolated Bloch wall and is relevant for

soft magnetic materials whose ldemag ≪ lexch [37].

MicroMagus utilizes an energy-based approach, meaning that the magnetic energy is

given primacy and is computed directly from the discretized magnetization, whereas the
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effective field is derived from the resultant energy. The energy, being an integral quantity,

has less variation than the field and is therefore easily approximated. This makes the

energy-based approach more advantageous than the field-based one where the numerical

solution to the LLG equation is found on the basis of a direct evaluation of the effective

field components [2].

As stated above in Eq. (5), the Zeeman energy in its continuous form is equal to

Eext = −µ0

∫

V

M ·Hext d
3r . (53)

Then, the FD approximation to the Zeeman energy is

Eext ≈ −µ0

∑

i

M(ri) ·Hext(ri)∆Vi, (54)

where i runs over all cells, ri is the center of the rectangular cell i, and ∆Vi is the volume

of cell i [2].

Recalling Eqs. (9) and (10), the magnetocrystalline anisotropy energy models for uniaxial

and cubic materials

Eun
an = −

∫

V

Kun
1 (m · u)2 d3r ,

Ecub
an =

∫

V

[
Kcub

1

(
α2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1

)

+Kcub
2

(
α2
1α

2
2α

2
3

)]
d3r

(55)

can be approximated as follows:

Eun
an ≈ −

∑

i

Kun
1 (ri)(m(ri) · u(ri))

2∆Vi,

Ecub
an ≈

∑

i

[
Kcub

1 (ri)
(
α

2
1(ri)α

2
2(ri) +α

2
2(ri)α

2
3(ri) +α

2
1(ri)α

2
3(ri)

)

+Kcub
2 (ri)

(
α

2
1(ri)α

2
2(ri)α

2
3(ri)

)]
∆Vi,

(56)

where u is the anisotropy axis; m, u, α [2].

By combining the constant m2 = 1 and the vector relation |∇f |2 = ∇ · (f∇f)− f∇2f ,

the exchange energy in Eq. (5) can be expressed in either of the following forms:
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Eexch =

∫

V

[
A(∇m)2

]
d3r

= −
∫

V

[

Am ·

(
∂2m

∂x2
+
∂2m

∂y2
+
∂2m

∂z2

)]

d3r .

(57)

The latter expression is somewhat easier to manipulate and is used to obtain a discrete

approximation for the exchange energy.

First, the simplest numerical approximation for the derivative operator is

∂2m

∂x2
(r) =

1

∆2
x

[m(r+∆xx̂)− 2m(r) +m(r−∆xx̂)] +O(h2). (58)

The analogous expressions for ∂2m/∂y2 and ∂2m/∂z2 lead to a seven-point approxima-

tion for the exchange energy equation involving magnetization at the point ri and its six

closest neighbors [2, 38]:

Eexch ≈ −
∑

i

∆ViA
∑

j

m(ri) · [m(ri + ǫj)−m(ri)] / |ǫj|2, (59)

where ri + ǫj, varying over j, specifies each of the six closest neighbors to ri in the

discretized mesh.

In Eq. (59), m(ri) ·m(ri) can be replaced with m2 = 1, thus making

Eexch ≈ −
∑

i

∆ViA
∑

j

[m(ri) ·m(ri + ǫj)− 1] / |ǫj|2. (60)

The magnetodipolar energy contribution in Eq. (5)

Emd = −µ0

2

∫

V

M ·Hmd d
3r (61)

can be expressed as

Emd ≈ µ0

2

∑

i,j

∆ViM
T (ri)N(ri, rj)M(rj). (62)

N(ri, rj) is the 3×3 matrix evaluated analytically assuming that the magnetization inside

each discretization cell is homogeneous [2].
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The energy-based approach is obviously convenient if the goal is to find the equilibrium

magnetization state via direct energy minimization. The choice of a minimization tech-

nique is determined by a particular micromagnetic problem depending on a type of mag-

netic material (soft versus hard), magnetization structure (localized versus extended),

geometry (bulk versus thin film), etc. Most minimization methods, however, agree on

the termination criterion based on the reduced torque. This means that the minimiza-

tion stops when a torque acting on each magnetic moment becomes smaller than a given

threshold:
∣
∣mi ×Heff

i

∣
∣ < ε. The values of ε should be small enough (e.g., 10−3–10−4)

so that no further changes in the equilibrium magnetization state are observed if smaller

ε are used. As this criterion provides information about the discretization cell’s state,

it is more sensitive than the alternative method whose termination criterion uses the

information about the total energy change [39].

Almost all magnetic systems have many configurations (metastable states) driving the

energy to minimum. Among them, there is a global minimum. Thus, there are algorithms

that search for the 1) nearest (to the initial magnetization configuration) local energy

minimum and 2) global energy minimum, which is the lowest energy minimum of the

system under study. Methods that are designed to find the global energy minimum are

quite slow and impractical for large-scale micromagnetic problems. For this reason, we

focus on finding the local quasi-equilibrium, metastable system configuration [39].

A local minimum can be found using one of the following methods [39]:

1. Apply a standard numerical minimization method (e.g., conjugate gradient).

2. Solve the LLG equation of motion for the system’s magnetization configuration.

3. Iterate until the magnetization is aligned parallel to the corresponding effective field

(i.e., equilibrium state).

Among standard numerical minimization methods, the conjugate gradient is the most

suitable one when applied to micromagnetic problems. Due to the nonlinear constraint

m2
x+m

2
y+m

2
z = 1, the standard conjugate gradient method (which is suitable only for in-

dependent variables) cannot be used. To circumvent this problem, it can be transformed

into spherical coordinates where the magnetic moment’s components are independent.

This, however, reveals a well-known numerical problem: if a magnetic moment is suffi-

ciently close to the polar axis (θ ≈ 0 or θ ≈ π), its small movements can lead to arbitrary

changes of φ. If moments do not remain sufficiently far from the polar axis, the minimiza-

tion procedure requires automatic “restarts” of the method to keep the moments away

from the polar axis, thus resulting in slow convergence [39]. Instead, one can use the mod-

ified conjugate gradient method introduced in [40]. In this work, the gradient direction

is projected onto the plane perpendicular to the magnetic moment’s local direction, thus
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ensuring the approximate conservation of the moment magnitude.

Alternatively, the equilibrium state can be found with the help of the relaxation methods

using the LLG equation of motion applied to the system’s magnetization configuration

in the effective field. The LLG equation of motion for the i-th discretization cell can be

written as:

dMi

dt
= −γMi ×Heff

i − γ
λ

Ms

Mi ×
(
Mi ×Heff

i

)
. (63)

The solution of Eq. (63) should converge to the equilibrium magnetization configuration

(energy minimum) in the limit t → ∞. This means that by solving Eq. (63) for a

sufficiently long time, we can approach the equilibrium magnetization state. As we are

not interested in simulating the magnetization dynamics, Eq. (63) can be further reduced

by omitting the Mi ×Heff
i term responsible for the magnetization precession around the

effective field:

dMi

dτ
= −λMi ×

(
Mi ×Heff

i {M}
)
, (64)

where τ = tγMs is the reduced time. {M} indicates that the effective field depends on

the entire magnetization configuration. Finally, one can solve the system of ordinary

differential equations (ODEs) by choosing one of the existing methods. However, one

must take into account the peculiarities of micromagnetic problems: 1) to assure the

solution stability (i.e., that the system energy decreases after each integration step), the

integration steps must be small; 2) due to the competition between the strong, short-

range exchange interactions and weak, long-range dipolar forces, the equation of motion

is extremely “stiff,” thus making the use of implicit methods impractical. For these

same reasons, the explicit Euler method with an adaptive step-size control proved to be

successful [39].

The underlying principle of the “alignment” methods is that to reach the equilibrium

state, it is sufficient to have all magnetic moments aligned parallel to the effective field so

that no further rotation of magnetic moments may occur. This can be achieved iteratively

by first aligning each moment along the corresponding effective fieldHeff
i . Second, we need

to re-evaluate Heff
i for the new magnetization state. Finally, the equilibrium configuration

is found if the convergence criterion has been met. To make these methods applicable

to micromagnetic problems, however, they must be modified, e.g., by introducing the

under-relaxation procedure [39].

The numerical study of magnetization dynamics, in turn, reduces to the integration of the
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corresponding LLG equation of motion. The main challenge, however, occurs in simulating

magnetization dynamics while taking into account thermal fluctuations (temperature T >

0 K). Recalling Eq. (28), thermal fluctuations can be accounted for by an additional

contribution, Hth, to the deterministic effective field Heff, thus leading to the stochastic

LLG equation of motion. Equation (28) can be further simplified by omitting Hth in the

dissipation term:

dM

dt
= −γM× (Heff +Hth)− γ

λ

Ms

M× (M×Heff) . (65)

The corresponding thermal fluctuation field in the dissipation term must be accounted

for by proper re-scaling the fluctuation power [7, 39].

The numerical treatment of Eq. (65) can by no means be performed the same way as

with ODEs. To demonstrate this, let’s review the simplest analogous problem—motion

of small particles in a viscous medium:

ẋ =
1

η
Fdet(t) + a(x, t)ξL(t), (66)

where η is the friction coefficient, Fdet is a deterministic force, and ξL is the random (or

Langevin) force. ξL(t) is usually assumed to be a random Gaussian variable with the

following statistical properties:

〈ξ(t)〉 = 0,

〈ξ(0), ξ(t)〉 = 2Dδ(t),
(67)

where the fluctuation power D ∼ T . a(x, t) shows that the noise characteristics can be

both coordinate- and time-dependent [7, 39].

If we were to integrate Eq. (66) as an ODE,

W (t) =

∫ t

0

ξ(t′) dt′ , (68)

the result would represent a random process since the integrand is a random variable.

W (t) is the standard Wiener process (also known as Brownian motion) and is not dif-

ferentiable: [W (t+∆t)−W (t)]/∆t almost certainly diverges at the limit ∆t → 0. Because the

derivative of W (t) does not exist, this problem cannot be treated as an ODE.
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Instead, we can re-write the product ξ(t) dt as the differential of the Wiener process and

define the corresponding integral

I =

∫

a(x, t) dW (t) (69)

as the Riemann-Stieltjes integral of the approximating sum:

I = lim
n→∞

n∑

i=1

a(x(τi), τi)∆W (∆ti)

= lim
n→∞

n∑

i=1

a(x(τi), τi) [W (ti)−W (ti−1)] ,

(70)

where τi is in the i-th sub-interval [ti−1, ti] [7, 39].

Now, the problem is to define the limit and, specifically, choose the intermediate points

τi. In Itô calculus, τi coincides with the leftmost point of the interval: τi = tti−1
. The

Stratonovich integral defines τi in the middle of the interval: τi = (ti−1+ti)/2. The choice

of the intermediate points τi becomes critical if the noise in the stochastic equation is

multiplicative as the two standard choices (Itô versus Stratonovich) lead to different

solutions.

In Eq. (65), the noise is multiplicative and is found in the cross product of the random

thermal field and magnetic moments. Thus, it is only logical to suggest the Stratonovich

interpretation to solve the stochastic LLG. Numerically, different integration schemes

naturally converge to different stochastic integrals. If the magnetization magnitude is

preserved, however, the two treatments of the stochastic equation are equivalent [7, 39].

Finally, it is worth mentioning the necessity of an adaptive step-size control. The basic

idea is to reduce the step-size if the error exceeds the respective tolerance. It is required

to achieve a fixed solution accuracy at a minimum computational cost [7, 39].
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2 Read head system

This thesis presents a study of magnetization dynamics in MgO-based magnetic tunnel

junctions (MTJs) that were designed to perform the read function in modern hard disk

drives. This fact is emphasized so that the reader understands the challenges associated

with the characterization and micromagnetic modeling of production samples coming

from the presence of extrinsic device components (i.e., magnetic shields, parallel resistor,

sputtered and plated leads) and the insufficiency of the information about the samples.

These challenges are discussed in more detail in the subsequent sections.

2.1 Magnetic read sensors(2)

The magnetic head is an essential part of modern hard disk drives and consists of the

writer and reader. It is integrated into the head slider flying a few nanometers over the

recording media (Fig. 6). The writer records the information on the media’s recording

layer when an alternating current is supplied to the write coil. In the small area adjacent

to the recording layer, the main recording pole generates a high magnetic field (1.2–2 T)

that produces magnetization transitions. A soft underlayer guides the write field flux

through the recording layer back to the write head’s return pole [42].

Fig. 6. Schematic of the perpendicular magnetic recording process

The reader, in turn, senses the magnetization transitions between the recorded “up” or

“down” bits. Presently, reader paths consist of the tunnel magnetoresistance (TMR)

sensor, electrically conductive shields, and the connecting leads that bridge the pads with

the shields (Fig. 7). The shields should be sufficiently large to isolate the TMR sensor

(2)The results of this section are published in part in [41].
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from the field from adjacent bits and large writer fields. The parallel resistor width and

length are chosen so that it has a resistance ranging from 1.5 to 3 kΩ. The parallel resistor

in this system is required to reduce TMR resistance variations. The shunt resistors are

electrically connected to the leads made of sputtered material (e.g., gold) and the ground

pad. Typical values of the shunt resistors are from 20 to 25 kΩ. These resistors also

provide electrostatic discharge (ESD) protection during wafer fabrication. Current TMR

read heads have reader resistance ranging from 300 to 2000 Ω. TMR resistance varies

linearly depending on magnetic flux from the media.

Fig. 7. Reader path: 1—TMR sensor, 2—magnetic shields, 3—sputtered leads, 4—parallel
resistor, 5—shunt resistor, 6—ground pad, 7—plated leads, 8—pads

We characterized the read head system’s radio frequency (RF) performance with a vec-

tor network analyzer (VNA). A VNA is intended to measure ratios of the incident and

reflected traveling waves’ (A1 and B1, respectively) magnitude and phase at the excita-

tion frequency. For a 1-port device, the relationship between A1 and B1 waves can be

expressed as follows:

B1(ω) = S11(ω)A1(ω), (71)

where S11(ω) are the 1-port S-parameters, or scattering parameters. They properly de-

scribe the device’s response to a small-signal stimulus, for which it can be approximated

as linear around a fixed DC, or static, operating point.

The 50 Ω-referenced S11 and input impedance Z11 are related as follows:

Z11 = Z0

(
1 + S11

1− S11

)

, (72)

where Z0 is the 50-Ω system impedance [43].
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We compared the electromagnetic (EM) and equivalent circuit (Fig. 8a) reader simulations

with the VNA measurements. Figure 8b shows the bandwidth reduction due to the RC

roll-off characteristic coming from the parallel resistor and shield-to-shield capacitance.

(a) Reader equivalent circuit [44]: R2 is the
parallel resistor, R1 and R3 are the shunt re-
sistors, and C is the shield capacitance. R+
and R− are the probe pads. The schematic
shows typical values.

(b) Measured input impedance seen between
R+ and R−. The EM model is a CST FE
model of the read head. The equivalent circuit
is a Keysight ADS lumped element model as
shown in (a).

Fig. 8. Measured and simulated RF performance of the read head system

While the EM and equivalent circuit reader models treat the TMR sensor as a simple

750-Ω resistor, its composition and principle of operation are much more complex than

those of a simple resistor. A simplified stack of modern hard disk drives’ single free layer

(SFL) TMR sensors (Fig. 9a) consists of several layers comprising a single structure: free

layer (FL), pinned layer (PL), and the antiferromagnetic (AFM) layer. The AFM layer

fixes the PL’s magnetization orientation via exchange coupling. The PL usually consists

of two layers separated by a Ru layer coupling them antiferromagnetically. This reduces

the stray field from the PL onto the FL. The Side Bias field sets the FL orthogonal to the

PL, the most sensitive point. The stack’s shape is tapered to ensure the PL’s sufficient

pinning. The PL is usually assumed to be perfectly pinned while the FL, separated from

the PL by a thin MgO barrier, moves in response to the field from the magnetic media.

Device resistance is proportional to the change in the relative orientation of the FL and

PL [45].

One of the ways to decrease the read gap (distance between the top and bottom magnetic

shields) is to make the AFM layer thinner. If the AFM IrMn layer is too thin, however,

its grains become thermally unstable [46]. This renders the magnetization direction of

the PL insufficiently pinned as well as increases the low-frequency (1/f) noise. In a dual
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free layer (DFL) sensor (Fig. 9b), the two coupled FLs are biased with the compound

Side Bias and hard Rear Bias. To keep the FLs in the orthogonal configuration, the Rear

Bias pulls the FLs towards the in-plane hard axis and the Side Bias magnets bias them in

opposite directions [47]. Thus, the DFL sensor provides an opportunity to eliminate the

AFM layer, thus enabling a thinner gap and reducing the low-frequency noise [48, 49].

(a) (b)

Fig. 9. Cut views of the (a) SFL and (b) DFL sensors. The right Side Bias and top/bottom
shields are not shown. The top/bottom shields are located in +/−z directions and de-
signed, e.g., to absorb the stray magnetic field from adjacent bits.

For the most part, this manuscript is devoted to the characterization and micromagnetic

modeling of the SFL sensors’ magnetization dynamics. Whenever possible, however, their

performance is contrasted to that of the DFL sensors.

2.2 Ferromagnetic resonance frequencies(3)

Even though it is frequently assumed that the PL is fixed, it is actually pinned by a finite

effective field. Room-temperature thermal fluctuations result in random magnetization

dynamics of both the FL and PL, which can be quantified by their ferromagnetic resonance

(FMR) modes [13]. Typical FMR frequencies of the FL and PL are in the range of several

gigahertz (Fig. 10a).

In the DFL sensor, the in-phase and out-of-phase uniform oscillations of both the FL1

and FL2 produce the lower-frequency acoustic and optical modes (Fig. 10b). If the two

FLs are identical, the acoustic mode can be completely suppressed.

To recover the non-uniform modes, it is important to take into account the composite

structure of each FL and the corresponding coupling strengths (Fig. 11). There are

two reasons for composite structure of each FL: layers on both sides of the barrier have

higher saturation magnetization Ms to enhance the TMR, while the low Ms layers make

(3)The results of this section are published in part in [50].
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(a) (b)

Fig. 10. Exemplary spectra produced by the (a) FL and PL magnetization fluctuations
and (b) in-phase and out-of-phase movement of the two FLs

FLs softer [51, 52]. The high and low Ms layers can rotate both in-phase and out-of-

phase at high frequencies (intralayer modes). The higher-frequency acoustic and optical

non-uniform modes exhibit “buckling” motion. It is interesting to note that the optical

“buckling” mode does not significantly contribute to the total spectral density as its phase

cancels out in the stripe height (SH) direction (y-axis) [50].

Fig. 11. Fig. 9b assumes monolithic FLs. In reality, each FL is a composite structure.

When under excitation, the spin-torque (ST) effect influences the thermal magnetization

fluctuations and is taken into account by the two ST terms [recall Eq. (31)]. As mentioned

in Section 1.1, contributions of both terms can be directly seen in the FMR spectrum:

the damping-like term affects the resonance’s linewidth and amplitude while the field-like

term shifts the resonant frequency [12].

The subsequent sections focus on FMR characterization and micromagnetic modeling of

magnetization dynamics resulting from both thermal and ST contributions.
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2.3 Tunnel magnetoresistance effect

The TMR effect is a change in the MTJ’s electrical resistance with the relative orientation

of the MTJ’s magnetic layers usually set by an external magnetic field. The fundamental

theory of tunneling through an MgO barrier can be found in [53].

The TMR effect can be described with a different level of complexity. The simplest models

are based on the semiclassical approximation and often used for analysis of the tunneling

I-V curves. These models, however, fail to describe the TMR itself as they do not account

for changes associated with the magnetization configuration. Quantitative understanding

of TMR, in turn, requires sophisticated calculations based on relativistic electronic band

structure [54] and is beyond the scope of this work.

In this work, we use the qualitative description of the TMR’s angular dependence between

the two continuously varying magnetization vectors, m1 and m2 [55]:

R =
1

G
=

R⊥

1 + ∆TMR

2
cos θ

, (73)

where R⊥ is the sensor resistance at the orthogonal magnetization state, ∆TMR is the TMR

ratio. The cosine of the angle θ is defined between the adjacent layers’ magnetizations:

cos θ = m1 ·m2.

Equation (73) is different from the generally used formulations describing a linear variation

of the MTJ’s resistance with cos θ, which appears to be valid only for small values of

TMR [55].

2.4 Summary

In this chapter, we presented the various levels of complexity of the devices under in-

vestigation. On the system level, we described the read head function in the recording

process. On the device level, we elaborated on the state-of-the-art reader path. Finally,

we depicted the MgO-based MTJ embedded in the reader path. We characterized the

devices’ RF performance by their measured input impedance. Then, we presented the

characterization of the MTJs’ magnetization dynamics via ferromagnetic resonance.
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3 Direct observation of high-frequency magnetization

dynamics under DC bias

As discussed in Section 1.2, high-frequency magnetization dynamics translate into resis-

tance oscillations due to the giant or tunnel magnetoresistance (GMR or TMR, respec-

tively) effect and can be characterized using standard electrical measurement techniques.

In Fig. 3, the input AC signal may have two distinct regimes. If the DC-driven spin-

torque (ST) effect is small, then the “Measurement Instrument” senses thermally-excited

magnetization fluctuations (often referred to as “magnetic noise”). In this case, the

resultant AC signal originates due to fluctuations of both the free and pinned layer (FL

and PL, respectively) movements at angles large enough to produce measurable precession.

Alternatively, if the DC-driven ST exceeds the damping torque, then ST can coherently

excite stable steady-state magnetization precession at ferromagnetic resonance (FMR)

frequencies [56].

In Section 1.2, we also discussed the advantages and disadvantages of analyzing the sought

after electrical event as a function of time or frequency. In the frequency domain, we can

use a spectrum analyzer to better determine the signal’s harmonic content. In the time

domain, we can use an oscilloscope to view the signal’s time-dependent, instantaneous

value. This chapter is devoted to specific examples of the spectrum and waveform analysis

applied to signals originating from magnetization dynamics.

3.1 Spectrum analysis in frequency domain(4)

This section focuses on the spectrum-analyzer-based FMR characterization of magnetiza-

tion dynamics in magnetic read heads. The power spectra presented below were obtained

under various DC bias levels (current or voltage) and normalized with respect to the data

obtained at zero DC bias. This normalization compensated for irregularities of the com-

ponents used in the measurement setup and “ripples” arising from mismatched interfaces,

thus isolating the performance of the device under test (DUT).

Figure 12 shows the power spectra of a 30× 35 nm2 single free layer (SFL) tunnel junc-

tion read head at different values of the DC bias current. Its resistance-area product and

TMR ratio are 0.4 Ωµm2 and 90%, respectively. The spectrum-analyzer-based FMR mea-

surement technique successfully revealed the expected FL and PL FMR modes (Fig. 10a)

arising from high-frequency magnetization dynamics.

(4)The results of this section are published in part in [50] and presented at [57].
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Fig. 12. Power spectra of an SFL tunnel
junction read head obtained for different
DC bias currents. The inset shows the
quadratic growth of the FL peak ampli-
tude with the DC bias current. Positive DC
bias (solid line) corresponds to the electron
flow from the PL to FL. Agilent E4446A
spectrum analyzer’s resolution bandwidth
(RBW) was set to 51 kHz.

Fig. 13. Qualitatively different power spec-
tra of an SFL tunnel junction read head
obtained for opposite DC bias currents. At
+500 µA, the FL peak transitions to the
nonlinear regime via foldover. This sample
is different from the one in Fig. 12, hence
the difference in the FL and PL FMR fre-
quencies. The spectrum analyzer’s RBW
was set to 100 kHz.

In the previous works, this measurement technique was used to quantify, e.g., thermally-

excited magnetic noise in tunnel junction read heads [22] as well as the ST-driven FMR

excitation in Co/Cu/Co-layered nanostructures [21]. The latter manifests itself in the

asymmetry of the FMR peaks with respect to the DC bias polarity because the effects

of spin-polarized current are expected to be asymmetric with respect to the polarity of

the DC bias. In [21], Kiselev et al. used the evolution of spectral lines to study the

transition from the small-amplitude precession to the large-amplitude dynamic regime.

At a threshold bias current, the FMR peaks started growing by two orders of magnitude

along with an abrupt shift in FMR frequencies.

In Fig. 12, the power spectra acquired for opposite DC bias currents (solid and dashed

lines) do not exhibit any qualitative difference, thus allowing us to attribute these FMR

peaks to thermally-excited magnetization fluctuations of both the FL and PL. To state

this quantitatively requires an analysis of the measurement uncertainty. Such analysis,

however, is beyond the scope of this work. As in the published works, we also observe

qualitative differences in the read heads’ power spectra obtained at a higher DC bias

current of the opposite polarities. At +500 µA DC bias current, the FL peak exhibits an

abrupt increase, broadening, red shift, and transition to the nonlinear regime via foldover

(Fig. 13). Figure 12, in turn, shows the monotonic, quadratic growth of the FL peak

amplitude with an increasing absolute value of the DC bias current.
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(a) trapezoidal junction (b) vertical junction

Fig. 14. DFL read heads’ FMR modes: (1) in-phase, uniform a.k.a. “acoustic”; (2) out-
of-phase, uniform a.k.a. “optical”; (3) in-phase, non-uniform. The spectrum analyzer’s
RBW was set to 100 kHz.

Concerning DFL sensors, their power spectra shown in Fig. 14 are counterintuitive to

our initial supposition expressed in Section 2.2: if the two FLs are identical, the uniform

acoustic mode [labeled as (1) in Fig. 14] can be completely suppressed. Specifically, Fig. 14

shows that compared to DFL sensors with a vertical junction, sensors with a trapezoidal

junction typically (for a population of 22 characterized samples with both trapezoidal and

vertical junctions) exhibit a suppressed uniform acoustic mode. A suppressed acoustic

mode would translate into lower “tails” of this mode and, subsequently, lower magnetic

(a) model (b) experiment

Fig. 15. Higher-order symmetry modes manipulated by a permanent magnet’s field ap-
plied along the y-axis: − +35 mT; − 0 mT; − −35 mT. (a) The simulated amplitude
spectral density (ASD) acquired through a full 3-D micromagnetic simulation of the DFL’s
lossless excitation eigenmodes [58, 59]. (b) The power spectrum obtained under the DC
bias voltage of +500 mV. To recover the higher-order symmetry modes, the spectrum
analyzer’s RBW was reduced to 10 kHz (inset) while the full spectrum is obtained at
RBW of 30 kHz.
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noise contribution within the reader bandwidth of up to 1 GHz. Thus, the spectrum

analyzer readout in conjunction with the DC excitation can be effectively used to evaluate

the noise performance of different read head designs.

In contrast with previous works [47,48], we used the spectrum analyzer FMR characteri-

zation to reveal not only the the DFL’s higher-frequency acoustic and optical non-uniform

modes but also the still-higher-frequency modes above the 15–20 GHz range (Fig. 15).

Through an analysis of the stack’s amplitude spectral density (ASD), these were identi-

fied as being higher-order “buckling” modes having a non-uniform motion along both y-

and x-axis (Fig. 16). These modes are shown to be sensitive to an applied field along

the y-axis modifying the bias FLs equilibrium magnetization configuration. Due to the

presence of magnetic shields and bias magnets (Figs. 7 and 9), production samples are

least suited for FMR characterization with an applied magnetic field. The shields would

distort the external field such that one is unable to control the relative orientation of

the FLs to the degree required for such studies. Nevertheless, Figs. 15a and 15b seem

to qualitatively agree, thus allowing us to make a statement about the origin of these

still-higher-frequency modes.

(a) (b)

Fig. 16. The micromagnetic simulation showed that the (a) lower and (b) upper higher-
order non-uniform modes are complex four-fold symmetry modes [57].

Finally, the absence of any large peaks (or “tails”) within (or extending to) the measured

30 GHz window allowed us to conclude that the intralayer couplings on the low/high Ms

interfaces must be stronger than 2–3 erg/cm2(5), indicating good ferromagnetic coupling

at these interfaces (Fig. 17).

(5)where 1 erg/cm
2
= 10−3 J/m

2
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Fig. 17. Simulated ASD curves obtained for different intralayer couplings. Higher in-
tralayer coupling strengths push intralayer modes to higher frequencies. Interfacial cou-
pling strength between the low and high Ms layers (fig. 11) within each FL must be
stronger than 2–3 erg/cm2.

3.2 Waveform analysis in time domain(6)

Krivorotov et al. made a convincing case on how a sampling oscilloscope can be used to

capture the ST-induced time-dependent magnetization dynamics, including transients [23].

This measurement technique might be useful in the development of practical spintronics-

based devices as it allows a direct observation of, e.g., the ST-driven magnetization re-

versal. We would like to emphasize some important details that accompanied this study.

First, to obtain the desired signal-to-noise ratio (SNR), the authors used trace averaging

over multiple (e.g., 2 × 104) measurements. This implies that the acquired measure-

ments were phase-coherent, which was accomplished at the design stage by engineering

the samples to have a well-controlled initial (equilibrium) angle between the FL and PL

magnetic moments. Second, to minimize the random phase, the authors worked at low

temperatures (≤ 40 K) using a temperature-controlled probe station.

The read head samples in our possession did not allow for adequate control over the

initial angle between the FL and PL magnetic moments. Moreover, the read heads’ time-

domain performance in an uncontrolled environment would be of more interest because

it can clarify the question of their reliability. As discussed in Section 1.2, the sampling

oscilloscope used in [23] requires a repetitive waveform. To capture one-time temperature-

or ST-induced instabilities in magnetization dynamics would require a real-time oscillo-

scope. These instabilities can be thought of as the evolution of the FMR spectral lines

over time.

As illustrated in Fig. 18, an equivalent-time sampling oscilloscope triggers and samples

differently than a real-time oscilloscope. The real-time oscilloscope does not require an

(6)The results of this section are presented in part at [60].
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explicit trigger whose main task is to provide a horizontal time reference point for the

incoming data. The scope samples the amplitude of the input waveform, stores that value

in memory, and continues to the next sample as shown in Fig. 18b. The equivalent-time

sampling scope does need an explicit trigger in order to operate, and this trigger must be

synchronized with the input data. The sampling works as follows. A trigger event initiates

the acquisition of the first sample. Then, the scope re-arms and waits for another trigger

event. The next trigger event initiates the second acquisition and adds a small delay

before sampling the second data point. This process is repeated until the entire waveform

is acquired as illustrated in Fig. 18a. Comprehensive application notes elaborating on the

difference between an equivalent-time sampling oscilloscope and a real-time oscilloscope

can be found in [24, 61].

(a) (b)

Fig. 18. Waveform acquisition using a (a) sampling or (b) real-time oscilloscope

The experimental waveforms were acquired with a Keysight DSO91204A oscilloscope lim-

ited by 1 Gpts memory and 40 GSa/s sample rate. Then, an exemplary waveform was

analyzed via the short-time Fourier transform (STFT) technique(7), which is one of the

simplest time-frequency analysis techniques. In practice, the STFT is implemented as a

sliding window and can be thought of as a spectral representation of an input signal at a

given time; it can also be viewed as a function of time for each frequency.

The STFT of the signal x[n] is defined as [62]

Ẋ[k, l] ,
1

M

M∑

m=1

w[m]x[m+ lH]e−j2π
mk
M , (74)

where k ∈ {1, ...,M} is the index of a frequency bin, l ∈ N is the frame index, m ∈
{1, ...,M} is the local time index (i.e., index relative to the beginning of the sliding

(7)STFT routine used in this work: https://www.mathworks.com/matlabcentral/fileexchange/
45197-short-time-fourier-transform-stft-with-matlab

37

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

window), w[m] is the window function, M ∈ N is the window length, and H ∈ N is the

hop size (i.e., the time advance, expressed in samples, from one signal frame to the next).

The term Ẋ[k, l] corresponds to the signal’s local time-frequency behavior around the

time index lH and the frequency bin k. If the sampling frequency is denoted as fs, the

above-mentioned indices correspond to the continuous time t = lH/fs and linear frequency

f = kfs/K, where K is the the discrete Fourier transform size. Finally, the magnitude

squared of the STFT yields the spectrogram [62–64].

The spectrogram’s fragment in Fig. 19a was obtained with the following signal process-

ing considerations. The time-frequency analysis’ properties are a matter of resolution.

In this context, resolution denotes the ability to distinguish between two spectral peaks

(in the frequency domain) or instability events (in the time domain). Since we used

the STFT, our main variable is the window function, which should provide a sufficient

frequency and time resolution as well as adequate amplitude resolution (optimizing fre-

quency resolution comes at the expense of time resolution and vice versa). In the present

study, we used the Blackman window, which has a small time-bandwidth product, strong

side-lobes attenuation of approximately −60 dB (important for the amplitude resolution),

and medium main-lobe width (important for the frequency resolution) [25]. Finally, the

window length should be equivalent to the time during which the recorded signal can be

considered stationary. For most applications, the recommended number of overlapped

samples is 50–75% of the window length [62–66].

(a) (b)

Fig. 19. (a) Spectrogram of the measured waveform and (b) its cross-sections at a given
time indicating the FL mode instability. The measurement was performed on a short
stripe height (reduced y-axis length) read sensor at +600 µA DC bias current.

In the spectrogram, we discovered time instances when the FL mode broadens, increases

in amplitude, and shifts over frequency. To track fast time variations in the FL mode, we
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sacrificed frequency resolution. Nevertheless, the spectral cross-sections (Fig. 19b) plotted

at 19.046 and 19.520 µs resolved the frequency shift between the two time instances of

around 0.464 GHz. Appendix A describes the signal processing procedure that was used

to obtain the measurements in Fig. 19.

We suggest the following reasons for such evolution of the FL FMR mode over time:

1) DC-driven transition to the nonlinear regime; 2) appearance of another mode, whose

frequency is accidentally close to the FL FMR frequency but has a qualitatively different

spatial location of the oscillation power; 3) switching between the FL’s two metastable

“S” states. The DC-driven transition to the nonlinear regime, however, usually appears

as a systematic FL FMR frequency shift with an increasing absolute value of the DC bias

and might eventually result in the FL mode foldover (Fig. 13). In contrast, FL mode’s

frequency “jumps” over time shown in Fig. 19a resemble an interaction of two coupled

sub-systems (i.e., modes) appearing as the FL mode splitting, thus making suppositions

2) and 3) more probable.

3.3 Summary

The two measurement techniques (spectrum analysis in frequency domain and waveform

analysis in time domain) discussed in this chapter were already standardized for elec-

trical characterization of the FMR in multilayers. In this work, we demonstrated that

these techniques can still be used to uncover new physical phenomena. We utilized the

spectrum-analyzer-based FMR to study the magnetic coupling in DFL sensors. Using

this technique, we identified that higher couplings on the low/highMs interfaces push the

intralayer modes to higher frequencies, which is an indirect measure of the ferromagnetic

coupling strength at these interfaces. Furthermore, we used the real-time oscilloscope to

quantify instabilities in the FMR spectral lines, which may contribute to the read sensors’

low-frequency magnetoresistance noise.
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4 Coupling between the AC excitation signal and

magnetization precession

The objective of this chapter is to gain more insight into the magnetic tunnel junctions’

(MTJs’) magnetization dynamics driven by a combination of AC and DC signals. The re-

sultant signals of interest are naturally weak. Due to the broadband nature of the analyzer

used in electrical ferromagnetic resonance (FMR) measurements, the detectable signal lev-

els are limited by the intrinsic noise of the instrumentation. Earlier FMR measurements

demonstrated that frequency-domain characterizations can overcome measurement limita-

tions caused by the instrument’s design. Firstly, the spectrum analyzer performs filtering,

which enables accurate measurements of weak signals in the presence of relatively strong

excitation signals. Secondly, the spectrum analyzer also allows the detection of transient

signals that do not have a stable phase relation with the excitation signal. Meanwhile,

the linear vector network analyzer (VNA) requires synchronization between drive and re-

sponse signals. The “noise floor” investigated in Section 4.2 covers a frequency band that

intentionally excludes the drive frequency, thus not requiring the drive and observation

frequency to be the same or to have linear phase relation over time.

4.1 Vector network analysis in frequency domain

In Section 2.1, we demonstrated that a VNA can be used to characterized the read head

system as a whole. The resultant S-parameters, or scattering parameters, revealed the

system’s RC roll-off characteristic coming from the parallel resistor and shield-to-shield

capacitance (Fig. 8). The change in the tunnel magnetoresistance (TMR) sensor’s com-

plex impedance at FMR frequencies before and after applying the DC bias can also be

detected with the VNA. In [22], Synogatch et al. presented the vector network analyzer-

based ferromagnetic resonance (VNA-FMR) measurements of MTJ heads and contrasted

the results to the FMR spectra obtained with the spectrum analyzer as described in Sec-

tion 3.1. In the subsequent work by Xue et al., the authors used the VNA to quantitatively

measure the bias dependence of spin-torque (ST) in MTJs [26].

To understand how the FMR modes couple to the VNA’s incident wave, let us first briefly

review the fundamentals of vector network analysis [43]. As was mentioned in Section 2.1,

the VNA uses the so-called “wave” quantities. The incident wave A1 propagates from the

analyzer to the device under test (DUT), while the reflected waveB1 travels in the opposite

direction from the DUT back to the analyzer (Fig. 20a).

Voltage and current V1 and I1 recovered from the wave variables are
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(a) (b)

Fig. 20. Wave quantities and S-parameters: (a) one-port device with incident and reflected
waves and (b) signals A1 and B1

V1 =
√

Z0(A1 +B1),

I1 =
1√
Z0

(A1 − B1).
(75)

Wave variables A1 and B1, in turn, can be written as linear combinations of V1 and I1 at

Port 1:

A1 =
1

2
√
Z0

(V1 + Z0I1),

B1 =
1

2
√
Z0

(V1 − Z0I1),
(76)

where A1, B1, V1, and I1 can be considered the root-mean-square (RMS) vectors(8).

The time-dependent sinusoidal voltage signal at Port 1 is equal to

v1(t) = Re
{

V
(pk)
1 ejωt

}

, (77)

where V
(pk)
1 is the peak value.

Then, the time-dependent “wave” quantities are

v1(t) =
√

Z0(a1(t) + b1(t)),

i1(t) =
1√
Z0

(a1(t)− b1(t)).
(78)

In the frequency domain, we obtain

(8)For a real signal s(t) = Re
{
Sejωt

}
with a complex amplitude S = S(r)ejφ (where S(r) denotes the real

amplitude), the complex amplitude’s RMS value is S(RMS) = S/
√
2. Here, its vector representation is

called the “RMS vector” [67].

41

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

V1(ω) =
√

Z0(A1(ω) + B1(ω)),

I1(ω) =
1√
Z0

(A1(ω)− B1(ω)),
(79)

and

A1(ω) =
1

2
√
Z0

(V1(ω) + Z0I1(ω)),

B1(ω) =
1

2
√
Z0

(V1(ω)− Z0I1(ω)).
(80)

If the described system is linear, then the relationship between the phasor representation

of the incident and reflected waves yields Eq. (71). Thus, coupling between the VNA’s

incident wave and magnetization precession translates into the amplitude ratio and phase

difference between the two wave quantities A1 and B1. The magnitude of S11 corresponds

to the amplitude ratio of A1 and B1, while the phase of S11 corresponds to the phase

difference between A1 and B1 (Fig. 20b).

S-parameters are defined with the condition that the DUT behaves as a linear system.

When the DUT behaves linearly relative to the applied port power, S-parameters are

independent from the port power level [68]. If S-parameters change significantly with

varying port power levels as in [22], the DUT can be said to be operating nonlinearly,

negating the validity of S-parameters. In [26], Xue et al. verified that their device linearly

translates the input to the output (as expected in the linear regime), thus resulting in the

simulated magnetization precession angles of < 3◦.

In Fig. 21, we experimentally found the highest port power level, −10 dBm at ±150 mV

operating DC bias voltage, that should be applied to magnetic read heads while still

assuring their linear behavior. Port powers significantly below this level should be avoided,

but for a different reason. Sufficient power levels ensure high dynamic range, which is the

difference between the measured power level and the noise floor [68].

Note that the VNA-FMR measurements in Fig. 21 differ from the thermal noise ferromag-

netic resonance (T-FMR) power spectra in Fig. 12. Specifically, contrary to the power

spectra, the VNA-FMR measurements acquired for opposite DC bias voltages are qual-

itatively different: FL “peak” at +150 mV versus FL “dip-peak” at −150 mV. Most

importantly, Figs. 12 and 21 represent different physical quantities. A power spectrum

is the distribution with frequency of the power content of the signal [69]. Meanwhile, by

measuring the amplitude ratio and phase difference between A1 and B1 as a function of

the excitation frequency, the VNA shows a frequency response [70]. Also, in contrast to

the spectrum analyzer, the VNA provides the phase information (discussed below).
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(a) (b)

Fig. 21. VNA measurements of two different samples obtained with a Keysight N5230C
at 50 Hz intermediate frequency bandwidth (IFBW) and different port power levels for
(a) +150 mV and (b) −150 mV DC bias voltage. Positive DC bias corresponds to the
electron flow from the pinned layer (PL) to free layer (FL).

The measurement dynamic range can be improved not only by increasing the port power

but also by decreasing the VNA’s intermediate frequency bandwidth (IFBW) or by trace

averaging [27]. As mentioned in Sections 1.2 and 3.2, we cannot sufficiently control the

initial (equilibrium) angle between the read sensors’ free layer (FL) and pinned layer

(PL2) magnetic moments. As a result, the phase between magnetization precession and

the VNA’s incident wave is unstable. Thus, trace averaging can lead to the loss of small

FMR signals in averaging while the IFBW must be sufficiently lowered to retrieve the

sought after FMR modes. In Fig. 22, we fail to recover the FL’s “dip-peak” feature if the

IFBW exceeds 10 kHz.

Fig. 22. VNA measurements obtained at −10 dBm port power and −150 mV DC bias
voltage for different IFBWs. The number in parentheses is the corresponding sweep time.

Unfortunately, any change in the IFBW also influences the sweep time (number in paren-

theses in Fig. 22). Sweep time specifies the time the VNA requires to collect data for one

measurement sweep. For small IFBWs, these two quantities are inversely proportional:
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if the number of measurement points is the same, doubling the IFBW cuts the sweep

time in half. For large IFBWs, however, other settings (e.g., constants for the phase lock

loops) become predominant [43].

De-embedding is intended to remove the effect of the extrinsic device components (i.e.,

magnetic shields, parallel resistor, sputtered and plated leads as well as contact pads)

and move the reference plane from the contact pads to the MTJ itself (Fig. 7). At the

early stage of this work, we did not perform de-embedding and recovered the FMR modes

from the VNA measurements by plotting the relative impedance change between select

non-zero and zero DC bias levels. Thus, “Rel. ∆Z11” in Figs. 21 and 22 is defined as

|Z(ω)− Z0(ω)|/|Z0(ω)|. In practice, the large RC time constant coming from the parallel

resistor and shield-to-shield capacitance masks the MTJ’s magnetization dynamics, thus

requiring de-embedding. To plot S11 and Z11 in Fig. 23, we did perform de-embedding

based on the one-port error model [71].

(a) (b)

(c) (d)

Fig. 23. VNA measurements obtained with a Keysight N5247A at 500 Hz IFBW and −10
dBm port power for (a), (c) positive and (b), (d) negative DC bias voltage polarity.

For positive VDC, S11 shows only one resonant circle corresponding to a peak on the

Z11 versus frequency plot. In contrast, for negative VDC, there are two resonant circles

corresponding to the dip-peak scenario. At VDC ≥ +100 mV, there is a resonant circle

offset from the center, which may be related to the peak shape becoming more asymmetric.
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For negative values of VDC ≥ −150 mV, there is only one resonant circle indicating a

symmetric dip on the Z11 versus frequency plot. Lastly, there is a phase shift of about

90◦ between the positive and negative VDC scenarios. Appendix B is a useful reference for

understanding how to interpret resonant modes mapped onto the complex plane.

Synogatch et al. reported similar observations of the S11 asymmetry with respect to

polarity of the DC bias current and field [22]. The authors suggested the following reasons

for the peak-to-dip transformation: 1) Current flowing through the MTJ head creates an

approximately circular, in-plane magnetic field at the edges of the device. Therefore,

the abovementioned asymmetry with respect to the DC bias current polarity can be

attributed to whether this field is parallel or anti-parallel to the FL magnetization at the

edges due to the asymmetry of the Oersted field relative to the MTJ. 2) Changes in the

FL FMR response can be related to switching between its magnetic states. 3) Effects

of the spin-polarized current are also asymmetric with respect to the DC bias current

polarity.

Sankey et al. observed both types of asymmetries using an alternative FMR measurement

technique utilizing the same excitation but different readout mechanism (see Section 5.1

for more detail). In [31], the authors reported the FMR lineshape evolution (from peak to

dip-peak) with respect to the absolute value of the DC bias current. In [72], the authors

observed strong dependence of the FMR lineshape on the DC bias current polarity. The

authors attributed the asymmetric Fano shape to the phase difference between the AC

excitation signal and the DC-driven magnetization precession.

In our experiments, the resultant VNA measurements also indicate two types of asym-

metries in the FL FMR lineshape: 1) peak- versus dip-shaped FL mode with respect to

the DC bias voltage polarity and 2) transition from symmetric to asymmetric Lorentzian

with increasing absolute value of the DC bias voltage. The first observation coincides

with the 90-degree phase shift, thus supporting the supposition expressed in [72]. The

second observation, in turn, may be attributed to the FMR response transitioning to the

nonlinear regime.

4.2 Strong coupling between the AC excitation signal’s phase

noise floor and magnetization precession(9)

To understand the physical effect behind coupling between the vector network analyzer’s

(VNA’s) incident wave and magnetization precession driven by a combination of the

AC and DC signals (Section 4.1), we designed a measurement system displaying the

(9)The results of this section are published in part in [73].
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reader’s response at a given excitation frequency point (Fig. 24). A Krytar 1850 directional

coupler(10) is used to make the radio frequency (RF) wave travel towards the reader

before being reflected in the direction of an Agilent E4446A spectrum analyzer. An

Agilent E3634A DC power supply provides the DC bias so that the sample is excited by

a combination of AC and DC signals. An Agilent E8244A signal generator’s frequency is

swept from 1 to 20 GHz.

Fig. 24. Measurement system designed to investigate the coupling mechanism between
the AC excitation signal and magnetization precession. At each frequency point fi, the
spectrum analyzer displays the noise level difference ∆NL between the spectra at zero
and non-zero DC bias.

At each excitation frequency, we observe the noise level difference ∆NL between the

two states: at zero and non-zero DC bias. Figure 25 shows that at non-zero DC bias,

magnetization precession coupling to the AC carrier’s phase noise produces an increase

in the phase noise floor level while the carrier’s amplitude stays mostly unchanged. The

closer the excitation frequency fi to the reader’s FL FMR mode, the greater the ∆NL.

Assuming that we operate below the critical current required for steady-state magneti-

zation precession, thermally-excited magnetization fluctuations would indeed appear as

phase noise sidebands around fi, displayed as a continuous spectrum over a range of fre-

quencies around the AC carrier (Figs. 25a and 25b) similar to that of broadband noise.

This occurs because magnetization fluctuations have no stable phase relation with the AC

excitation signal. Thus, the contribution of these thermally-excited magnetization fluc-

tuations is directly proportional to the rise in the AC carrier’s phase noise floor. In the

VNA-FMR measurement (Section 4.1), in turn, sufficient reduction in the VNA’s IFBW

seems to create false stability by “smoothing” phase variations.

The absence of artifacts in the measurement system (Fig. 24) was verified by characterizing

OPEN, 50 Ω LOAD(11), and fixture without the junction (Fig. 7). Moreover, we compared

(10)There is a 16-dB loss at the directional coupler’s coupling port. In addition to transmission losses, we
can say that there is ≈20-dB total loss compared to the source power level stated in Figs. 25 to 28.

(11)OPEN, SHORT, and LOAD is a a set of physical devices called “standards.” Each standard has a
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(a) (b)

Fig. 25. Change in the noise floor with the
DC bias voltage measured (a) away from
and (b) around the central frequency of the
FL mode. (c) Exemplary ∆NL spectra show
the noise level difference as a function of the
signal generator’s frequency fi swept around
the FL mode. Signal generator’s power level
is −50 dBm. Spectrum analyzer’s frequency
span and resolution bandwidth (RBW) are
20 kHz and 500 Hz, respectively. DC power
supply’s positive DC bias corresponds to the
electron flow from the PL to the FL. (c)

the ∆NL spectrum with the T-FMR measurement obtained under the same DC biasing

condition. Following the description in Section 3.1, the T-FMR spectrum in Fig. 26

was obtained with the spectrum analyzer by the direct observation of the high-frequency

magnetization precession of the FL and pinned layer (PL) under the DC bias current.

Figure 26 convincingly states that whether the AC excitation is at a low level or entirely

absent, the ∆NL spectrum indeed approaches the T-FMR measurement. As opposed to

a broadband DC, the AC source provides an additional frequency-selective excitation.

In this work, we characterized seven read sensors coming from five different wafers. The

results were consistent with ∆NL power spectra obtained from two samples for a set of

AC power levels and DC bias voltages (Figs. 27 and 28, respectively). Higher signal

generator’s power levels revealed peaks not only at the devices’ natural FMR modes but

also at 1/3 the frequency of the FL and PL. The FL mode also exhibits a “satellite”

peak, which is right above the FL FMR frequency. This feature can be descriptively

characterized as “mode splitting.” Interestingly, peaks at 1/3 the frequency of the FL

and PL also exhibit “mode splitting” at higher AC power levels (Fig. 27).

precisely known or predictable magnitude and phase response as a function of frequency.
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Fig. 26. ∆NL plotted versus the observation frequency is equivalent to the T-FMR
spectrum (Section 3.1). Both spectra are obtained at +250 µA DC bias current. To
obtain the T-FMR spectrum, the spectrum analyzer’s RBW is set to 51 kHz. To obtain
the ∆NL power spectrum, the signal generator’s power level is set to −10 dBm, while the
measurement frequency span and RBW are 1 kHz and 5 Hz, respectively.

Fig. 27. The ∆NL power spectra show the low-frequency peaks that are distinct from the
FL mode as well as the “satellite” peaks. The spectra are obtained at +300 mV DC bias
voltage. The measurement frequency span and RBW are 10 MHz and 2 kHz, respectively.

Compared with the commonly used FMR techniques, the measurement system in Fig. 24

has several main advantages: 1) Because the measurement is obtained as the difference

between the two power spectra, the background noise present in the measurement system

is inherently rejected. Here, the background noise is defined by the amplifier, cabling,

measurement instruments, etc. 2) As with other commonly used FMR techniques in the

frequency domain, the described measurement system’s observation time is independent

of the FL/PL relaxation time constants. 3) To observe the sought after phenomenon,

the spectrum analyzer’s RBW can be significantly reduced (e.g., 5 Hz in Fig. 26), which

improves the system’s noise performance.

The presented FMR measurement technique does not require a single frequency offset,

where ∆NL must be measured, the caveat being that the measurement frequency should
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(a) 0 dBm (b) 5 dBm

(c) 10 dBm

Fig. 28. ∆NL measurements obtained at
(a) 0, (b) 5, and (c) 10 dBm signal gen-
erator’s power levels for different DC bias
voltages. This sample is different from the
one in Fig. 27, hence the difference in the
FL FMR frequency (the instruments’ set-
tings are the same).

be neither: 1) too close to the excitation frequency to avoid overloading the spectrum an-

alyzer’s receiver nor 2) too far away from the excitation frequency to avoid measuring the

spectrum analyzer’s phase noise floor. We empirically identified the 700-MHz frequency

offset used to obtain the ∆NL spectra in Figs. 26 to 28.

Another reason for an offset between the excitation and measurement (or observation)

frequencies comes from the spectrum analyzer design. In particular, the sophistication

of the phase-lock loops employed to stabilize the local oscillator determines the shape of

the phase noise spectrum as shown in Fig. 29. In some spectrum analyzers, the phase

noise is a relatively flat pedestal. In others, the phase noise may fall away as a function

of frequency offset from the signal [74].
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Fig. 29. Flat and pedestal-like shape of the phase noise spectrum

4.3 Summary

In this chapter, we proposed a new measurement technique to characterize FMR arising

from magnetization precession that has no stable phase relation with an AC excitation

signal. We measure the phase noise floor difference between the two states—at zero and

non-zero DC bias—as opposed to relying on weak coupling (due to slow convergence to

a steady-state phase locking) between the AC excitation signal and magnetization dy-

namics. The phase noise floor difference is due to the ferromagnetic layers’ magnetization

dynamics adding to the phase noise floor of the AC excitation signal. The proposed FMR

measurement technique revealed new spectral lines, whose presence is confirmed using an

alternative measurement technique that utilizes the same excitation but different readout

mechanisms (see Section 5 for more detail).
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5 DC and harmonic response resulting from strongly

nonlinear magnetization dynamics

Magnetization dynamics are inherently nonlinear because magnetization oscillations arise

from the precession of the magnetization vector with a constant magnitude, leading to

the following nonlinear relation of the magnetization components [75]:

m2
x +m2

y +m2
z = 1. (81)

Hence, for small deviations from the x-axis (mx ≈ 1), we can apply the Taylor expansion

to the x component of the magnetization vector as follows:

mx =
[
1−

(
m2
y +m2

z

)]1/2

= 1− 1

2

(
m2
y +m2

z

)
− 1

8

(
m2
y +m2

z

)2 − 1

16

(
m2
y +m2

z

)3
+ . . .

(82)

Assuming a harmonic solution

my = my0 cos (ωt+ φy0) ,

mz = mz0 cos (ωt+ φz0) ,
(83)

we obtain

mx = 1− 1

4

(
m2
y0 +m2

z0

)
− 3

64

(
m4
y0 +m4

z0

)
− 1

16
m2
y0m

2
z0

− 1

32
m2
y0m

2
z0 cos (2φy0 − 2φz0)

− 1

4
m2
y0 cos (2ωt+ 2φy0)−

1

4
m2
z0 cos (2ωt+ 2φz0)

− 1

16
m4
y0 cos (2ωt+ 2φy0)−

1

16
m4
z0 cos (2ωt+ 2φz0) + . . .

(84)

Equation (84) contains the DC component determined by my0 and mz0 as well as the

higher-order harmonics of the resonant precession frequency f .

Both the tunnel magnetoresistance (TMR) and spin-torque (ST) effects are nonlinear
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since they strongly depend on the precession angle. We briefly described the TMR’s

angular dependence in Section 2.3. Meanwhile, in Eq. (31), the angular dependence of

the Slonczewski torque’s amplitude is given by [76,77](12)

aj ∝
2Λ2

(Λ2 + 1) + (Λ2 − 1) cos θ
, (85)

where the angle θ is defined between the adjacent layers’ magnetizations (i.e., free layer

(FL) and pinned layer (PL2) in Fig. 9a). The asymmetry parameter Λ depends on the

sample configuration and various transport coefficients.

Experimentally, these nonlinear characteristics are most widely described with respect

to their nonlinear bias (voltage or current) dependence. The nonlinear TMR effect is

analyzed using simple I-V curves and analytically described by the, e.g., generalized

Brinkman’s model:

I(V ) ≈ f1(Φ̄)V + f2(Φ̄)∆ΦV 2 + f3(Φ̄)V
3, (86)

where f1, f2, and f3 are the functions of the average tunnel barrier height Φ̄ = 1
2
(Φ1 +

Φ2). ∆Φ = Φ1 − Φ2 is the barrier asymmetry. Rough interfaces may also contribute

to nonlinearities in I-V curves by modifying the spin-dependent interface transmission

function [79,80].

As for the nonlinear ST effect, the bias-voltage dependence of the two ST terms [Eq. (31)]

can also be expressed via polynomials and extracted from a simple DC measurement as

a function of applied magnetic field and bias voltage [81]:

aj(V ) = a1V + a2V
2 + . . .

bj(V ) = b1V + b2V
2 + . . .

(87)

When the magnetization precession angles become large, the system’s nonlinearities start

playing an important role in magnetization dynamics. To directly observe their manifes-

tation, one must go beyond the static bias-voltage characterization. In this chapter, we

describe several measurement tools suitable for high-frequency nonlinear characterization

of the magnetic tunnel junctions (MTJs) response under various experimental conditions

(e.g., DC bias level and AC power).

(12)To describe the ST’s angular dependence in MgO-based junctions, we used the common formulations
for metallic junctions. Recent work (Ref. [78]) shows that the effective difference in angular dependence
for these two scenarios is insignificant.
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5.1 Steady-state DC readout

Following Eq. (84), we would like to briefly introduce the linear systems’ (or devices’)

fundamental properties that differentiate them from nonlinear ones. First, linear systems

are signal operators, which obey superposition: if the input is the sum of two elementary

signals, then the output can be represented as the sum of the two outputs to these

elementary signals taken individually. Also, linear systems can modify amplitude and/or

phase of each spectral component as shown in Fig. 30b. They do not eliminate or generate

new ones. In contrast, nonlinear systems can qualitatively modify spectra by eliminating

or generating spectral components as shown in Fig. 30c [82].

(a) single-tone input (b) linear output (c) nonlinear output

Fig. 30. Using a single-tone stimulus signal (a), linear devices’ input and output frequen-
cies remain the same (b), while nonlinear devices generate harmonics (c).

We devote this section to the calculation and characterization of the MTJ heads’ DC

spectral component. To replicate the measurement system in Fig. 5, we start with the

definition of the voltage induced in the system, which is subjected to both DC and AC

currents:

I = IDC + IAC sin (ωt). (88)

In the presence of the TMR effect, the system’s resistance has two constituents: mag-

netization-independent ohmic resistance R0 and magnetization-dependent, TMR-caused

resistance RTMR(t). Hence, the resultant time-dependent voltage response is

V (t) = I(t)R(t) = [IDC + IAC sin (ωt)]× [R0 +RTMR(t)] . (89)

If IDC is less than the critical current above which the ST-induced steady-state oscillations

arise, the only excitation present in the system is the periodic AC current. Thus, the

time-dependent magnetization resulting in the time-dependent TMR term is a periodic
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function with a period T = 2π/ω. Due to various sources of nonlinearities in the system, the

TMR-caused resistance can be non-harmonic and subsequently be expressed as a Fourier

series:

RTMR(t) = Rav
TMR +

∞∑

n=1

an cos (nωt) +
∞∑

n=1

bn sin (nωt), (90)

where the Fourier coefficients an and bn have the physical quality of resistance. The

averaged Rav
TMR is determined by the magnetization oscillations’ nonlinearity and is highly

sensitive to the asymmetry parameter Λ. This is discussed in more detail in Section 6.3.

Substituting Eq. (90) in (6.3) and then time-averaging the result produces the following

DC voltage response:

VDC = 〈V (t)〉 = IDCR0 + IDCR
av
TMR

︸ ︷︷ ︸

“constant”

+
IACb1
2

︸ ︷︷ ︸

“oscillating”

, (91)

where all other higher-order terms disappear after time-averaging due to the orthogonality

properties of harmonic functions.

In Eq. (91), the “constant” term comes from the magnetization-independent (ohmic resis-

tance) and time-averaged magnetization-dependent, TMR-caused resistances. The “os-

cillating” term involves mixing the excitation signal with the TMR oscillations only at

the same frequency [31]. It can also be seen that the contribution from the “oscillating”

term depends on the phase condition between these two signals: maximum at 0◦ or 180◦

(in- or out-of-phase) and minimum at 90◦ or 270◦ (quadrature).

Experimentally, the MTJ heads’ DC response can be extracted using the steady-state DC

readout measurement technique described in Section 1.2. It uses the same excitation as

the methods outlined in Section 4 but a different readout mechanism. The magnetic read

sensor is excited with an AC signal (we used Keysight PNA-X N5247A as the AC source)

for different DC bias currents, while the DC voltage across the sensor is measured with a

sourcemeter.

The DC response at the free layer’s (FL’s) resonant precession frequency is especially pro-

nounced at higher AC power levels (Fig. 31). Similar to the VNA-FMR, the DC readout

measurements show that the FL mode’s lineshape changes qualitatively (from “dip-peak”

at −250 µA to “dip” at +250 µA) when the direction of the DC bias current is reversed.

At non-zero DC bias current, the DC readout curves exhibit frequency dependence, which

may be associated with the predominant contribution of the second harmonic of B1 (the

supporting data and explanation will follow in Section 5.3).
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(a) −30 dBm (b) −5 dBm

Fig. 31. DC frequency response obtained with a Keysight N5247A for (a) −30 dBm and
(b) −5 dBm port power levels. A Keithley 2400 sourcemeter is used to supply the device
under test (DUT) with a DC bias current and measure the resultant DC voltage response.
Positive DC bias corresponds to the electron flow from the PL to FL.

Moreover, at non-zero DC bias current, the DC readout measurements reveal peaks at

lower frequencies than the FL mode. Namely, they are located at fractional frequencies

(1/2, 1/3, 1/4, and 1/6) of the FL’s resonant precession frequency (Fig. 31b). One of the

similar observations was made in a micromagnetic study of the current-perpendicular-

to-plane (CPP) spin valve heads under ST excitation [83]. The subsequent study of

ST-induced magnetization dynamics in thin magnetic nanoelements demonstrated that

nanoelements of a certain size can exhibit splitting of their magnetization precession tra-

jectory into limiting sub-cycles [84]. In the spectrum, these sub-cycles corresponded to

peaks at frequencies lower than that of the complete motion cycle. In [84], this regime

precedes the state of chaos characterized by strongly inhomogeneous large-angle magne-

tization precession producing chaotic trajectories and almost continuous spectrum with

no distinct ferromagnetic resonance (FMR) peaks. In both micromagnetic studies, how-

ever, the state of bifurcation is characterized by the presence of peaks at the fractional

frequencies of the natural FMR mode in a narrow range of applied DC bias currents (2.8

to 3.6 mA) or sizes of nanoelements (40 to 52 nm) [83,84]. In contrast, we observe peaks

at the FL’s fractional frequencies in a wide range of applied AC and DC signals. This

requires an alternative explanation, which is provided in the subsequent sections.

55

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

5.2 Harmonic response under one- and two-tone AC excitation

signal(13)

Static I-V curve measurements are commonly used to characterize read sensors’ nonlinear

effects. Unfortunately, these do not capture the sensors’ magnetization dynamics. In the

following sections, we explore the use of the one- and two-tone measurement techniques

(commonly used in microwave engineering) for better treatment of the sensors’ nonlinear

effects in conjunction with dynamic ones.

5.2.1 One-tone measurement

We devote this section to characterization of the higher-order harmonics produced in

response to a single-tone stimulus signal (Fig. 30c) [86–88]. The fundamental frequency

f1 supplied by the signal generator is 1 GHz, which is the upper limit of the 2.5-inch

hard drives’ operating bandwidth. We measure the second and the third multiple of the

fundamental frequency (2f1 and 3f1) for various DC bias voltages. We go beyond the

sensor’s typical bias voltages, which range from 100 to 150 mV. The sensor can withstand

AC input power levels up to −5 dBm. The AC and DC excitations are combined and

applied directly through the radio frequency (RF) probe needle (Fig. 32).

Fig. 32. Measurement setup allowing direct higher-order harmonic measurement

The signal generator itself is nonlinear, which means it will also generate higher-order

harmonics. We use the bandpass filter (marked as “Bandpass Filter 1”) tuned to f1 to

filter out all undesired higher-order harmonics from the measurement. The DC power

supply provides DC bias for the nonlinear device under test (DUT). A signal reflected

from the device carries not only the fundamental but also higher-order harmonics, which

(13)The results of this section are published in part in [85].
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are generated due to the sensor’s nonlinear characteristics. Finally, the other bandpass

filter (marked as “Bandpass Filter 2”) filters the sought after harmonic (2f1 or 3f1).

Let us derive a simple nonlinear system’s response to a typical sinusoidal input [86]:

x(t) = A cos(ωt+ θ(t)). (92)

This nonlinear system is a nonlinear operator that can be represented as a low-degree

polynomial:

yNL(t) = SNL [x(t)] = a1x(t− τ1) + a2x
2(t− τ2) + a3x

3(t− τ3) + . . . (93)

or

yNL(t) = a1A cos(ωt+ θ(t− τ1)− φ1)
︸ ︷︷ ︸

linear response

+ a2A
2 cos2(ωt+ θ(t− τ2)− φ2) + a3A

3 cos3(ωt+ θ(t− τ3)− φ3)
︸ ︷︷ ︸

nonlinear response

+ . . .
(94)

Expanding Eq. (94) using trigonometric identities,

yNL(t) =
1

2
a2A

2

︸ ︷︷ ︸

DC

+ a1A cos(ωt+ θ(t− τ1)− φ1) +
3

4
a3A

3 cos(ωt+ θ(t− τ3)− φ3)
︸ ︷︷ ︸

fundamental

+
1

2
a2A

2 cos(2ωt+ 2θ(t− τ2)− 2φ2)
︸ ︷︷ ︸

2nd harmonic

+
1

4
a3A

3 cos(3ωt+ 3θ(t− τ3)− 3φ3)
︸ ︷︷ ︸

3rd harmonic

+ . . .

(95)

Equation (95) demonstrates that nonlinear systems qualitatively modify signal spectra as

shown in Fig. 30c. It also defines harmonic power levels in terms of the input power: in

case of simple static nonlinearity [Eq. (93)], doubling of the input power multiplies the

output power of the second harmonic by 4 (22) and multiplies the output power of the

third harmonic by 8 (23). Thus, the expected asymptotic slope of the second harmonic is

2 dB/dB while that of the third harmonic is 3 dB/dB [89].

If we now observe the sensor’s power slopes measured at different biasing conditions and

compare them to the ones of the permalloy resistor, there is an obvious difference—the
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sensor’s are bias-dependent. Specifically, the third harmonic power slopes change from

3 dB/dB to 4 dB/dB while for the permalloy resistor they are bias-independent. In

Figs. 33 and 34, the true power level at the RF probe is approximately 20 dB less due to

transmission losses and −16 dB at the coupled port of the directional coupler.

(a)

(b)

Fig. 33. Permalloy resistor’s DC bias-
independent power slopes of the second (a)
and third (b) harmonics

(a)

(b)

Fig. 34. MTJ’s DC bias-dependent power
slopes of the second (a) and third (b) har-
monics

The permalloy resistor is a bulk magnetic material, which exhibits nonlinear characteris-

tics due to the heating effect. It is magnetic and therefore also subject to magnetization

fluctuations. The read sensor design, however, is much more complicated than that of a

simple permalloy stripe. Thus, the complex physical interactions (e.g., magnetodipolar,

ST, TMR) within these sensors could lead to the observed unexpected bias-dependence

of their power slopes on the input power.
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5.2.2 Two-tone measurement

In microwave engineering, the two-tone measurement is used to characterize dynamic

nonlinear effects, also known as “memory effects.” If these effects are present in a device,

its instantaneous output depends not only on the instantaneous input but also on past

values of the input and/or output signal [86, 87, 90,91].

(a)

(b)

Fig. 35. (a) Two-tone measurement system. (b) IM products generated by a two-tone
signal applied to a nonlinear DUT.

As shown in Fig. 35a, the two-tone measurement setup generally utilizes two signal gen-

erators, a power combiner, and a spectrum analyzer [86]. When two tones are applied

to a nonlinear device, it generates higher-order inter-modulation (IM) products (Fig. 35b

and Table 1) [88]. Lower and upper inter-modulation products of the third order (IM3),

2ω1 −ω2 and 2ω2 −ω1, are of the most interest as they produce signal components whose

frequencies are close to the excitation frequencies. In case of static nonlinearity, these

products’ amplitudes are symmetric and independent of the tone spacing ∆f (highlighted

rows in Table 1). On the contrary, dynamic nonlinearity (or memory effects) manifests as

amplitude or phase deviations in IM responses with the tone spacing ∆f . Note that the

IM distortion (appearance of IM products caused by nonlinearities) itself is not a memory

effect, but any variations in IM products with tone spacing can be regarded as one [91].
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Frequency component Output amplitude

ω1 a1A1

ω2 a1A2

2ω1
1
2
a2A

2
1

2ω2
1
2
a2A

2
2

ω2 − ω1 a2A1A2

ω1 + ω2 a2A1A2

3ω1
1
4
a3A

3
1

3ω2
1
4
a3A

3
2

2ω1 − ω2
3
4
a3A

2
1A2

2ω2 − ω1
3
4
a3A1A

2
2

2ω1 + ω2
3
4
a3A

2
1A2

2ω2 + ω1
3
4
a3A1A

2
2

Table 1: IM products (up to the third order) arising from a two-tone excitation with
amplitudes A1 and A2.

(a) permalloy resistor (b) magnetic sensor

Fig. 36. (a) IM3’s insensitivity to ∆f indicates the presence of static nonlinear effects. (b)
IM3 asymmetry indicates the presence of dynamic nonlinear effects. In this experiment,
f1 was set to 5 GHz while f2 = f1 +∆f . Both signal generators’ power levels are 0 dBm,
and the DUTs are biased at +50 mV.

If we now observe these IM products produced by both the permalloy resistor and mag-

netic sensor for a wide range of tone spacings ∆f , they are stunningly different (Fig. 36).

Similarly to Section 5.2.1, this observation, again, indicates that the sensor exhibits cer-

tain dynamic nonlinear effects that are not typical to all magnetic devices.
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5.3 Probing nonlinear magnetization dynamics with a nonlinear

vector network analyzer(14)

The linear vector network analyzer (VNA) and steady-state DC readout (Sections 4.1

and 5.1, respectively) measurement techniques allow analysis only of the input impedance

and DC response. Since nonlinear effects are involved, a thorough nonlinear harmonic

analysis is highly desired. The one- and two-tone characterization protocols described

in Section 5.2 are tailored to nonlinear measurements in the presence of dynamic effects.

These, however, do not account for the broadband nature of the gigahertz-range FMR in

nanoelements, such as read heads.

(a) (b) (c)

Fig. 37. Nonlinear vector network analyzer (NVNA) measures the incident and reflected
waves’ (A1 and B1, respectively) magnitudes and phases (a) at the excitation frequency
and at harmonic components (b) to which energy may be transferred due to the DUT’s
nonlinear characteristics. (c) shows the corresponding excitation and observation frequen-
cies.

A comprehensive nonlinear analysis can be accomplished using a nonlinear vector net-

work analyzer (NVNA) [94]. Since the characterized magnetic read sensors are one-port

devices, this analysis is limited to the one-port scenario. In contrast to the VNA, which

measures the magnitude ratio and phase difference between the incident and reflected

waves (A1 and B1, respectively) only at the excitation frequency, the NVNA measures

the actual A1 and B1 waves’ magnitudes and phases at the excitation frequency as well as

harmonic components to which energy may be transferred due to the device’s nonlinear

characteristics (Fig. 37) [95, 96].

In this measurement, the excitation frequency fi of the incident wave A1 was swept from

1 to 15 GHz. At each frequency, the fundamental of the reflected wave B1 was measured

(14)The results of this work are presented in part at [92] and published in [93].
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at fi. Naturally, the second harmonic of the reflected wave B1 was measured at 2fi (2 to

30 GHz) and the third harmonic was measured at 3fi (3 to 45 GHz). We emphasize that

in contrast to the measurements presented in, e.g., Sections 3.1 and 4.2, the resultant

curves represent the [DC or harmonic] frequency response, not the power spectra. A

power spectrum is the distribution with frequency of the power content of the signal [69],

whereas the frequency response [70] curves in Figs. 39 to 41 represent the magnitude of

the corresponding harmonic component of B1 as a function of the excitation frequency

and are linearly proportional to voltage.

Fig. 38. Simplified block schematic of an NVNA based on the heterodyne principle

The NVNA is based on the heterodyne principle, which involves mixers for the down-

conversion process (Fig. 38). As mentioned above, it measures one frequency component

at a time. Consequently, each spectral line measured by the NVNA needs to be down-

converted, i.e., transferred from the high frequency to the intermediate frequency (IF).

Then, all spectral lines must be correctly “stitched together,” especially with respect

to the phase. A VNA is the basis for the NVNA. In the linear regime, the NVNA

measurements collapse to the S-parameters. A DUT can be excited at one or both ports

(i.e., 1- versus 2-port measurements). All four waves (A1, B1, A3, and B3) are measured

through couplers and down-converted using mixers, which are all driven by the same Local

Oscillator signal. Harmonic Phase Reference generates the reference signal to control the

phase relationship between the different harmonic components. The 10 MHz clock insures
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a constant phase relationship between the different harmonic components of the phase

reference signal over time. After down-conversion by the mixers, the measured signals are

digitized. The resultant data can be represented in the time or frequency domain:

B
(pk)
k =

2

T

∫ T

0

b(t)e−jkωtdt,

b(t) = Re

(
N∑

k=1

B
(pk)
k ejkωt

)

,

(96)

where ω = 2π/T and B
(pk)
k is the peak value for each harmonic k [97].

Using the NVNA, we characterized six samples coming from two different wafers. We

measured each sample’s response under various experimental conditions: AC power and

DC bias (Figs. 39 and 40). We also experimentally determined the maximum tolerable

signal levels that can be used for the excitation of magnetization dynamics: 350 µA DC

bias current and −5 dBm (corresponds to 335.2 µA root-mean-square current(15)) AC

power.

In Figs. 31b and 39a, the DC response revealed the FL mode at ≈7.2 GHz(16) as well

as peaks located below the device’s natural FL FMR frequency. These peaks, in turn,

produced the second and third harmonics of B1: Figs. 39c, 39d, 40c and 40d.

For a selected experimental condition (−5 dBm AC power level and +250 µA DC bias

current), we counterposed the resultant fundamental, second, and third harmonics of B1 to

the DC readout curve, all plotted versus the excitation frequency. In Fig. 41a, the ripply

response at the fundamental of B1 might understandably be mistaken for measurement

noise. In Figs. 41b and 41c, in turn, the second and third harmonics of B1 indicate distinct

peaks at multiples of the FL FMR mode’s fractional frequencies corresponding to 1/2, 1/4,

and 1/6 frequency of the FL. On the contrary, the FL mode and the peak located at 1/3

the frequency of the FL do not produce their second and third harmonics(17). The NVNA

measurements imply that the read sensor’s nonlinear characteristics give rise to nonlinear

oscillations under the AC excitation signal with the frequency considerably lower than,

but still an integer ratio of, the FL mode (i.e., fexc = fFL/n, where n ∈ N). Naturally, this

also produces a measurable DC contribution corresponding to this excitation frequency.

(15)Refer to Table 2 in Appendix D for dBm to root-mean-square (RMS) current conversion details.
(16)This number is consistent with the thermal noise ferromagnetic resonance (T-FMR) and ∆NL mea-

surements presented in Figs. 12 and 26.
(17)Refer to Fig. C.1 in Appendix C. There, the FL FMR mode and the peak located at 1/3 the frequency

of the FL did generate the second harmonic of B1.

63

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

(a) DC response (b) fundamental

(c) 2nd harmonic (d) 3rd harmonic

Fig. 39. NVNA measurements obtained with a Keysight N5247A at +250 µA DC bias
current and 15 Hz intermediate frequency bandwidth (IFBW) for different AC power
levels. (a) DC response, (b) fundamental, (c) second, and (d) third harmonics of B1 are
plotted versus the excitation frequency. Positive DC bias corresponds to the electron flow
from the PL to FL.
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(a) DC response (b) fundamental

(c) 2nd harmonic (d) 3rd harmonic

Fig. 40. NVNA measurements obtained at −5 dBm AC power and 15 Hz IFBW for
different DC bias currents. (a) DC response, (b) fundamental, (c) second, and (d) third
harmonics of B1 are plotted versus the excitation frequency.
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(a) fundamental (b) 2nd harmonic

Fig. 41. (a) fundamental, (b) second, and
(c) third harmonic response at fractional
frequencies of the FL mode plotted ver-
sus the excitation frequency. The sample is
characterized at +250 µA DC bias current,
−5 dBm AC power, and 15 Hz IFBW.

(c) 3rd harmonic
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5.4 Summary

In this chapter, we applied the characterization protocols tailored to nonlinear measure-

ments in the presence of dynamic effects. As these effects occur in the gigahertz range

(i.e., ferromagnetic resonance in read sensors), their characterization greatly benefited

from advances in microwave measurement techniques. We started with the one- and

two-tone measurements, which indicated that nonlinear magnetization dynamics do not

behave as expected in the presence of static nonlinear effects. Then, a comprehensive non-

linear analysis of magnetic read sensors was accomplished using an NVNA. The NVNA

measurements demonstrated that all characterized magnetic read sensors’ DC responses

contain peaks at frequencies that are the integer fractions (1/2, 1/3, 1/4, and 1/6) of the

devices’ natural FL FMR frequency. These peaks, in turn, produce the second and third

harmonics of the reflected wave B1. The subsequent chapter elaborates on the underlying

physics that enabled the DC response at fractional frequencies of the FL mode and the

corresponding harmonics.
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6 Micromagnetic simulations of strongly nonlinear

magnetization dynamics(18)

Magnetic tunnel junction (MTJ)-based magnetic sensors are nonlinear dynamic systems.

As was mentioned in Section 2.2, room-temperature thermal fluctuations result in ran-

dom magnetization dynamics of both the free and pinned layers (FL and PL, respectively),

which can be quantified by their ferromagnetic resonance (FMR) modes [13]. Another

source of magnetization dynamics in MTJs is the spin-torque (ST) effect, which describes

a direct transfer of angular momentum from the spin-polarized electrons to the local mag-

netization [98]. In Section 5, we emphasized that magnetization dynamics are inherently

nonlinear because magnetization oscillations arise from the precession of the magneti-

zation vector with a constant magnitude, leading to the following nonlinear relation of

the magnetization components: m2
x +m2

y +m2
z = 1 [75]. ST-induced magnetization dy-

namics result in a large-angle magnetization precession where the nonlinear nature of

magnetization dynamics becomes especially pronounced.

The fundamental theory of nonlinear oscillations states that their nonlinearity results in

new resonances such that oscillations of frequency close to f0 (intrinsic frequency) can

be excited by an external force of frequency considerably different from f0. A resonant

condition might occur at every excitation frequency pf0/q, where p and q are positive

integers. In practice, however, p and q should be small because the resonance strength

rapidly decreases with increasing order of nonlinearity [99].

Bearing this fundamental theory in mind, this chapter presents the identification of the

new resonances at fractional frequencies of the FL FMR mode resulting from the nonlin-

earity of the ST-induced magnetization dynamics.

6.1 Modeling methodology

All numerical simulations presented in this chapter were performed using the micromag-

netic software MicroMagus, which solves the modified Landau-Lifshitz-Gilbert (LLG)

equation for the magnetization M:

dM

dt
= −γ0M×H+

α

Ms

M×
dM

dt
− γ0fJ(θ)M× (M× p) , (97)

where α is the Gilbert damping and γ0 is the absolute value of the gyromagnetic ratio.

(18)The results of this section are published in part in [93].
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Equation (97) accounts for the ST effect using the standard Slonczewski formalism [recall

Eq. (31)], which introduces an additional torque term to the equation of motion in the

Gilbert form [76,100].

The dimensionless ST amplitude fJ [equal to aj in Eqs. (31) and (85)] depends on the angle

θ between the magnetizationM and the spin-polarization direction p as follows [76,77] (19):

fJ(θ) = aJ
2Λ2

(Λ2 + 1) + (Λ2 − 1) cos θ
, (98)

where

aJ =
~

2|e|
jP

M2
s d
. (99)

In Eqs. (98) and (99), e is the electron charge, j is the electric current density, and d

is the thickness of the magnetic layer subjected to ST. When the asymmetry parameter

Λ = 1, the ST effect is assumed to be symmetric. P is the degree of spin polarization of

the electrical current.

In the LLG equation, thermal effects are accounted for by an additional term Hth describ-

ing random fluctuations induced by the interaction of the ferromagnet with the thermal

bath [Eq. (28)]. Unless stated otherwise, all micromagnetic simulations in the subsequent

sections are performed at T = 0 K.

The tunnel magnetoresistance (TMR) response introduced in Section 2.3 is the qualitative

description of the TMR’s dependence on the angle θ defined between the adjacent layers’

magnetizations [Eq. (73)].

6.2 Modeling considerations

In this study, the MgO-based MTJ devices’ PL1/PL2 and FL are of a similar CoFe/CoFeB

alloy (Fig. 9a). The intrinsic Gilbert dampings of the FL and PL2 are 0.01. The IrMn-

exchange-pinned damping of the PL1 was initially assumed to be an order of magnitude

larger, 0.1 [101]. The interlayer couplings are similar to those used in [102]: 0.04 erg/cm2

between the FL and PL2, −1.6 erg/cm2 between the PL1 and PL2(20).

(19)To describe the ST’s angular dependence in MgO-based junctions, we used the common formulations
for metallic junctions. Recent work (Ref. [78]) shows that the effective difference in angular dependence
for these two scenarios is insignificant.

(20)where 1 erg/cm
2
= 10−3 J/m
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For each experimental frequency point at a given AC power level and DC bias, we had

to perform an independent time-domain micromagnetic simulation. As discussed in Sec-

tion 5, the reason is that nonlinear systems produce a response not only at the excitation

frequency but also at its multiples (i.e., harmonics). As for linear systems that respond

only at the excitation frequency, fast broadband excitation can be accomplished via sinc

pulses or multifrequency signals (e.g., Schroeder-phased harmonic signals) that are op-

timal for uniform excitation of all system modes [103, 104]. To enable faster frequency

sweeps around the ranges of interest (i.e., FL FMR frequency and its fractional ratios),

the following simplifications to the original read sensor design were adopted(21): 1) The

antiferromagnetic (AFM) layer was excluded from simulations, but its effect on the PL1

was taken into account by the corresponding exchange bias field of 1000 Oe(22) [102]. 2)

The left and right Side Bias magnets were also excluded from simulations. Instead, the

Side Bias demagnetizing field was calculated in the quasi-static solver and then included

as an external field in all subsequent dynamic simulations.

To the best of our knowledge, there have not been any comprehensive micromagnetic

studies on the nonlinear magnetization dynamics used to predict the DC-biased MTJ’s

harmonic response to an AC excitation signal. In general, these dynamics and, by exten-

sion, its harmonic response should be sensitive to the various magnetic and ST parameters

described above. To test this, we excited the read sensor model via a combination of AC

and DC signals (as in the experiment in Fig. 41) at 1/4 the frequency of the FL FMR

mode (see Appendix E for more detail).

(a)

Volume-averaged Hx [Oe]

FL PL2 PL1

1829 1086 559

(b)

Volume-averaged Hx [Oe]

FL PL2 PL1

861 310 17

Fig. 42. Simulated Side Bias field (a) without and (b) with the presence of magnetic
shields

(21)With these simplifications, it requires ≈1 hour to collect 60 nsec of magnetization dynamics at 0 K for
a magnetic system consisting of 1920 discretization cells. As for 300 K, it takes ≈15 hours to simulate
200 nsec.

(22)where 1 Oe = 103/(4π) A/m
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Effect of the Side Bias and magnetic shielding. The read sensor model in Fig. 9a is shown

without the magnetic shields. In a real sensor (Fig. 7), the top and bottom magnetic

shields isolate the sensor from adjacent bits and large writer fields. Material parameters

of both shields are typical of permalloy. We micromagnetically modelled their effect on

the field from the Side Bias, and the simulation results are shown in Fig. 42. In the

presence of magnetic shields, the simulated Side Bias field, especially onto the pinned

layers PL2/PL1, sufficiently decreased. The Side Bias field onto the FL, however, also

decreased. This would significantly shift the FL FMR mode towards lower frequencies.

Unfortunately, based on the limited information about the shields provided by the MTJ

samples manufacturer, we cannot explain such low Side Bias field onto the FL.

(a) 0.46×Hx (b) Hx

Fig. 43. Time- (top) and frequency-domain (bottom) responses of the read sensor model
excited at 1/4 the frequency of the FL FMRmode. Lower Side Bias field onto PL2/PL1 (a)
evokes strongly nonlinear magnetization oscillations accompanied by stronger harmonic
response than in (b).

Lower Side Bias field onto the FL and PL2/PL1 makes the magnetic system less stiff and

more likely to evoke strongly nonlinear magnetization oscillations (Figs. 43 and 44). While

the Side Bias field onto the FL cannot be too low (based on the FL FMR frequency),

the Side Bias field onto the PL2/PL1 is a subject of concern. Variations in the spacing

between the Side Bias and the stack within the prescribed fabrication tolerances may

affect the Side Bias field strength. Moreover, the Side Bias magnetization is known to be

accurate at least within ±10%. These factors introduce uncertainty in our estimation of

the Side Bias field.

Effect of damping. The pinned layer PL1 damping significantly affects the read sensor’s

dynamics (Fig. 45). A lower damping constant corresponds to lower power absorption

by the magnetic system consequently leading to nonlinear oscillations with a larger am-

plitude and, by extension, a stronger harmonic response. While 0.01–0.02 is a typical

damping constant for the FL and PL2 [105], the pinned layer PL1 damping was assumed

to be much higher, 0.1 [101]. Smith et al. studied current-perpendicular-to-plane giant-
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(a) Side Bias Ms is 0.75 T (b) Side Bias Ms is 0.95 T

Fig. 44. Time- (top) and frequency-domain (bottom) responses of the read sensor model
excited at 1/4 the frequency of the FL FMR mode. Lower Side Bias magnetization (a)
evokes strongly nonlinear magnetization oscillations accompanied by stronger harmonic
response than in (b).

magnetoresistive (CPP-GMR) spin-valve stacks. Their samples, being just a PL coupled

to an AFM, did not have a PL2/PL1 with Ru in between. Nevertheless, the authors made

a convincing case that the PL1 should have such a high damping and suggested two mech-

anisms that can explain a ∼10× increase in the PL damping: 1) PL-FL spin-pumping

and 2) strong interfacial exchange coupling at the IrMn/PL interface. In a subsequent

study [106], Mohammadi et. al. reported an inverse-thickness-squared dependence of

damping for exchange-biased CoFe layers and increased damping (but still lower than 0.1

for a 3-nm-thick CoFe layer) via spin-pumping. Our main argument is that if the PL1

damping is set to 0.1, then the absence of any measurable DC contribution at a fractional

frequency contradicts our experimental observations. Thus, it is legitimate to assume that

the PL1 damping constant can be lower than 0.1.

Effect of the ST parameters. The ST parameters appear naturally in the derivation of

Slonczewski’s approximation for asymmetric ferromagnetic/non-ferromagnetic/ferromag-

netic multilayers [107]. Experiments and theory have provided estimated values for both

P and Λ [77, 108, 109]. Because of the uncertainty in both parameters, P = 0.35 and

Λ = 1.5 are only first estimates.

Effect of the interaction between the FL and PL2. The PL2 is not thick enough to neglect

the ST effect on this layer. In fact, it is even thinner than the FL (3 nm versus 7 nm,

respectively). Thus, the FL-PL2 coupling must be considered in any full treatment of

magnetization dynamics in the read head system. To account for this interaction, the

direction of the electron polarization used to compute the ST acting on the FL must be

adjusted based on the magnetization direction of the PL2, and vice versa. Moreover,

the magnetodipolar interaction between the FL and PL2 causes positive feedback, which
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(a) PL1 damping is 0.01 (b) PL1 damping is 0.1

Fig. 45. Time- (top) and frequency-domain (bottom) responses of the read sensor model
excited at 1/4 the frequency of the FL FMR mode. Lower pinned layer PL1 damping (a)
evokes strongly nonlinear magnetization oscillations accompanied by stronger harmonic
response than in (b).

qualitatively affects the system dynamics. This feedback can be thought of as follows.

The deviation of the FL magnetization from its preferred orientation generates a stray

field. This field causes the PL2 magnetization to deviate in the direction opposite to

that of the FL. This, in turn, results in an even larger deviation of the FL magnetization

due to the influence of the PL2 stray field, thus producing positive feedback between the

magnetization dynamics of the FL and PL2 [110].

6.3 Results and discussion

6.3.1 DC response

(a) sample A (b) sample B

Fig. 46. Quantitatively different experimental DC responses: (a) sample A’s nonlinear
vector network analyzer (NVNA) measurements are presented in Fig. 41; (b) sample B’s
NVNA measurements are shown in Appendix C, Fig. C.1
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To aid the reader, in Fig. 46 we show the experimental DC responses limited to the

frequency range from 1/2 the frequency of the FL FMR mode to the FL FMR mode.

Most characterized samples’ DC responses looked similar to that of sample A. Contrary to

sample A, sample B’s DC response at the FL FMR frequency is much more pronounced,

which may be associated with the FL FMR mode and its “sub-harmonic” located at

1/3 the frequency of the FL having generated the second harmonic of B1 (Appendix C,

Fig. C.1). This implies a much stronger nonlinear response and occurred for only one

sample out of six from the same wafer.

Effect of the ST parameters. The uncertainty in the ST parameters gave us the freedom

necessary to achieve sufficient qualitative agreement between the experimental and simu-

lated DC responses. The characteristic “foldover” FL FMR profiles evolve with increasing

spin polarization factors P and asymmetry parameters Λ (Fig. 47). Moreover, higher P

and Λ significantly broaden the FL mode’s linewidth. We estimated our samples’ ST

parameters by matching the FL mode’s linewidths in the experimental and simulated DC

responses. The ∼0.5 GHz experimental linewidth corresponds to P = 0.4 and Λ = 4.

(a) (b)

Fig. 47. Simulated DC responses for different (a) spin polarization factors P at Λ = 4
and (b) asymmetry parameters Λ at P = 0.4 plotted versus the excitation frequency. The
corresponding “constant” and “oscillating” contributions to the total DC responses are
shown in Appendix F (Figs. F.1 and F.2).

When excited around a fractional frequency of the FL mode, increasing ST parameters

facilitate the strongly nonlinear magnetization dynamics accompanied by the generation

of the higher-order harmonics and measurable DC (e.g., as in Fig. 45a). The two contri-

butions to the total DC response contain additional physical insights. Figures F.1 and F.2

in Appendix F show that the DC response at the FL FMR frequency is primarily deter-

mined by mixing of the TMR oscillations with the excitation signal [“oscillating” term

in Eq. (91)]. On the other hand, the DC response at 1/2 the frequency of the FL FMR

mode is defined by the “constant” term.

Effect of the Side Bias field. As discussed in Section 6.2, there is some uncertainty in our
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estimation of the Side Bias field. On one hand, the Side Bias field onto the FL cannot

be too low as it would not match the experimental frequency of the FL mode. On the

other hand, the Side Bias field onto the pinned layers PL2/PL1 cannot be too high as it

would not facilitate the strongly nonlinear magnetization dynamics accompanied by the

generation of the higher-order harmonics and measurable DC response. We discovered

that the ×0.2 reduction in the estimated Side Bias field onto the PL2/PL1 along ×1.7

increase in the estimated Side Bias field onto the FL satisfy both criteria. Moreover, the

proposed adjustments to the Side Bias field shifted the magnetic system’s dynamic regime

from quasi-chaotic towards pure phase-locking when excited at a fractional frequency. On

one hand, quasi-chaotic regime results in stronger DC response; on the other hand, it

is achievable only within a narrow range of the system’s magnetic and ST parameters.

Therefore, we conclude that the strength of the non-homogeneous Side Bias field on the

system’s magnetization dynamics is a compromise between the FL’s stability and pinned

layers’ stiffness.

Effect of the mutual ST between the FL and PL2. In Section 6.2, we suggested that the

PL2 might not be thick enough to ignore the ST effect on this layer. Figure 48a supports

this supposition: the accounted ST effect on the PL2 contributes to the ST response

at 1/2 the FL frequency. This effect is especially pronounced in the “constant” term

(Fig. F.3a in Appendix F).

(a) (b)

Fig. 48. (a) Simulated DC responses (Λ = 4, P = 0.45) emphasizing the importance of
the ST effect not only on the FL but also on the PL2. The corresponding “constant” and
“oscillating” contributions to the total DC responses are shown in Appendix F (Fig. F.3).
(b) Simulated DC response for Λ = 4, P = 0.45, and different temperature conditions.

Stability of the dynamic regime. Nonlinear dynamic systems are prone to chaotic be-

havior [111]. For example, in our model we achieved a quasi-chaotic regime when the

Side Bias field onto the FL was too low. To verify that our calibrated reader model’s

phase-locking regime was stable with respect to thermal fluctuations, we performed a

temperature experiment.
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Figure 48b shows that room-temperature fluctuations did not disturb the phase-locking

regime and resulted only in insignificant changes in the simulated DC responses at 0 and

300 K. Interestingly, in the presence of thermal fluctuations, both peaks’ “linewidths”

broadened only insignificantly. This feature, once again, emphasizes the difference be-

tween the frequency response and the power spectrum. In the latter case, spectral lines

tend to significantly broaden in the presence of thermal noise.

Response at the FL mode’s “sub-harmonics.” The FL precession exhibits an elliptical

trajectory. Thus, the mx component moves back and forth twice during one oscillation

cycle, and its oscillation frequency is approximately twice that of the my component [112].

Therefore, if fFL is the FL’s resonant precession frequency, then f(mx) = 2f(my) =

2fFL. In this physical scenario, the magnetodipolar feedback introduced in Section 6.1

has the following effect. The magnetodipolar interaction induces coupling between the

FL and PL2. Due to the large y-component of the FL’s stray field induced by strong

my oscillations with the frequency fFL, the above-mentioned coupling induces the my

oscillations of the PL2 with the same frequency fFL. These oscillations, in turn, result in

the mx oscillations of the PL2 with the frequency 1/2fFL. The feedback via the PL2’s

magnetodipolar field leads to the oscillation of the FL with the frequency 1/2fFL as well

as all its harmonics. Thus, the FL power spectrum would contain the FL mode, its

“sub-harmonic” at 1/2fFL the frequency of the FL mode, and their higher-order modes,

all of which are produced due to the nonlinear nature of the FL’s my oscillations and

the contribution of the PL2’s mx and my oscillations excited by the presence of the

magnetodipolar interaction.

Fig. 49. Magnetization precession’s elliptical trajectory and magnetodipolar feedback
between the FL and PL2 facilitate the response at 1/2 the FL frequency.

To facilitate the DC response at 1/2, 1/3, 1/4, and 1/6 the frequency of the FL FMR

mode, it is enough to combine the magnetodipolar feedback between the FL and PL2

with a low-order nonlinearity. The DC response at 1/5 the frequency of the FL FMR

mode is not present in the measurement: it requires a fifth-order nonlinearity, but the

fifth harmonic is usually too small to evoke phase locking.
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6.3.2 Harmonic response

Figure 50 shows the fundamental and second harmonic of TMR counterposed to the total

DC response. Whereas the TMR response at 1/2 the FL FMR frequency has a weak

fundamental and a strong second harmonic, the TMR response at the FL FMR frequency

has a strong fundamental and a weak second harmonic.

The former observation implies that the MTJ’s nonlinear characteristics give rise to non-

linear oscillations under the AC excitation signal with the frequency corresponding to

1/2 the FL natural precession frequency. As the TMR response at the second harmonic

is stronger than at the fundamental, the FL FMR mode seems to phase lock to this

harmonic. As for the latter observation, the FL FMR mode phase locks to the TMR

oscillations at the excitation frequency, thus producing a strong fundamental at the FL

FMR frequency.

(a) fundamental (b) second harmonic

Fig. 50. Simulated TMR response at the (a) excitation frequency (fundamental) and (b)
its second harmonic plotted versus the excitation frequency for Λ = 4 and P = 0.4.

The major discrepancy between the measurements in Figs. 41a and 41b and simulations

in Fig. 50 is the absence of the strong fundamental of B1 at the FL FMR frequency.

We attribute this difference to weak coupling (due to convergence to steady-state phase

locking) between the NVNA’s incident wave and magnetization precession. We suggest

that the experimental magnetization precession has a less stable phase relation with the

NVNA’s incident signal than in the model.

In Fig. 41a, the ripply response in the fundamental of B1 suggests that there are more

peaks at fractional frequencies of the FL mode than what we have identified. In particular,

the enlarged DC responses in Fig. 46 indicate a resonant feature between 1/2 the FL

FMR mode and the FL FMR mode. We qualitatively replicated this feature in the

simulated TMR response [Fig. 50a (inset) and Fig. 50b]. Contrary to the experiment,

however, the FL FMR mode seems to phase lock to the second harmonic, not to the
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TMR oscillations at the excitation frequency corresponding to 2/3 the FL FMR frequency.

This is clearly seen in the time- and frequency-domain TMR responses for two selected

excitation frequencies: 2/3 the frequency of the FL FMR mode and 5 GHz (Fig. 51). The

magnetic system’s harmonic response (specifically, of the second harmonic) is stronger if

the excitation frequency corresponds to a fractional frequency of the FL FMR mode.

(a) (b)

Fig. 51. Time- (top) and frequency-domain (bottom) responses of the read sensor model
excited at (a) 2/3 the frequency of the FL FMR mode and (b) 5 GHz. These frequency
points are chosen from the simulations presented in Fig. 50.

6.4 Summary

In the previous chapter, we discovered that all characterized magnetic sensors’ DC re-

sponses reveal peaks at frequencies that are the integer fractions (1/2, 1/3, 1/4, and 1/6)

of the devices’ natural FL FMR frequency. These peaks, in turn, generate the correspond-

ing second and third harmonics of B1.

In this chapter, we employed micromagnetic modeling to understand the underlying

physics that enabled the DC response at “sub-harmonics” of the FL mode. A com-

prehensive micromagnetic study suggested that the experimentally observed DC response

at 1/2, 1/3, 1/4, and 1/6 the frequency of the FL mode can be defined by a low-order

nonlinearity and strong magnetodipolar feedback between the FL and PL. As the PL is

significantly thinner than the FL, additionally accounting for the ST effect on this layer

notably enhanced the ST-driven harmonic response. Interestingly, the orthogonality of the

FL and PL also facilitated the magnetic sensors’ response at 1/2 the FL FMR frequency.
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7 Conclusion

In this thesis, we first elaborated on advances in electrical characterization of magne-

tization dynamics—via ferromagnetic resonance (FMR)—in multilayers. The selected

measurement techniques (spectrum analysis, waveform analysis, and vector network anal-

ysis) were then applied to the MgO-based magnetic tunnel junctions (MTJs) embedded

in the read sensor path.

The inherent nonlinear nature of magnetization dynamics made it necessary to go beyond

the established measurement techniques for electrical characterization of FMR. Advanced

nonlinear microwave measurement techniques (e.g., one- and two-tone measurements,

nonlinear vector network analysis) proved to be suitable for full treatment of MTJs’

nonlinear effects in conjunction with dynamic ones. Additionally, we demonstrated that,

by means of measuring the noise floor around the AC carrier, FMR characterization relying

on coupling between the AC excitation and magnetization dynamics can be tailored to

account for the absence of the stable phase relation between these two signals.

A substantial body of our work focused on the identification of the new resonances at frac-

tional frequencies of the free layer (FL) FMR mode resulting from the nonlinear nature of

the spin-torque (ST)-induced magnetization dynamics. A complimentary micromagnetic

study showed that the experimentally observed DC response at frequencies that are the

integer fractions of the FL’s resonant precession frequency can be defined by a low-order

nonlinearity and strong magnetodipolar feedback between the magnetic layers adjacent to

an MgO barrier. Additionally, the harmonic response is enhanced by the mutual ST effect

between these layers. We determined that the MTJ-based read sensors’ nonlinear mag-

netization dynamics and, by extension, their harmonic response are sensitive to various

magnetic and ST parameters. Our study demonstrated that a comprehensive synthesis

of nonlinear measurements and modeling can clarify the uncertainty in the definition of

these parameters.

Most importantly, as magnetic nanodevices continue to shrink in size, the inherent non-

linear nature of magnetization dynamics becomes especially pronounced and can serve as

a basis for new applications, such as frequency multipliers that use sub-harmonic injection

locking and broadband rectifiers based on ST rectification phenomena.
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A Noise reduction via spectral subtraction and signal

filtering in the frequency domain

The signal processing procedure used to obtain the measurements in Section 3.2 includes:

signal “de-noising” and signal filtering. De-noising emphasizes specific areas of the spec-

trum by lowering the noise level [113]. In this work, we de-noised the signal via spectral

subtraction and signal filtering in the frequency domain (also known as “Fourier filter-

ing”). The results in Fig. A.1 demonstrate much lower noise levels in the de-noised and

filtered signal.

Fig. A.1. This signal processing procedure lowers the noise level while keeping the phase
uncorrupted. Note that the real-time oscilloscope measurements presented in Section 3.2
did not utilize the AC excitation. So, the strong peaks below 3 GHz are telecommunica-
tions signals.

This signal processing solution is somewhat expensive computationally, thus rendering

it ill-suited for real-time applications. Nevertheless, it has a tremendous advantage over

other signal processing techniques: the signal parameters, especially the signal phase,

remain uncorrupted.

Spectral subtraction is achieved by subtracting the estimated noise spectrum from the

noisy signal spectrum. In case the noise is not measured separately, it is estimated and

updated from the periods when the signal is absent. To restore the de-noised signal,

the estimated noise spectrum is combined with the phase of the noisy signal and then

transformed via the inverse Fourier transform into the time domain [62,114].

Assuming that the noisy signal y(t) is the sum of the signal x(t) and the noise n(t), its

time- and frequency-domain representations are:

y(t) = x(t) + n(t) (100)
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and

|Y (f)|2 = |X(f)|2 + |N(f)|2. (101)

The de-noised power spectrum can be estimated by subtracting the noise power estimate

from the noisy power spectrum:

|X̂(f)|2 = |Y (f)|2 − |N̂(f)|2 = |Y (f)|2H2
ss(f), (102)

where the equivalent spectral subtraction filter’s frequency response is equal to

H2
ss(f) = 1− 1

SNR(f)
, (103)

and the frequency-dependent signal-to-noise ratio (SNR) is

SNR(f) =
|Y (f)|2

|N̂(f)|2
. (104)

For many applications, the spectral subtraction technique’s weakest point is in estimating

the noise power spectrum. For our application, the measured waveforms are obtained

by the direct observation of the high-frequency magnetization dynamics of the free and

pinned layers (FL and PL, respectively) under the DC bias. Therefore, the waveform

measured at zero DC bias is the sought after noise n(t).

Fig. A.2. Fourier filtering removes unwanted signal features in the spectral domain

The Fourier filtering requires us to 1) compute the signal’s Fourier transform, 2) multiply

the Fourier transform bins by a given filter function (i.e., spectral profiling), and 3)

calculate the inverse Fourier transform of the result [115]. Special care must be taken

when using both the amplitude and phase spectrum to reconstruct the filtered signal in

the time domain. The critical moment is to adequately determine the cut-off frequencies

allowing most of the noise to be eliminated while keeping the signal itself undistorted.
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B Smith chart analysis: single resonant mode

In Section 4.1, we related the magnitude of the complex input impedance Z11 plotted as a

function of frequency (Figs. 23a and 23b) to the imaginary part of the measured reflection

coefficient S11 plotted versus its real part (Figs. 23c and 23d). Equation (72) connects

the 50 Ω-referenced S11 and Z11.

When the reflection coefficient S11 representing a single resonant mode is plotted in the

complex plane (also known as “Smith chart”), it forms a circle in canonical position with

its center on the real axis (Fig. B.1a). This circle intersects the real axis at the location

of the resonant frequency [116, 117]. In Figs. 23c and 23d, this point corresponds to the

FL ferromagnetic resonance (FMR) mode.

(a) (b) (c)

Fig. B.1. Exemplary real and imaginary parts of the complex reflection coefficient S11

for a single resonant mode. (b) and (c) show the offset and rotation of an ideal resonant
circle (a).

Real measurement scenarios alter the ideal resonant circle’s position on the complex

plane [116, 117]. Crosstalk between cables and/or coupling structures offset the circle

away from its place on the real axis (Fig. B.1b). As our measurement setup has only

one cable (Fig. 4), this kind of shift may occur, e.g., due to imperfect de-embedding. A

phase shift due to transmission lines connected to the device under test (DUT) causes the

resonant circle to rotate around the origin (Fig. B.1c). In our measurement setup, the

electrical length between the calibrated probe tip and the DUT is less than 1 mm. Such a

short connection could not possibly produce a significant rotation of the resonant circle.

So, the phase shift between the positive and negative VDC scenarios (Figs. 23c and 23d)

is a feature of the device, not a measurement artifact.

The complex translation and/or rotation of the ideal resonant circle can be expressed

as S̃11 = (S11 + X)ejφ, where X is the complex constant offset, and φ is the phase

shift [116, 117].
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C Anomalous sample

Similar to the description in Section 5.3, the selected nonlinear vector network analyzer

(NVNA) measurements in Fig. C.1 were obtained using the instrument in its standard

configuration: we measured 3 harmonics (fundamental, second, and third) for each ex-

citation frequency. Then, the resultant harmonics of B1 were counterposed to the DC

readout curve, all plotted versus the excitation frequency.

(a) fundamental (b) 2nd harmonic

Fig. C.1. (a) fundamental, (b) second, and
(c) third harmonic response at fractional
frequencies of the free layer (FL) mode
plotted versus the excitation frequency.
The anomalous sample is characterized at
+250 µA DC bias current, −5 dBm AC
power, and 15 Hz intermediate frequency
bandwidth (IFBW).

(c) 3rd harmonic

In Fig. C.1b, the FL ferromagnetic resonance (FMR) mode and the peak located at 1/3

the frequency of the FL generated the second harmonic of B1. Theoretically, we did not

expect to see the harmonics of the magnetic read sensor’s FL mode as they are caused

by non-homogeneous magnetization oscillations [118]. Nevertheless, their presence may

explain stronger DC response at the FL frequency for this anomalous sample.
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D AC-power-to-current conversion

AC power supplied by the signal generator

dBm µA at 50-Ω mV at 50-Ω
mV at open-circuit

terminal

µA at 750-Ω

TMR sensor

-5 2500 125.7 251.4 335.2

-10 1400 70.7 141.4 188.5

-15 795.3 39.8 79.6 106.1

-20 447.2 22.4 44.8 59.7

-25 251.5 12.6 25.2 33.6

-30 141.4 7.1 14.2 18.9

Table 2: AC-power-to-current conversion

dBm to root-mean-square (RMS) current conversion for the 50-Ω system is misleading

(second column in Table 2):

√

10dBm/10

Z0

× 10−3, (105)

where Z0 is the 50-Ω system impedance [119].

To estimate more realistically AC current through the read sensor, the RMS voltage for

the 50-Ω system is first calculated (third column in Table 2) [119]:

√

10dBm/10 × Z0 × 10−3. (106)

The system as a whole represents an open circuit (Fig. 8a). Thus, the value in the third

column should be doubled to obtain the total voltage at the open end [120].

Finally, the AC current through the read sensor can be obtained for a given tunnel mag-

netoresistance (TMR) resistance (last column in Table 2).

84

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

E Effect of magnetic parameters on read sensor’s

dynamic regime

In Section 6.2, we presented the time- and frequency-domain responses of the read sensor

model for selected magnetic parameters that effectively shift the magnetic system’s dy-

namic regime from weakly to strongly nonlinear. In these micromagnetic studies, we fixed

the spin-torque (ST) parameters: spin polarization P and ST asymmetry Λ are equal to

0.55 and 1, respectively. The AC and DC excitation signals match the experiment in

Fig. 41. Then, we excited the system at 1/4 the frequency of the free layer (FL) ferro-

magnetic resonance (FMR) mode and observed the resultant harmonic response (Figs. E.1

to E.3) at the excitation frequency, fFL/4, as well as at fFL/2, 3fFL/4, and fFL.

Fig. E.1. Effect of the pinned layers’ damping constant

If the pinned layers’ damping is lower than 0.1, the response at the fourth harmonic

of the excitation frequency (which coincides with the FL frequency) becomes stronger

than at the drive frequency. This threshold corresponds to the magnetization oscillations

becoming strongly nonlinear as demonstrated in Fig. 45a.

Fig. E.2. Effect of the Side Bias field on the pinned layers

Accompanied by the response at the fourth harmonic of the excitation frequency (which
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coincides with the FL frequency) becoming stronger than at the drive frequency, the

threshold below which we observe strongly nonlinear magnetization oscillations (Fig. 43a)

corresponds to 0.6× reduction in the Side Bias field onto the pinned layers.

Fig. E.3. Effect of the Side Bias magnetization

Analogously, to shift the system’s dynamic regime from weakly to strongly nonlinear

(Fig. 44), it is enough to sufficiently lower (i.e., less than 0.8 T) the Side Bias magneti-

zation.
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F Effect of spin-torque parameters on read sensor’s

DC response

(a) (b) (c)

Fig. F.1. Simulated (a) “constant” and (b) “oscillating” contributions to the (c) total DC
response for different spin polarization factors P at Λ = 4

(a) (b) (c)

Fig. F.2. Simulated (a) “constant” and (b) “oscillating” contributions to the (c) total DC
response for different asymmetry parameters Λ at P = 0.4

(a) (b) (c)

Fig. F.3. Simulated (a) “constant” and (b) “oscillating” contributions to the (c) total DC
response for Λ = 4, P = 0.45, and different ST scenarios
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