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Kurzfassung

Ultrakurze Laserpulse mit hoher Intensitit erlauben es, die Bewegung von Elektro-
nen in Atomen, Molekiilen und Festkorpern auf einer Zeitskala von (sub-) Femto-
sekunden zu steuern. Dieser Monograph erortert Elektronenkontrolle durch Licht
in drei paradigmatischen Festkorper-Systemen: einer Metall-Nanostruktur (nanome-
trische Spitze), einem Isolator (Quarzglas), und dem Buckminsterfulleren-Molekiil
(Cé0)-

Wir diskutieren sowohl quantenmechanische Simulationen mit zeitabhangiger
Dichtefunktionaltheorie zur Beschreibung der mikroskopische Elektronenbewegung
auf der atomaren Langenskala, als auch einfache klassische und semi-klassische Mo-
delle zum Verstandnis der zugrundeliegenden Mechanismen. Wo bereits vorhanden,
vergleichen wir unsere Ergebnisse mit experimentellen Daten und finden gute Uber-
einstimmung. Mit steigender Laser-Intensitét finden wir einen Ubergang von vertika-
ler zu hochgradig nicht-linearer tunnel-artiger Photoanregung. Bei Nanostrukturen
fiihrt diese zu zeitlich lokalisierter Tunnelemission und zu Quanten-Interferenzen
in den Energiespektren der Elektronen. Ahnliche Tunnelprozesse finden zwischen
benachbarten Atomen in einem Isolator unter Einwirkung starker Laserfelder statt.
Dadurch werden ultraschnelle Strome angeregt und die Materialeigenschaften &n-
dern sich binnen Femtosekunden. Elektron-Elektron-Wechselwirkung fithrt zu Feld-
verstarkung und Lokalisierung der nicht-linearen Antwort und wird sowohl klas-
sisch durch Losen der Maxwellgleichungen in der Néhe einer Nanostruktur als auch
quantenmechanisch durch ab-initio Simulation des Fulleren-Molekiils untersucht.

Unsere Ergebnisse zeigen, dass ultrakurze Laserpulse Elektronenkontrolle in Fest-
korpern ermoglichen und dass zeitabhéngige Dichtefunktionaltheorie die Beschrei-
bung der hoch nichtlinearen Antwort erlaubt.
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Abstract

Ultrashort custom-tailored laser pulses can be employed to observe and control the
motion of electrons in atoms and small molecules on the (sub-) femtosecond time
scale. Very recently, efforts are underway to extend these concepts to solid matter.
This monograph theoretically explores first applications of electron control by ul-
trashort laser pulses in three paradigmatic systems of solid-state density: a metal
nano-structure (nanometric metal tip), a bulk dielectric (quartz glass), and the buck-
minsterfullerene molecule (Cqp) as arguably the smallest possible nano-particle.

The electron motion is resolved on the atomic length and time scale by ab-initio
simulations based on time-dependent density functional theory. Our quantum simu-
lations are complemented by classical and semi-classical models elucidating the un-
derlying mechanisms. We compare our results to experiments where already avail-
able and find good agreement. With increasing laser intensity, we find a transition
from vertical photoexcitation to tunneling-like excitation. For nanostructures, that
leads to temporally confined electron photoemission and thereby to quantum inter-
ferences in the energy spectra of emitted electrons. Similarly, tunneling can be in-
duced between neighboring atoms inside an insulator. This provides a mechanism
for ultrafast light-field controlled currents and modification of the optical properties
of the solid, promising to eventually realize light-field electronic devices operating on
the femtosecond time scale and nanometer length scale. Electron-electron interaction
leads to near field enhancement and spatial localization of the non-linear response
and is investigated both classically by solving the Maxwell equations near a nanos-
tructure as well as quantum mechanically for the fullerene molecule. For the latter,
we discuss scrutiny of the molecular near-field by the attosecond streaking technique.

Our results demonstrate that ultrashort laser pulses can be employed to steer the
motion of electrons in solid matter, and that the latter can be accurately described by
time-dependent density functional theory.
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CHAPTER 1

Introduction

When someone asked me during my Ph.D. what topic could divert me for so long
from the pleasures of a normal life, I would answer: “It is about how solid state
matter interacts with intense optical few-cycle laser pulses.” People were usually
shocked and felt slightly sorry for me, and answered “What? Who could possibly be
interested in that?”

As it turns out, a great many scientists from a variety of disciplines are interested
in such topics. From the foundations of the interaction of radiation with matter by
Einstein [1917] and the inception of the laser [Gould, 1959; Maiman, 1960; Kastler,
1967], the laser has become an indispensable tool in everyday applications from data
storage to eye surgery. In parallel to the development of industry-grade laser tech-
nology, fundamental research on ever improved control of laser output radiation has
led to the development of the Ti:sapphire laser [Moulton, 1986] characterized by a
broadband output spectrum that together with advanced pulse shaping by chirped
mirrors [Szipocs et al., 1994] allows the generation of well controlled, intense, ul-
trashort pulses. Here, “ultrashort” means that only few optical cycles are below
the laser envelope (occur during the laser pulse length). For example, commercial
applications routinely operate with pulse durations of 10 - 100 femtoseconds (fs,
1fs = 10~ 15s), and in laser science laboratories pulse durations below 4 fs are state of
the art. For comparison, the duration of the laser period at 800 nm wavelength is 2.67
fs. This compression of the laser pulse energy in time allows extremely high peak
field strengths of the electric field. In fact, the electric field can be even larger than
the electric field that a bound electron feels in an atom. As matter on earth is essen-
tially governed by the electromagnetic interaction between its constituent parts, the
strong time-dependent electric field of a laser is an ideal tool to control and probe the
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motion of electrons in atoms, molecules, and solid matter. Going from a fundamental
interest in building better and bigger lasers to applications in atomic and molecu-
lar physics and physical chemistry, the technological development of such intense,
well-controllable laser sources has led to unprecedented insights into the dynamics
of electron motion. These are often summarized by the buzzword of “attosecond
science” referring to the natural time scale of electron motion in atoms, molecules,
and solids (the classical orbital period of an electron in a hydrogen atom is about 150
attoseconds or 0.15 fs). Attosecond science has succeeded to directly demonstrate a
number of abstract concepts that have been part of elementary textbooks on physics
and chemistry for a long time but the observability of which was unthinkable just a
few years ago. Examples include a direct measurement of the oscillations of the elec-
tric field vector in real time [Goulielmakis et al., 2004], “tomographic” measurements
of molecular orbitals [Itatani et al., 2004], ballistic motion of electrons in solids [Cav-
alieri et al., 2007], the time dependence of electron tunneling ionization [Uiberacker
et al., 2007] and the time dependence of the phase of the wave function at the tun-
nel exit [Xie et al., 2012], and the time-dependent dipole induced in molecules by the
electric field of the laser [Neidel et al., 2013]. These advances have all been achieved
within the last decade. In addition to the optical physicists, atomic physicists, and
physical chemists fascinated by these milestones marking truly a new era of under-
standing and control of the microscopic properties of matter, solid state and surface
physicists are becoming increasingly aware of the promise that attosecond science
holds also for their field. Employing ultrashort laser pulses together with state-of-the-
art control of sample quality, surface structure, and possibly surface modifications by
modern nanotechnology will open the door to exciting possibilities. On one hand,
fundamental questions about the properties of interacting quantum many body sys-
tems subject to a strong time-dependent perturbation can be answered. Currently, the
theoretical description of such systems is less developed compared to smaller atomic
or molecular targets, and experiments will soon reach parameter regimes where the
validity of presently tractable theory is questionable. On the other hand, a wealth of
possible applications has been envisioned for solid-state systems illuminated by ul-
trashort laser pulses. To name but two that will play a major role in the pages ahead,
metal nano-tips have been suggested as ultrafast, nanometric, coherent sources for
femtosecond electron pulses [Hoffrogge et al., 2014; Gulde et al., 2014] that may in
the long term be employed to visualize electron motion inside solids [Baum et al.,
2007]. Secondly, employing ultrashort laser pulses to change the properties of bulk
dielectrics on the femtosecond time scale has been suggested as a way to realize ultra-
fast switching devices that will be, in principle, capable of operating at clock speeds
surpassing those of semiconductor technology operating today’s computers by sev-
eral orders of magnitude [Krausz and Stockman, 2014].

In the course of this monograph, we will visit three systems of current interest
where laser induced non-linear response plays a crucial role, and we will describe
the response mainly by an ab-initio framework named time-dependent density func-



tional theory (TD-DFT). Wherever possible, we will supplement our calculations by
direct comparison with experiment and with simpler classical or semi-classical mod-
els that capture only the essential physical mechanism.

The first part of the thesis is devoted to investigating the strong field response of
paradigmatic nano-structures, a nanometric metal tip, and the control of electron mo-
tion near the surface of the nanostructure by ultrashort laser pulses. We begin by in-
vestigating the near-field response of a nano-tip, at first on a classical level described
by the Maxwell equations (chapter 2) which also serves to introduce the concept of
field enhancement. The near field at the tip apex is enhanced due to the dynamic
lightning-rod effect and subsequently enters into a quantum simulation of surface
dynamics and electron photoemission around the nanometric apex of the tip (chapter
3). Comparing our simulation to recent experiments, we demonstrate that electrons
are first photoemitted from the nanotip and then driven back towards the surface
by the laser field where they can scatter from the first layer of surface atoms. These
quantum surface dynamics leave distinctive marks on the electron spectra that are
intimately related to the exquisite control over the motion of the electron outside the
nano-structure by the shape of the laser field. Due to the mesoscopic size of the nano-
structure, far larger than what can be modeled by present-day quantum simulations,
the quantum dynamics in chapters 2 and 3 are treated separately from the dynamics
of the incoming laser field, and the quantum dynamics is restricted to the reaction
coordinate along the surface normal. In the remainder of the monograph, we inves-
tigate two other systems where this restriction is lifted and fully three-dimensional
microscopic quantum simulations are employed to describe the interaction of matter
with laser pulses. First, in chapter 4, we investigate an idea complementary to con-
trolling electron motion with strong laser fields outside a metal nanostructure, namely
controlling electron motion within a transparent dielectric. We investigate the charge
that is transferred within a dielectric only by virtue of a strong femtosecond laser
field and compare our findings to very recent experiments. The steep rise in the
charge transfer signal as a function of laser intensity is linked to the emergence of
electron tunneling between neighboring atoms inside the solid for high laser inten-
sity that can lead to quasi-free currents in the dielectric and changes the material
properties on the ultrafast time scale. Secondly, in chapter 5, we investigate a system
that is on the one hand large enough to show field enhancement, but on the other
hand small enough that an ab-initio description is still tractable. We investigate the
time-dependent near-field of arguably the smallest possible nano-particle, a single
Cgo molecule, by three-dimensional ab-initio simulations and find surprising analo-
gies to the textbook model of a dielectric sphere in a laser field. We suggest how a
sophisticated pump-probe scheme called attosecond streaking can be employed to
probe the time-dependent molecular near-fields, excitation, and decay ensuing laser
irradiation.

Atomic units are used unless stated otherwise.
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CHAPTER 2

Near-field response of nano-tips

2.1 Introduction

Nano-technological advances combined with the advent of modern computing power
have given rise to a renewed interest in the electrodynamics of continuous media.
Many concepts that were originally developed for radio-wavelengths and macro-
scopic length dimensions like the classic directional Yagi-Uda antenna [Uda, 1927]
have been taken to the nanometric length scale and optical frequencies [Maksymov
et al., 2012; Novotny and van Hulst, 2011]. Employing field enhancement at sub-
wavelength structures to concentrate energy below what is attainable by conven-
tional optical elements like lenses and mirrors holds the promise to enhance the per-
formance and efficiency of photodetection, light emission, and sensing. The ever-
growing field of “plasmonics” investigates the properties of such localized or prop-
agating excitations at surfaces, nano-particles, arrays of nano—particles, or custom-
made structures with the goal to use surface plasmons to confine energy or transfer
information on the nanometer length scale [Maier and Atwater, 2005; Stockman and
Hewageegana, 2007; Brongersma and Kik, 2007]. Recently, advances into the non-
linear regime have also been attempted [Kauranen and Zayats, 2012].

In this chapter, we study the electrodynamic response of nano-tips, a paradig-
matic nano-structure where field enhancement takes place. Nanometric tips or wires
(tips with small opening angle) where the electric near-field is concentrated near the
apex serve to enhance non-linear processes in a wide range of applications from scan-
ning near-field optical microscopy (SNOM) [Martin et al., 2001; Hartschuh, 2008],
tip-enhanced Raman scattering (TERS) [Kawata et al., 2009; Sonntag et al., 2014], as
sources of second-harmonic generation [Bouhelier et al., 2003], as sources of ultrafast
photoemitted electrons [Hommelhoff et al., 2006b,a; Ropers et al., 2007; Barwick et al.,
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2007], as possible directional light emitters [Grzela et al., 2012] or as semi-conductor
nano-antennas for improved absorption of light in novel photodetectors and photo-
voltaic devices [Grzela et al., 2014]. An important conceptual difference to plasmon-
ics is, however, that the open geometry of a nano-tip does not permit sharp localized
resonances, which are usually exploited in plasmonics to attain the strongest energy
concentration. On the other hand, this lack of sharp resonances provides field en-
hancement over a wide frequency range so that the pulse shape of an incoming few-
cycle laser pulse is conserved. We treat the dielectric properties of the tip in linear
response by the macroscopic Maxwell equations and neglect the back-action of pos-
sible non-linear contributions on the near field. Our main quantity of interest is the
enhanced time-dependent electric field at the apex of the nano-tip, which we will use
as input for the subsequent quantum mechanical simulation of electron emission and
rescattering in the next chapter.

We start by discussing the lightning-rod effect leading to field enhancement for
the most simple case, a nano-sphere in a quasi-static laser electric field, and exten-
sions to field enhancement at ellipsoids. After exhausting the analytical options, we
turn to a brief survey of available numerical methods for the solution of Maxwell’s
equations and describe our choice, the boundary element method as implemented in
the public domain SCUFF-EM package. We then present simulations for experimen-
tally relevant tungsten nanotips investigating the near-field around a metal nanotip
and the magnitude and phase shift of the field enhancement at the tip apex as a func-
tion of laser wavelength and tip geometry. Towards the end of the section, we present
simulation results for a pair of nano-tips.

2.2 Field enhancement

In this section, we discuss the mechanism leading to field enhancement at sharp ge-
ometrical features, which is also called the “lightning-rod” effect. The mechanism of
field enhancement is not due to retardation effects of a propagating electromagnetic
field and can be discussed in the quasi-static approximation! (see Sarid and Challener
[2010]; Jackson [1998]; Purcell and Morin [2013]; Bohren and Huffman [1998]).

We briefly recollect the textbook problem of a dielectric sphere of radius Rsphere
and dielectric constant €(w) in a quasi-static electric field Foe ! in z direction, which
is a good approximation for nanospheres irradiated by a laser if their radius is much
smaller than the laser wavelength A = 27tc/w with ¢ the velocity of light in vacuum.
The solution of the Laplace equation with the appropriate electrostatic boundary con-
ditions at the surface of the sphere yields for the electrostatic potential

FyAz for 7 < Rsphere

4>sphere(r) = { —Fyz+ EyBz/1® for r> Rsphere e

1 In the literature, some authors distinguish between the (electrostatic) lightning-rod effect in DC fields
and the “dynamic” lightning-rod effect induced by oscillating light fields. As we are concerned with field
enhancement at optical frequencies, we consider only this “dynamic” lightning-rod effect.
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where the field inside the sphere is reduced by A = —3/(e + 2) compared to the
external field, and the potential outside the sphere is that of a dipole. The amplitude
of the dipole is B = RSph ere(€ = 1)/ (€ +2) = &gppere, the so-called polarizability of a
sphere, and the total induced dipole moment is psphere = ®sphereFo- The electric field
is given by Fsphere (r) = _V¢sphere(r)'

—AFz for 7 < Rsphere

F r) = A sphere * (22)
sphere( ) { Foz — Psphere/r?) + S%r for r> Rsphere

and the maximum value of the electric field is attained on the surface of the sphere in
the direction of the external field giving a field enhancement factor

h 3e
érls::% ere = sphere (O, 0, Rsphere) /FO = ey >

2.3)

Fig. 2.1 shows the potential and near-field of a nano-sphere. For a dielectric like
glass, the potential and field are real, that is, in phase with the external field. How-
ever, if the dielectric constant has a non-negligible imaginary part, the induced field
has an imaginary component, meaning that it is phase shifted with respect to the
incoming field. This is the case for typical tip materials at optical frequencies. For

most metals at optical wavelengths, |e| > 1 so that the field enhancement of a spher-

. . . h . .
ical nanoparticle is C;% “® ~ 3. The dipole resonance of a nanosphere is at € ~ —2

(Eq. 2.3).

The field inside the dielectric is reduced compared to the field outside (Fig. 2.1
b), and the reduction is roughly proportional to |e| (Eq. 2.2). In the special case of
spheres, the field inside the dielectric is also constant. This screening inside the di-
electric leads to a reduced slope of the potential inside the dielectric (Fig. 2.1 a). Far
away from the dielectric, however, the potential must approach the correct asymp-
totic potential —Fyz. Therefore, the total potential which is continuous across the
interface must have a curvature to join the potential inside the sphere with the po-
tential far away from the sphere. This curvature leads to an increase in the gradient
F = —V¢, which is the origin of the enhanced field at the surface.

An alternative interpretation for field enhancement can be given in terms of the
induced surface charge density. As the sphere is exposed to the external electric field,
the “bound” charges in the dielectric are moved in the direction of the incoming field.
We can imagine this polarization as the displacement of a uniform positively charged
sphere against a sphere of equal uniform negative charge (Fig. 2.1c). This movement
of bound charge leads to a layer of surface charge on the dielectric, which induces an
additional electric field, which in turn acts back self-consistently on the movement
of the charge. The solution of the Laplace equation with the electrostatic boundary
conditions gives, by design, the self-consistent solution to this problem. The field
enhancement can be interpreted as the Coulomb force [ d°t'npoung(t') - (r — ') /|xr —

t’|? exerted by the surface charge on a test charge in the vicinity of the nanosphere.
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external potential / field

T
inside sphere |glass: €gass = 2.5 - (_c)
induced surface charge

—
[
-

g 20 . tungsten: €y = 5.2 + 19.4i — ’

O gold: €py=-236+121 — density [scaled]
2 R

2

2.

Q.

field [Fol

Il 1 Il 1
-30 -20 -10 0 10 20 30
coordinate along laser polarization [nm]
Figure 2.1: Field enhancement of a nano-sphere. (a) Quasi-static electric potential. Dotted line: exter-
nal potential —Fyz. Potentials are calculated for dielectrics with different dielectric constants: green (glass),
€glass = 2.5; red (tungsten), ew = 5.2 + 19.4i; blue (gold), ea, = —23.6 + 1.2i. Real parts are solid lines
and imaginary parts are dashed lines. (b) Electric field. (¢) Induced surface charge on a nano-sphere (for

lss = 2.5). Left: calculated distribution of surface charge. Right: model system consisting of two displaced
c?marged spheres showing the origin of the surface charge distribution.

We further analyze the geometry dependence of near-field enhancement by dis-
cussing a sub-wavelength ellipsoid with two equal axes with the field direction taken
along the third axis. The analytical solution for the field enhancement at the apex in
the quasi-static approximation is [Sarid and Challener, 2010; Bohren and Huffman,
1998] lipsoid .

ellipsoi
SPE TITA(e—1) 24)
with the so-called shape factor As = (1 —s2)~1 —s(1 —s?)~3/2sin"!(v/1 — 52) for
aspect ratio s taken to be the length of the ellipsoid along the field direction di-
vided by its width. As varies smoothly over the range of possible geometries, from
pancake-shaped ellipsoids (As — 1) to spheres (As — 1/3) to needle-like ellipsoids

(As — 0). For a sphere (As = 1/3), we recover Eq. 2.3, and for a flat surface (A; = 1),

Celhpsmd =1, 1i.e,, the field enhancement vanishes as expected. Going from a sphere to

a needle-like ellipsoid (1/3 > As > 0), the qualitative behavior of @e Htipsoid depends

on the dielectric function. For dielectrics (Ree > 1), the field enhancement increases
monotonically as the needle becomes more and more sharp, while for good conduc-
tors at optical frequencies (Ree < —1), there is an optimal aspect ratio where the field
enhancement is maximal at the dipole resonance. In the quasi-static approximation
for a needle-like ellipsoid (As — 0), the field enhancement becomes

Cneedle — . (2' 5)

This result can be compared to the quasi-static field enhancement obtained for a
paraboloid [Chang et al., 2007, 2009], which is also Cparabc’lmd = € independent of
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its curvature. While modeling an infinitely extended needle or paraboloid within the
quasi-static approximation is questionable, these estimates lead us to suspect that a
variation of the dielectric function will also lead to a similar proportional variation in
the field enhancement for other nano-structures.

Analytical models of field enhancement that include retardation and a finite illu-
mination spot, a focus, have so far not been achieved. We therefore turn to a numeri-
cal solution of Maxwell’s equations in the following section.

2.3 Numerical solution of Maxwell’s equations by the boundary
element method

In this section, we discuss the numerical solution of the Maxwell equations for a nano-
tip in a laser focus. After discussing advantages and disadvantages of the available
methods, we describe our choice, the boundary element method, in more detail.

Over the past 20 years, an enormous increase in electromagnetic ab-initio simu-
lation has taken place. Electromagnetism is especially favorable for ab-initio com-
putation because the Maxwell equations are exact (in the macroscopic limit) and the
relevant material properties such as the frequcency-dependent bulk dielectric func-
tion can be experimentally determined to a high degree of accuracy. Results derived
from the macroscopic Maxwell equations have consistently agreed with experiments
for structures down to the nm length scale, allowing for the computer to become a
pre-laboratory for the investigation and optimization of photonic devices before they
are fabricated. An added complication for simulations of a nano-tip is the disparity
in length scales. On one hand, field enhancement takes place on the length scale of
the nanometric apex of the tip and requires a resolution on the sub-nanometer length
scale, but on the other hand, the extended geometry of the nanotip must be modeled
to account for the full distribution of polarization inside the material and its retarded
contributions to the field at the apex on the micrometer scale.

Computational electromagnetism problems fall into two main categories [Joannopou-
los et al., 2011; Gray, 2012]. The first is time-domain calculations, where the electric and
magnetic fields are evolved in time according to the Maxwell equations (SI units are
used in this section),

V.-D= »p , V-B =0
VxF= —-oB , VxH =J+09D (2.6)

where F and B are the electric and magnetic fields, p and J are the (free) charge
and current density, the derived fields in linear materials read D = €peF and H =
B/ (pou), and J = oF. The material constants €, y and o are called dielectric func-
tion, relative magnetic permeability, and specific conductivity and can be, in general,
tensor valued and dependent on space (and time if we extend the equations to non-
linear materials). The Maxwell equations are linear in the fields, which has the prac-
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tical consequence that the solutions of the Maxwell equations presented below are
normalized to an arbitrary field amplitude Fy (e.g., 1 V/m). At boundaries between
two homogeneous media the continuity conditions for the fields in medium (1) and
medium (2) read

np- (D —Dq) =0gy, nip-(Bp—By) =0
npp X (FZ - Fl) =0, nipp X (HZ - Hl) = Ksurf (2~7)

where nj; is the surface normal vector pointing from material (1) to (2). The discon-
tinuity of the normal component of D is due to the surface charge density og,¢ and
of the tangential component of H is due to the surface current Kg¢. The Maxwell
equations (2.6) are integrated in real space and real time to find the response of
a system defined by space-dependent material constants e(r), y(r) and o(r) due
to some external excitation which can consist of incoming electromagnetic fields or
time-dependent source currents.

Alternatively, the linear Maxwell equations can be solved in a frequency-domain
calculation yielding the complex field amplitudes F(r,w) and H(r,w) at point r and
frequency w. The time domain fields can be recovered from a superposition of calcu-
lations for different frequencies,

F(r,t) = 1 /dwe_i“’tF(r,w) . (2.8)
21

The main factor that decides the computational cost of calculations both in time
domain and in frequency domain is the choice of discretization for the partial differ-
ential equations. The most often employed integrator for Maxwell’s equations is the
finite-differences time domain (FDTD) method (Kunz and Luebbers [1993], Taflove
and Hagness [2005],Oskooi et al. [2010]). Integration is performed on a Cartesian
grid in time and space, which makes it difficult to resolve field enhancement at sharp
structures much below the wavelength of the incoming light. Adaptive grids are at
present not available in public domain implementations, but are in principle straight-
forward to implement [Taflove and Hagness, 2005] and are available in some com-
mercial implementations like Lumerical. Alternatively, discontinuous Galerkin time
domain methods allow flexible grids and are gaining popularity [Descombes et al.,
2013; Swanwick et al., 2014]. Another popular discretization method is finite elements
(FEM), which is most effectively employed in frequency-domain. Calculations can be
performed with most modern public domain or proprietary finite element solvers, for
example COMSOL. While FEM is well suited for efficient discretization of the three-
dimensional space in the vicinity of sharp structures, fully three-dimensional finite
element simulations of a mesoscopic nanotip in a laser focus are challenging even
for modern computers. We instead employed a boundary element method (BEM,
also called “surface integral equations formulation” or “method of moments”). In
contrast to FDTD and FEM methods, which discretize three-dimensional space and
solve a spatially local form of Maxwell’s equations, the BEM takes advantage of the
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analytically known solutions of Maxwell’s equations in homogeneous media, so that
only the boundary of a region of homogeneous dielectric properties has to be dis-
cretized. The numerical complexity thus scales with the surface of the structure that
is modeled instead of its volume and allows an accurate treatment of nanotips with
mesoscopic sizes up to the micron range with moderate memory requirements. On
the other hand, while FDTD and FEM can handle arbitrary spatial variations of di-
electric properties, BEM is restricted to piecewise homogeneous material configura-
tions.

We used the public domain implementation of the boundary element method
SCUFF-EM by M. T. Homer Reid (see Reid and Johnson [2013]; Reid et al. [2013] and
homerreid.com/scuff-EM). Similar capabilities, with the exception of a focused laser
beam as excitation, are present in the MNPBEM package [Hohenester and Triigler,
2011]. A typical simulation run proceeds as follows. First, the tip geometry is de-
fined as a combination of primitive geometrical shapes depending on the geometrical
parameters like tip radius and tip opening angle. The surface of the tip is then dis-
cretized into flat triangles (“meshing”) employing the public domain meshing soft-
ware gmsh [Geuzaine and Remacle, 2009]. Our adaptive mesh can resolve the fine
features of the near field around the apex of the tip with discretization steps of the or-
der of 0.2 nm near the apex. The rest of the tip is discretized in steps of about 1-20 nm
that resolve the curvature of the geometry and are much smaller than the wavelength
of surface plasmons, which can be excited at the sharp tip apex. The total length of a
simulated tip is between 1.7 micron to 6 micron for a focus size of ~ 2 micron. The
inside of the nanotip is designated the experimental dielectric bulk constant of the
material at the working frequency [Palik, 1991].

The boundary element method solver SCUFF-EM is then employed to solve for the
scattered electromagnetic fields for a given incoming laser beam. This is done in two
steps. First, the so-called “equivalent surface currents” on the surface of the tip are
computed. They are defined so as to satisfy the boundary conditions of Maxwell’s
equations (2.7) on the surface of the nano-tip. This prescription is cast into an integral
equation which, upon discretization, yields a matrix equation for the equivalent sur-
face currents. The latter is solved with standard linear algebra methods. The size of
the BEM matrix scales as N. é anels
discretization of the nano-tip (in the calculations presented below, Npanels ~ 10000

where Npanels is the number of panels used for the

which needs on the order of 15 GB of memory). After the equivalent surface cur-
rents have been computed, the electric and magnetic fields at any point in space can
be evaluated with the same numerical effort per point. If the evaluation point is
chosen closer to the nanotip boundary than the local surface discretization step, dis-
cretization errors can lead to local fluctuations in the calculated electric field. These
can be circumvented by either smoothing out the fluctuations, extrapolating the field
towards the surface, or improving the resolution of the discretization. For the evalua-
tion of field enhancement at the apex of the tip, we found that for a typical discretiza-
tion of the region near the apex of 0.2 nm, evaluation points at a distance of only 0.01
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nm from the apex are still reliable and do not show numerical instabilities. To evalu-
ate the field exactly at the position of the apex, we extrapolate the near field towards
the tip apex on a length scale of ~ 0.05 nm. The difference to the field evaluated at
0.01 nm in front of the apex is typically in the range of 1 %.

24 Near-field around nano-tips

We investigate the time and space dependent near field distribution around nano-
tips. While there have been a number of other studies on field enhancement near
nano-tips, a detailed study of the dependence of the near fields on the tip design pa-
rameters (material, radius, opening angle) and including the distortion of few-cycle
laser pulses is still lacking. Notable earlier works include Martin et al. [2001] who em-
ployed early three-dimensional finite-element time domain simulations for selected
geometries and Zhang et al. [2009] who performed frequency domain finite element
calculations within cylindrical symmetry. Recently, the influence of surface rough-
ness and of non-local corrections on the propagation of surface plasmons on a tip
has been studied [Wiener et al., 2012; Esteban et al., 2012]. One time-domain study
employing the Green dyadic method has been presented by Arbouet et al. [2012],
which however might be considered unreliable due to the relatively small tip length
employed. A very recent study on silicon tips was performed by Swanwick et al.
[2014].

A typical near-field distribution around a nano-tip is shown in Fig. 2.2a. While
the electric field far away from the tip is almost unchanged (Fig. 2.2a inset top left),
the field is strongly enhanced in a nanometric region around the apex and decays
on the length scale of the tip radius. Correspondingly, strongly non-linear processes
will be confined to the nanometric area around the tip apex. Inside the nano-tip, the
polarization charge layer screens the inside of the tip from the external electric field
(Fig. 2.2 b). For tip radii much smaller than the laser wavelength, the largest electric
field is reached on the surface along the tip axis at the apex of the tip and points
along the tip axis F(rapex) = FH (Tapex) - ftipaxis- The phase shift with respect to the
incoming field can be visualized by the contour line where the electric field along the
tip axis is zero (the incoming field is zero at x = 0 at the time shown in Fig. 2.2a)
or equivalently by the argument of the complex electric field component along the
tip direction (Fig. 2.2c). The phase shift extends somewhat further away from the
tip apex than the near-field enhancement. The total electric field vector around the
nanotip is oriented approximately perpendicular to the surface of the apex, leading
to a total field that is more spread out over the apex than the field component along
the tip axis.
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Figure 2.2: Near-field distribution around nano-tips. (a) Snapshot of near-field enhancement around a
tungsten nano-tip of radius 10 nm and half opening angle 2 deg at laser wavelength 800 nm. Field component
along the tip axis Re(Fj|(r)) as color contours. The mesh used for discretization of the tip geometry is super-
imposed (thin grey lines). Inset top left: Zoomed-out view on the micrometer scale. The laser impinges from
the left and is polarized along the tip axis. Inset bottom right: Total instantaneous field strength |Re(F(r))|
on the same color scale. (b) Field enhancement abs(Fj(r)) along the tip axis. (c) Phase shift arg(F;(r))
along the tip axis.

2.5 Wavelength dependence of field enhancement and distortion
of an ultrashort pulse

We now discuss the wavelength dependence of the electric near-field enhancement at
the tip apex. The complex field enhancement factor [Bouhelier et al., 2003; Brongersma
and Kik, 2007] at the tip apex is the ratio of the total field perpendicular to the tip sur-
face to the incoming field along the tip axis (Fig. 2.3 b,c). The typical magnitude
of the field enhancement factor for slim tungsten nanotips currently used in exper-
iment is between 3-6 and neither field enhancement nor phase shift show a strong
dependence on the laser wavelength in the experimentally relevant region between
200 nm and 2000 nm wavelength. The slight local maxima and minima in the field
enhancement and phase shift can be traced back to the frequency dependence of the
dielectric function (Fig. 2.3 a).The frequency-dependent field enhancement is Fourier
transformed to give the time-dependent near field due to excitation by a few-cycle
laser pulse (Fig. 2.3 d-h). As the response varies only little over the spectral width of
a few-cycle pulse at typical experimental near-infrared (Fig. 2.3 e) or infrared (Fig. 2.3
g) wavelengths or even over the extended spectrum of a light “transient” [Wirth et al.,
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Figure 2.3: Near-field response in time and frequency domain for a tungsten nano tip of tip radius
10 nm and half opening angle 2 deg. (a) Real and imaginary part of the dielectric function (b) Field en-
hancement factor |F(A)|/F, at wavelength A. (c) Phase shift arg(F(A)). (d) Spectra of typical experimental
laser pulses (offset for clarity). Green dashed: 800 nm, 6 fs; red solid: light “transient” (710 nm, 2.1 fs [Wirth
etal., 2011; Hassan et al., 2012]); blue dotted: 1600 nm 12 fs infrared few-cycle pulse; turquoise dash-dotted:
two-color pulse at 800 nm + 1600 nm with unity mixing ratio. (e-h) Time-domain electric field at tip surface
corresponding to the spectra in (d) (colored lines) and incoming electric field (black solid line).

2011; Hassan et al., 2012], the electric field at the tip apex is still an ultrashort pulse
with, however, an offset in the carrier-envelope phase that is identified with the ar-
gument of the complex field enhancement factor (Fig. 2.3 c¢). While the average re-
sponse over the frequency spectrum of a broadband pulse is described well by a
carrier-envelope offset, details of the relative phase of the frequency response can
be probed by an incoming spectrum containing more than one maximum, as is the
case for a two-color pulse (Fig. 2.3 d,h). The difference in frequency response between
the first harmonic (1600 nm, arg(F/Fy) ~ 0.47) and the second harmonic (800 nm,
arg(F/Fy) ~ 0.257) leads to qualitatively different temporal pulse shape compared
to the incoming pulse.
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2.6 Dependence of field enhancement on tip geometry

We investigate the dependence of the field enhancement and phase shift at the apex
of a tungsten nano-tip at optical frequencies on the geometry of the tip near the
apex. The two main parameters are the tip radius Ry, and the tip half opening an-
gle ayp (inset of Fig. 2.4 c). For typical experimental tip parameters Ry, ~ 10nm and
ap =0—5 deg, the complex field enhancement factor is about 5 - exp (i0.2577). While
the field enhancement does not depend strongly on the tip geometry for small open-
ing angles (Fig. 2.4), we find somewhat surprisingly that both field enhancement and
phase shift change strongly if the tip opening angle is substantially increased to 20
deg or larger. For all radii, the field enhancement increases with increasing opening
angle and has a broad maximum around 35-45 deg for sharp and blunt tips respec-
tively. The increase in field enhancement is not specific to tungsten and qualitatively
similar results can be obtained for gold nanotips (see appendix A).

Investigating the mechanism for this increase of field enhancement, we first rule
out the influence of propagation effects on the micrometer scale. Within the BEM, we
resolve the contributions from the various surface elements along the tip shank to-
wards the field enhancement at the apex. Furthermore, we compare the fully retarded
sum including propagation effects to the Hartree approximation, i.e. the electrostatic
field due to the induced surface charge. We find that only the surface charge near the
tip apex on a length scale of up to A/4 contributes appreciably to the field enhance-
ment, and that the Hartree approximation gives field enhancement values similar to
the fully retarded field enhancement including the dependence on the tip opening
angle. From these observations we infer that the mechanism of field enhancement
does not rely on retardation of the electric field and is localized at the tip apex. This is
corroborated by calculations with a different incoming field, a point dipole located at
some distance in front of the tip axis oriented along the tip axis, that yields a similar
dependence of field enhancement on the tip opening angle as our calculations for a
tip in a Gaussian beam. Our results are in agreement with the work of Bladel [1996]
and Goncharenko et al. [2006] who studied the Laplace equation near a conical sin-
gularity and who also found that maximum field enhancement is attained for cones
with non-zero opening angles. In our simulations, we find that the charge density
distribution along the tip shaft is similar for all opening angles, extending about A /4
along the tip shaft. We investigate the effect of this induced surface charge on the en-
hanced near-field at the apex within a simple quasi-static model taking into account
the geometric parameters of the tip. We assume that the induced surface charge along
the tip shaft is constant and extends up to a distance of about A /4 from the apex. The
surface charge 0y is set to the surface charge induced on an infinitely extended surface
in an electric field Ej sin(«) perpendicular to the surface where « is the tip semi-angle
given by 0y = Epsin(a)(1 —1/€). The resulting field at the apex is given by (see
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Fig. 2.4d inset)
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where S denotes the surface of the tip shank between z; ~ Ryjp and z; ~ A/4 and
Z is the unit vector along the tip axis. This model predicts an increase in field en-
hancement up to an angle of 45 deg in good qualitative agreement to the full cal-
culations. We thus interpret the field enhancement for tungsten as a geometrical
effect that relies on the interplay between magnitude of induced surface charge oy
and the distance of the induced surface charge to the apex (second factor in the in-
tegrand). The amplitude of the angle-dependent field enhancement is estimated as
(1—-1/¢)(rt/2)In(zp/21) ~ 6 for z; = 5 nm and z; = 200 nm, in reasonable agree-
ment to the calculated value of ~ 8 for W tips with Ry, = 5 nm and decaying for
smaller tip radii. The dielectric function of the material enters only into the factor
(1—-1/€) ~ 1for |e] > 1, indicating that this mechanism is nearly independent of
the dielectric function. The CEP shift does not depend strongly on the tip opening
angle except for very sharp tips.

2.7 Near-field around a pair of nano-tips

While a single nano-tip is a prototypical system for investigating field enhancement
at nano-structures, a pair of tips can serve as a test system for a well-controlled nano-
junction [Savage et al., 2012] or can be investigated as a prototype system for tip-
based sensing applications. In this section, we investigate how the electromagnetic
near field around a nano-tip changes due to the presence of a second nano-tip enter-
ing the laser focus (Fig. 2.5a).

The near field enhancement is localized around the tip apex and decays on the
length scale of the tip radius (Fig. 2.5a) in qualitative agreement to the field enhance-
ment around a single nanotip (Fig. 2.2). We investigate the dependence of field en-
hancement and phase shift on the distance dﬁp between the apexes (Fig. 2.5 ¢,d). For
tip distances much larger than the tip radius, field enhancement and phase shift of a
single tip are recovered at the tip apex while the field enhancement and phase shift
vanish in the center of the gap that coincides with the laser focus.? As the distance
between the tips is decreased and enters the order of magnitude of the tip radius, the
field between the tips becomes more homogeneous until the values for the field at the
tip and in the gap coincide below di;p < 5nm. The entrance of a second tip induces
an additional field enhancement and phase shift on the surface of the first tip that
become apparent at dyp < 50nm and diip < 200 nm respectively for Rip = 20nm.

2The drop of the field enhancement for dyjp, > 2 micron comes about as the tips move out of the laser focus.
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Figure 2.4: Geometry dependence of near-field response of tungsten nanotips. (a) Field enhancement
as function of tip radius. All data presented refer to a tungsten nanotip illuminated by a 800 nm laser. (b) Field
enhancement as function of tip half opening angle. (¢) Phase shift as function of tip radius. Inset: Typical tip
geometry with tip half opening angle ay, and tip radius Ryp. (d) Phase shift as function of tip half opening
angle. Inset: Geometry for the electrostatic model of field enhancement. The electric field F, polarized along
the tip axis 2 induces a surface charge oy along the tip shank (gray hatched area) between z; and z,.

Therefore, a second tip can be used to control the carrier-envelope phase of the lo-
cal electric field on the surface of a nanotip even when the tips are still hundreds of
nm apart. At closer distances, a second tip can provide additional field enhancement
when it is closer than ~ Ry;p. At very close tip distances on the nm scale, we numer-

ically find that the field enhancement increases as ~ 43 Microscopic calculations

1]
including smearing out of the polarization charge on t}tlg quantum mechanical length
scale based on time-dependent density functional theory [Zuloaga et al., 2009, 2010;
Stella et al., 2013; Zhang et al., 2014] suggest a saturation of field enhancement and the
onset of chemical bonding on the length scale of 0.5 nm. Both field enhancement and
phase shift change only slowly as a function of tip distance, indicating the absence of

resonances for the “open” tip-tip geometry.
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Figure 2.5: Near field around a pair of nano-tips. (a) Snapshot of near-field enhancement around a
pair of tungsten nano-tips of radius 20 nm and opening angle 5 deg at laser wavelength 800 nm with a gap
d =100 nm. Field component along the tip axis Re(F (r)) as color contours. The mesh used for discretization
of the tip surface is superimposed (thin grey lines). (L) Sketch of simplified model consisting of two dipoles in
an electric field (details see text). (c) Field enhancement as function of tip distance d. Red full squares: field
enhancement at tip surface (the drop for dy;, 2 2 micron comes about as the tips move out of the laser focus).
Blue open squares: field enhancement in center of gap. Grey line: tip radius (Ryp = 20 nm). (d) Phase shift
as function of tip distance d. Red full squares: phase shift at tip surface; blue open squares: phase shift in
center of gap.

To understand how a second tip causes a shift in the carrier-envelope phase de-
pending on the distance dy;, between the tips, we consider a simplified system that
can be interpreted as the most basic discrete dipole approximation [Gullans et al.,
2012; Sheikholeslami et al., 2010; Draine and Flatau, 2012]. The tips are replaced by
point dipoles py and p, to model the far field of a nano-tip for dyp, > Ryjp and we con-
sider a homogenous quasi-static incoming field Fy where a time dependence exp (iwt)
is implied in the following (Fig. 2.5b). We neglect retardation effects, which is valid
for dijp, < A ~ 800nm. The strength of dipole p; is proportional to the total electric
field at its position, which is the sum of the external field plus the field from the other
dipole p,. The proportionality constant is the effective polarizability « of the nano-tip
[Bouhelier et al., 2003] which is proportional to the near field enhancement and can
be complex:

p1 = aFior = a (Fo + F(p2)) , (2.10)

and likewise for py. The dipole field due to p; at position r is

- r
-5+l (2.11)

Fdip (p1) =
so that the self-consistent equations for the dipoles p; and p, on the tip-tip axis read

poo= a(Ro+2p/d) =p (212)
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where the second equality follows from symmetry and thus

pp=F -« (2.13)

1
1—2a/d3
The effective polarizability or field enhancement factor (factors after the dot in Eq. 2.13)
is thus changed by the self-cosistent near field of both tips (fraction in Eq. 2.13). We
investigate Eq. 2.13 in the far field region where d > Ryp. The polarizability of a
sphere of radius Ryphere is given by a = Rgph ere - & where the reduced polarizability
& = (e —1)/(e +2). For typical experimental values of € of tungsten or gold, |e| > 1
and & ~ 1+ 1/¢ is a complex number of magnitude ~ 1 and thus 2a/d® < 1 for tip
distances much larger than the sphere radius so that we expand

pa ~ Fou (1 +20/dB + .. ) . (2.14)

Eq. 2.14 shows that for a complex field enhancement factor for a single nanotip «, we
can expect an increased field enhancement and an additional retarding phase shift
as a consequence of the second tip that sets in as the separation d between the tips
becomes a few times the tip radius in agreement to the full calculation (in Fig. 2.5,
Riip = 20nm).

2.8 Conclusions and outlook

In this chapter, we have discussed the mechanism for field enhancement at nano-
structures and have presented simulation results for field enhancement at nano-tips.
In all cases, the region where the electric field is enhanced is restricted to a nanometric
region around the apex of the tip, where strongly non-linear processes may occur for
sufficiently high laser intensities. We found that the tip enhances the incoming laser
field by approximately a factor of 5 and that this enhancement does not vary strongly
with geometrical parameters and laser wavelength for slim tips that are employed in
present experiments. However, we found that field enhancement increases strongly
with increased tip opening angle, which has so far not been explored experimentally.
Additionally, we found a phase shift in the response of the near field at the tip apex,
which has the effect of a carrier-envelope-phase shift for few-cycle laser pulses, and is
typically of the order of 0.257t. We also investigated the near-field distribution around
a pair of nano-tips and found that the interaction between the induced dipoles at the
tip apexes leads to an additional field enhancement and phase shift as the distance
between the tips is reduced below a few times the tip radius.

Future work on the electromagnetic near-fields of nano-tips will extend the above
analysis to other laser polarizations. For linear laser polarization perpendicular to
the tip axis, a much larger part of the nano-tip will experience field enhancement,
and due to the confined geometry perpendicular to the tip axis resonances can be
expected possibly leading to high field enhancements. Such resonances somewhere
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along the tip shaft can lead to excitations that propagate towards the tip apex, leading
to new spatio-temporal near field shapes. Notably, while a laser polarization along
the tip axis leads to surface plasmon excitations which are symmetric with respect to
the tip axis, excitations created by a linearly polarized laser pulse perpendicular to the
tip axis are antisymmetric with respect to the tip axis. Employing circular or elliptical
polarization can mix both symmetries and could lead to new and unexpected effects.
A grating at the tip shaft can be added such that plasmons are excited that propagate
towards the apex [Giugni et al., 2013], possibly leading to constructive interference at
the apex and even higher field enhancements.



CHAPTER 3

Electron emission and rescattering from metal nano-tips by intense
few-cycle laser pulses

3.1 Introduction

In this chapter, we turn from the study of time and space dependent electric fields
near a metal nanostructure to the effect that this field has on the electronic system
of the nanostructure. At low laser intensity, the response is linear and macroscopi-
cally described by the Maxwell equations. As the laser intensity is increased, non-
linearities in the response appear. At high laser intensity, the time-dependent electric
field at the tip can lead to photoemission of electrons from the apex of the tip. This
strong-field photoemission will be the main topic of this chapter.

Since the early days of quantum physics, the study of electron emission from
solids by static or time-dependent electric fields has been a cornerstone for under-
standing the electronic structure and dynamics of matter and the interaction of elec-
tric fields with matter. Electron emission from surfaces by static fields (Fowler—Nord-
heim tunneling) is governed by the strength of the electric field at the surface [Fowler
and Nordheim, 1928]. The number of emitted electrons per unit time increases expo-
nentially with increasing field strength. The underlying idea is an electron tunneling
through a barrier where the tunneling rate decreases with increasing barrier width.
This picture is fundamentally different to the picture put forward by Einstein [1905]
in his landmark paper on the photoelectric effect. There, electron emission had been
found to be governed by the photon energy and the light intensity at the surface, pro-
portional to the second power of the electric field, as explained by first-order time-
dependent perturbation theory (Fermi’s golden rule). Higher order transitions, that
correspond to the absorption of more than one photon by the electron and scale more

23
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non-linearly with the intensity to the power of the number of photons absorbed, were
first observed by Agostini et al. [1979] and have been called “above-threshold ioniza-
tion”. The analogous process in solids, called “above-threshold photoemission”, was
first reported by Luan et al. [1989]. The first theory that could explain the transition
between these different regimes from a power law to exponential dependence on the
amplitude of the applied electric field was put forward by Keldysh [1965] who com-
bined the photon energy w, the binding energy (work function) W of the electron,
and the field strength Fy of the applied electric field into the dimensionless Keldysh
parameter,

,y — wv 2W Ttunnel (3 1)
2LI}D Thield ’
where the ponderomotive energy U, = (Fy/ 2w)? is the average kinetic energy of a

free singly-charged test particle initially at rest in an oscillating field Fy sin(wt). The
Keldysh parameter was originally motivated by a semi-classical picture of tunneling,
where <y was interpreted as the ratio between the laser period and the semi-classical
time scale of the tunneling process, the “tunneling time” it would take an electron
of (Kepler) velocity ~ VW to pass the tunneling barrier of length W/F,. To this
date and especially in the light of recent experiments that have striven to make the
“tunneling time” experimentally accessible [Eckle et al., 2008b; Pfeiffer et al., 2012;
Shafir et al., 2012], the notion of a “tunneling time” is a subject of controversy. It
has, however, been experimentally assessed that the Keldysh parameter governs the
transition from a tunneling-like ionization process [Uiberacker et al., 2007] at v < 1
dominated by ionization bursts around the field maxima towards the multi-photon
regime at 7y > 1 where the sub-cycle ionization dynamics eventually level out [Yudin
and Ivanov, 2001].

Direct observation of the predicted dynamics within the time scale of a laser pe-
riod became possible with the advent of modern laser technology around the turn
of the millennium. Nowadays, advanced laser sources provide intense few-cycle
laser pulses with a reproducible electric field F(t) under the envelope. Fine-tuning
of the pulse shape enables steering the electron motion on the atomic length and
time scale and elicits highly non-linear response like above-threshold photoioniza-
tion, high-harmonic generation, rescattering, and non-sequential double ionization
[Mulser and Bauer, 2010; de Morisson Faria and Liu, 2011; Becker et al., 2012]. Of-
ten, this highly non-linear response can be understood with the semi-classical “three-
step” or “simple man’s” model of strong-field physics pioneered by Corkum [1993]
and Schafer et al. [1993] and developed further by Lewenstein et al. [1994, 1995].
First, the electron is ionized around the maxima of the electric field by a tunneling-
like process that leaves the electron with zero velocity in the continuum. Secondly,
the motion of the electron after ionization is governed by the laser field and can be
understood through classical trajectories. Depending on the pulse shape and time
of ionization, the electron can be driven back towards the parent matter, where the
recolliding (rescattering) electron in a third step undergoes highly non-linear pro-
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cesses leading to the emission of high-energy electrons, high-energy photons (high
harmonic generation) or multiple ionization of the parent matter by electron-electron
scattering (non-sequential double ionization). It is the delicate interplay of the ion-
ization dynamics concentrated around the maximum of the laser field together with
the trajectory of the electron in the continuum that provide the mechanism leading to
a timing structure shorter than the time scale of the driving laser field.

Although Einstein’s photoeffect, Fowler-Nordheim tunneling, and in part Kel-
dysh’s theory had originally been formulated for solid-state systems, studies of elec-
tron motion driven by intense few-cyle laser pulses and the ensuing highly non-linear
response have been performed mostly on gas-phase targets of atoms and molecules
with a focus on rare-gas atoms [Paulus et al., 1994]. Recently, pioneering studies on
solid-state density targets have been performed on dielectric nanospheres [Zherebtsov
et al., 2011, 2012], bulk semiconductors [Ghimire et al., 2011a; Zaks et al., 2012], and
bulk insulators [Gertsvolf et al., 2008, 2010; Mitrofanov et al., 2011; Schiffrin et al.,
2013; Schultze et al., 2013]. High-order non-linear surface response has been pre-
dicted to occur [Faisal et al., 2005]. So far, the exploration of strong-field physics at
solid metal surfaces has remained elusive mainly due to two reasons. Firstly, the
range of usable intensities is restricted due to the surface damage threshold which is
determined, on one hand, by the lower work function of metals compared with the
ionization potential of atoms and, on the other hand, by the efficiency of heat trans-
port away from the surface that inhibits destruction of the surface by ablation. Sec-
ondly, the spatial area where non-linear processes occur is determined by the spot size
of the laser on the surface which is at least of the order of pm for visible radiation, and
for grazing incidence where the polarization vector can be oriented along the surface
normal the spot size is much larger. Even if the incoming laser pulse shape is well-
defined, the reflection of the light wave on the surface in a complicated interference
pattern leads to intensity and carrier-envelope phase averaging over the mesoscopic
spot size. Most likely this is the main reason why predicted carrier-envelope phase
sensitivity [Lemell et al., 2003] has been observed only at a very low contrast level
[Apolonski et al., 2004; Dombi et al., 2004].

Both problems can be avoided when employing a nano-tip instead of a flat surface
as a target for few-cycle laser pulses. The sub-wavelength apex of a nano-tip leads to
field enhancement triggering non-linear processes on a surface area of nanometric di-
mensions, overcoming focal averaging. Importantly, we have shown in chapter 2 that
the shape of an ultrashort pulse at the apex is conserved up to an enhancement factor
and a carrier-envelope phase shift, so that the electrons at the surface of the tip are
exposed to a well-controlled laser field. Since only a very small area at the apex of the
tip is exposed to high field strengths, the nano-metric hot-spot is efficiently cooled by
the tip shank and thermal electron emission is suppressed. Moreover, the enhance-
ment of the laser intensity by up to two orders of magnitude allows to employ a
low-power laser oscillator instead of an amplified laser system, yielding repetition
rates in the 100 MHz range that allow for good statistics and a high dynamical range
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in the recorded electron spectra. The combination of these properties makes nano-
tips an ideal test bed for studying strong field physics at metal surfaces. Starting with
the discovery that high-order multi-photon electron emission from a metal nano-tip
could be observed [Schenk et al., 2010], a flurry of research activity revolving around
the strong-field emission and steering of electrons near metal nano-tips has emerged
[Bormann et al., 2010; Kriiger et al., 2011; Park et al., 2012; Kriiger et al., 2012; Herink
et al., 2012; Wachter et al., 2012, 2013, 2014a; Thomas et al., 2013; Wimmer et al., 2014;
Piglosiewicz et al., 2014]. A representative electron spectrum measured by Kriiger
et al. [2012] is shown in Fig. 3.1. Two very interesting and at first sight unexpected
features are apparent. Firstly, the exponentially decaying energy spectrum is mod-
ulated by equi-spaced peaks at multiples of the photon energy, the signature of co-
herent quantum surface dynamics leading to multi-photon electron emission in the
strong-field regime. Secondly, the spectra show a large-scale modulation at interme-
diate to high electron energies where the decay is substantially slower than at low
electron energies up to a certain cut-off value.

spectrum [arb.u.]
35 3
N o
T T

-

S
EN
T

20 25 30

L M SRR L
5 10 15
electron energy [eV]

Figure 3.1: Experimental electron spectrum [Kriiger et al., 2012]. Exponential decay (dashed lines) at
low and high electron energies. Superimposed are multi-photon peaks (arrows) and a plateau at intermediate
to high electron energies (full line).

We begin this chapter with an intuitive semi-analytical model based on the sim-
ple man’s model that can account for the qualitative features of the electron spec-
tra observed in experiment (section 3.2). The multi-photon peaks are traced back to
periodic bursts of electron emission around the maxima of the laser field, and the
plateau is traced back to the elastic backscattering of electrons from the topmost layer
of surface atoms that are driven back towards the surface as the laser field changes
its sign. We then present our microscopic simulation of the quantum surface dynam-
ics driven by intense few-cycle laser pulses with time-dependent density functional
theory in section 3.3. In the remainder of the chapter, we present results obtained by
the semi-analytical model and the quantum simulations and compare them to exper-
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imental results where available. We first introduce the physics at play discussing a
sample simulation run in detail (section 3.4) and discuss the appearance of the plateau
with increasing laser intensity (section 3.5). The sensitivity to the details of the laser
pulse shape and the accuracy of our theory is demonstrated by a comparison with
carrier-envelope phase resolved experimental data in section 3.6. Our quantum me-
chanical simulation of surface dynamics resolves the microscopic electric field near
a metal surface including the self-consistent screening of the incoming light field,
an observable that has only recently become accessible to experiment with the ad-
vent of attosecond surface streaking (section 3.9). After verifying the accuracy of our
simulation by comparison with experimental results, we explore in the remainder of
the chapter parameter regimes where no experimental data is available yet. We dis-
cuss the transition from the multiphoton to the tunneling regime by varying the laser
wavelength (section 3.8), possible traces of the surface potential in the spectra of the
photoemitted electrons (section 3.9), and we critically discuss possible high harmonic
emission (section 3.10).

3.2 Simple man’s model for nanostructures

In this section®, we discuss the quantum surface dynamics leading to the observed
features in the electron spectra, that is to the equispaced interference peaks across
the whole spectral range and the plateau at intermediate to high energies. This phe-
nomenological description can be viewed as an extension of the simple man’s model
[Corkum, 1993; Schafer et al., 1993; Lewenstein et al., 1994, 1995] to metal nanotips
and, possibly, other nanostructures. Despite the increased complexity of a metal
nanostructure compared to an atomic gas target, several geometrical and dynami-
cal properties allow simplifications that result in a model that is even simpler than its
atomic analogue. This remarkable simplicity underscores that metal nanotips may
serve as a favorable testing ground for strong field processes.

A key ingredient is the local field at the surface of the nano-tip. The enhanced
near field is confined to the apex of the tip and varies on the length scale of the tip
radius Ryp ~ 10nm, much smaller than the laser wavelength A ~ 800 nm. Strongly
non-linear electron emission is thus also confined to a spot of size ~ Riip, which is,
however, still much larger than the characteristic length of the electron wave func-
tions (Fermi wavelength Ap ~ 0.1nm). The translational symmetry of the electron
subsystem in the surface plane is approximately conserved, allowing for a quasi one
dimensional treatment with the surface normal as reaction coordinate. For typical
experimental parameters, a wavelength of A = 800nm and an effective intensity
Lgg = 2 x 108 W/cm?, the quiver radius of a classical point charge in a harmonic
laser field of frequency w is aguiver = Fefr/ w? ~ 04nm < Riip where the effec-
tive field strength at the surface includes field enhancement and throughout this

3This section is an adapted and expanded version of the original description given by the author and
co-workers in section 3 of Kriiger et al. [2012].
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monograph we convert between the peak electric field and the peak laser intensity
Lot = (c/87)F%; of a linearly polarized laser pulse as

Faflau] =5.338 x 1077/ I [W/cm?] . (3.2)

As the quiver radius is much smaller than the length scale where the local field varies,
we treat the laser field as homogeneous. Since the quiver radius scales as aqyjver A2,
this simplification would no longer be valid for wavelengths in the far IR where the
electrons can escape the near field even during one optical cycle [Herink et al., 2012].

The second key ingredient is the screening of the electric field inside the solid
(compare Fig. 2.1 and Fig. 2.2 for the near-field distribution calculated by the Maxwell
equations; the quantum-mechanical screening of the electric field on the atomic length
scale will be discussed in section 3.7). The key result entering the model presented in
the following is that the electric field component along the surface normal is screened
within only a few a.u., leading to a drastic reduction of possible pathways for emitted
electrons to reach the detector compared to atomic gas targets.

The simple man’s model for nanostructures (SMMN, Fig. 3.2) assumes that elec-
trons are photo-emitted around the maximum of the laser force and are subsequently
driven away from the tip. A fraction of them is driven back towards the surface as
the laser field changes sign and can be rescattered from the topmost layer of atoms.
Thereby, they receive an additional momentum kick propelling them to higher final
energies after the laser pulse. These rescattered electrons lead to the plateau and
cut-off structures at high electron energies. Interferences in the energy spectra de-
velop as the process is quasi-periodically repeated after multiples of the optical cycle
T = 2m/w. These processes can be conveniently parameterized in a single-active
electron model by a linear combination of Gaussian wave packets for the direct and
rescattered wave packets and the classical trajectories followed by their expectation
values according to Ehrenfest’s theorem, permitting an analytical description of the
shape of the experimentally observed spectra.

The time-dependent Schrodinger equation for an electron described by the wave
function ¢ (p, ) in momentum space for a laser pulse in d1pole approx1mat1on in ve-

locity gauge with a time-dependent vector potential A(t f Foe(t')dt reads
d +A(H)?
iLy(pt) = LHAOS 4 (63)

where the instantaneous velocity (kinetic momentum) v is related to the (canonical)
momentum p as v = p + A(t). The time evolution of a wave function from time #; to
t; is given by the Volkov propagator [Volkov, 1935]

¥(p,t2) = exp (—iSp(t2, t1)) P(p, t1) (34)
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where the phase
tr 1
Splta ) = [ dt5 (p+AW)? 5
Jiy

is the integral of the classical action. Quantum-classical correspondence is invoked
here on two different levels. First, according to Ehrenfest’s theorem the time evolu-
tion of the expectation values of velocity and position

(v(t2)) = (v(t1)) — A(t) + A(f2) (3.6)
(x(12) = [t )ar + (x(1)) 67)

follow Newton’s equations of motion for a point charge in a laser field. Secondly,
according to (3.4), the individual momentum components p of a wave function acquire
a phase according to their time-dependent kinetic energy v2/2 = (p + A(if))2 /2,
which in turn is that for a classical point charge following Newton’s equations of
motion (3.6).

It is instructive to analyze the terms contributing to the phase according to the
action integral (3.5) for a monochromatic vector potential, A(t) = —(Fegt/w) sin(wt),

2 f

1
Sp(ta, ty) = {%t + &quiverp cos(wt) + Up {t ~ 55 sin(2wt)} } (3.8)

ty

In addition to the first term associated with the kinetic energy, the momentum com-
ponents acquire phases associated with the quiver motion of amplitude aquiver =
F.g¢/w? in the laser field. By virtue of the last term they experience an additional con-
stant and a time-dependent energy shift proportional to the ponderomotive energy,
Up = (Fogi/2w)>.

We now turn to modeling electron emission and rescattering according to the sim-
ple man’s model. We consider the time evolution of a Gaussian wavepacket (ignoring
normalization) launched at time f; with expectation value p; and momentum width
op,

o (p b, tr) = e~ PPI/A0 oS, (th) prilWIn, (39)

with a Gaussian momentum spectrum centered at the initial velocity v; = py + A(t1).
Prior to the emission at 1, the evolution of a bound state at the Fermi energy Ef is
determined by the initial energy —W with respect to vacuum (work function W > 0),
while the subsequent time evolution is given by Eq. 3.4.

The probability for electron emission is highest around the maximum of the elec-
tric field (“direct part”). For electrons emitted by tunneling, we expect zero velocity
at the tunnel exit, and vanishing vector potential since the force has an extremum, so
thatin Eq. 3.9 p; =0,

ll)d(p, t, tl) _ e,p2/4(f§ e—isp(t,h) e-H"W‘h (310)
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and the associated momentum spectrum after the end of the pulse is
palp)P =772, (3.11)

i.e., an exponentially decaying spectrum as function of the energy E = pz/ 2 with
decay constant 1/ (frz,. An estimate for the longitudinal momentum distribution ¢, of
emitted electrons for a given Keldysh parameter v = V2Ww /E.g has been given by
Popov [1999]. It reduces to the ADK formula [Ammosov et al., 1986] in the tunneling
regime y < 1:

P(p) = Pyexp (_chl(’)’)/ w) (3.12)

with
c1(y) = ArcSinh(7) — y(1+9%) /2. (3.13)

Consequently, (7% = w/2c1(7y). Inserting the experimental values for the work func-
tion (W ~ 4.5 — 6 eV) and the effective electric field (Fog ~ 0.02 a.u. from the position
of the cut-off, see below) we obtain for the width ¢}, ~ 0.26 — 0.23a.u. in good agree-
ment with the experimental spectrum of low-energy electrons of ¢, = 0.225 (Fig.
3.2b).

Subsequently, part of the emitted electron wave packet is driven back towards
the surface as the laser field changes its sign. We incorporate elastic scattering from
the first layer of surface atoms (“rescattering”) by making the approximation that
all components of the wave packet emitted at t; and returning to the surface are
elastically scattered at the same time t,, reversing the velocity (or kinetic momentum
p+ A(tp)) v(t2) — —v(ty). This gives rise to a displacement of the wave function in
momentum space

pt—=t) = —p(t > t;) —2A(t). (3.14)

The reflected Gaussian wave packet ¢, tunneled at t; and reflected at t; accordingly
reads

Pr(pot b, tr) = e—[p+2A(t2)—A<t1)]2/4ag eHilWIt oISy auy (l2h) p=iS,(tE) (3.15)
Its momentum spectrum after the conclusion of the laser pulse is then
9 (P12 = exp (= (p+24(k2) = A(1))*/2F) , (316)
a Gaussian with displaced average momentum
pr=(p) = 2A(t2) — A(t) (3.17)

depending on the moment of emission and rescattering according to Newton’s equa-
tion of motion (3.6). The classical cut-off energy derived in the simple man’s model
for atoms follows from maximizing (3.17) while constraining the rescattering time f,
to times where the wavepacket emitted at {1 is in the vicinity of the surface (x(f;)) =
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0, yielding for a harmonic vector potential p, = max(2A(ty) — A(t1))
p2/2=100-Up (3.18)

with optimal emission time #; = 0.0415 - T and rescattering time t, = 0.727 - T. These
electrons rescatter with an energy of Escat & 3.1Up, while the electrons that rescatter
with the highest velocity (Emax = 3.17Up), which are responsible for the classical cut-
off energy for high harmonic radiation, have a slightly smaller final energy after the
pulse.

Since the direct (d) and rescattered (r) portions of the wave function are well sep-
arated in momentum space, they can be added incoherently

[ (p)I* = [9a(p)* + [ (p)I? (3.19)
without introducing a significant error. The relative weight between |¢;(p)|> and
| (p)|* can be used as a fit parameter. For suitable pulse shapes the overlap in mo-
mentum space between direct and rescattered parts could be increased, giving rise
to additional interference effects. The plateau structure is associated with the rescat-
tered electrons (Fig. 3.2). Our model predicts the momentum width ¢}, of the direct
and rescattered wave packets to be the same as there is no broadening process in-
cluded. For the description of the experimental spectra, however, we find that the
momentum width of the rescattered part is roughly twice as large as that of the direct
part. Broadening could be accounted for by allowing for a distribution of rescatter-
ing times t; as different momentum components follow classical trajectories back to
the surface, or by considering an ensemble of rescattering trajectories with emission
times throughout the laser cycle. Another broadening mechanism would be the en-
ergy dependence of the backscattering amplitude, which could be included into the
model by multiplying (3.15) by a reflection amplitude R(p) exp (id(p)) with scatter-
ing phase d(p). Experimentally, the broadening of the emitted wave packet could be
investigated by comparing the slope of the direct part (at low to intermediate elec-
tron energies) to the asymptotic slope of the rescattered part (at high electron ener-
gies), which will however require a substantial increase of the experimental dynamic
range.
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Figure 3.2: Simple man’s model for nanostructures. (a) Sketch of the dynamics leading to the observed
plateau and interference structures as described in the simple man’s model for nanostructures. Orange line:
laser electric force, blue: direct wave packets, green: rescattered wave packets, dashed lines: trajectories
which are suppressed due to screening of the electric field at the surface of the tip. (b) Exponentially decreas-
ing spectrum due the first direct wave packet |1) (blue filled curves). (¢) The plateau forms due to rescattering
of the wave packet |2) (green filled curves). (d) The repetition of the electron emission after one optical cycle
T = 27t/ w gives rise to interference fringes in the energy spectra between wave packets |1) and |3). (e) The
full spectrum also includes interferences between rescattered wave packets |2) and |4) and closely resembles
the experimental spectrum (pink).
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Having explained the formation of a plateau in the electron spectra by the rescat-
tering of electrons from the top layer of surface atoms, we now turn our attention
to the modulation by equidistant peaks spaced by the photon energy w. Within
our model, these peaks follow from a coherent superposition of otherwise identi-
cal wavepackets launched at times t; delayed relative to each other by multiples of
the laser period T

$a" (pt) = Ycazalp tit) - (3.20)
]

For simplicity we restrict the sum in (3.20) to two terms (packets |1) and |3) in Fig.
3.2a). The total wave function for the direct part then reads (assuming a maximum of
the electric field at t = 0)

i (pt) = caava(p,t,0) + captha(p,t, T)
P (Cd'lefiSP(T,O) +Cd_ze+i\W\T) e iSp(tT) (3.21)

The propagation after the ejection of the second wavepacket (¢t > T) yields a global
phase that drops out upon taking the absolute value (last term). The momentum
spectrum is, upon evaluating S, (T,0) for the vector potential (3.8),

2
AT () = e ¥ /2% {%l + Gy + 2¢4;1¢42 cos K% +Up + W) T} } (22
giving rise to ATP peaks of multiphoton order n (Fig. 3.2d)
Egin+Up + W=rnw . (3.23)

Analogously, the train of rescattered wavepackets yields a momentum spectrum

2
|GATP (p)[2 = o= (P=pr)/20; {cf;l + 2y + 2¢y;1¢yp COS K% +Up + w) T} } (3.24)

with the same interference phase (term in square brackets). We note that the precise
value of the interference phase depends sensitively on the pulse shape (Eq. 3.8). For
short pulses the shape of the electric field can change from one optical cycle to the
next, influencing the timing between emission and rescattering and thus leading to
an additional phase shift and a slightly different repetition time T in (3.24). In Fig.
3.2e, the phase shift is ~ 71/6 and the repetition time is ~ 0.93T.

The resulting spectrum (Fig. 3.2e)

AT (p) 12 = 193 (p) 1> + [ TF (p) |2 (3.25)

resembles the experimental data amazingly well. It should be noted that the SMMN
can be used to investigate laser nanotip interaction along two different lines. Firstly,
one can fit the experimental spectrum to Eq. 3.25 and deduce from the extracted value
for p, the effective field enhancement and, thereby, possibly even the tip geometry.
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Here, the fit gives p, ~ 0.8 and thus F.¢ = 0.021 a.u. Conversely, one can use the
field enhancement derived from the solution of Maxwell’s equations near the tip,
and predict the spectrum via Egs. 3.18 and 3.25, thereby testing the ingredients of
this elementary strong-field model. Its success hinges, in part, on the fact that, in
contrast to above-threshold ionization spectra from single atoms, fewer classes of
trajectories contribute to the total spectrum due to broken symmetry at the metal
surface as the laser field is strongly screened inside the solid (Fig. 3.2a). On the one
hand, electrons that return to the surface and enter into the bulk experience no further
significant interaction with the laser field and do not contribute to the total spectrum.
On the other hand, there are no trajectories launched towards the inside of the solid.
In laser-atom interaction, trajectories taking off during the same cycle in opposite
directions give rise to intra-cycle interferences [Arb6 et al., 2006]. The reduction to
only two types of trajectories for nanotip targets greatly simplifies the interpretation
of electron spectra.

We briefly discuss how the SMMN maps the main physical parameters of the ex-
periment, the strength and temporal shape of the laser electric field, onto properties
of the electron spectra. The laser intensity or electric field strength Fo affects the
slope (width) o, of the direct and rescattered wave packets (Eq. 3.12) as well as the
extension of the plateau up to 10 - Up = 10 - Fesz/ 4w?. Accordingly, we expect that
for low laser intensities the center of the plateau will move to lower electron ener-
gies until the plateau is submerged below the exponential slope of the direct part
[Wachter et al., 2012; Kriiger et al., 2012]. As the intensity increases and the pondero-
motive energy Up reaches the same order of magnitude as the photon energy w, the
effect of the laser intensity also becomes appreciable in the interference phase and the
positions of the interference peaks (Eq. 3.23). This change of peak position with in-
creasing laser intensity has been experimentally observed in Schenk et al. [2010] and
has an intuitive interpretation in terms of channel closing. In addition to the energy
W required for ionization, the laser electric field must also provide the wiggle energy
Up, of a free electron in the laser field. The cut-off of the plateau around 10 - U}, o A2
can alternatively be increased by increasing the laser wavelength. While up to now
no experimental data for larger wavelengths have become available, our quantum
simulations display this behavior (section 3.8). The SMMN as presented here only
includes two separate trajectories, one which starts at the field maximum and one
which acquires the maximal rescattering momentum, so that the final spectrum con-
sists of the linear combination of only two sets of Gaussian wave packets centered
around 0 and 10U, respectively. However, trajectories starting at other times can also
contribute to the intermediate region that comprises the plateau extending from low
electron energies up to 10Up. These additional trajectories can be incorporated into
the SMMN by extending Eq. 3.20 into an integral over all possible emission times
during the laser cycle.

Another parameter that can be fine-tuned in experiment is the carrier-envelope
phase (CEP) of a few-cycle pulse. It changes the effective field during ionization
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Foi(t1) entering in Eq. 3.12 as well as the energy at rescattering. The final energy is
large if the acceleration back to the surface is strong. Accordingly, we can expect that
the energy spectra in the cutoff region show a strong modulation with the CEP, and
that the largest number of high-energy electrons will be measured for — cos-pulses.
This strong modulation with the CEP has been measured by Kriiger et al. [2011].

In experiment, an additional weak static (dc) electric field is used to accelerate the
electrons from the nano-tip into the electron detector. We inquire into the effect of an
additional static field Fy. predicted by the SMMN. To leading order the static field
will decrease the surface barrier height

W — W(Fs) =W —/|Fael - (3.26)

This leads to a lowering of the threshold for photoemission (Eq. 3.23) and to the
appearance of an additional multi-photon peak below the zero-field threshold. In
addition, through the dependence of the width of the longitudinal momentum dis-
tribution on W (Eq. 3.12), the presence of a static field F4. broadens the tunneling
momentum distribution and to a reduces the slope of the direct part of the spec-
trum. Finally, the SMMN predicts a (slight) decrease of the cut-off energy Ecyt =~
10 - (Fogf — |Fac|)? /4w? since the presence of the dc field effectively reduces the ki-
netic energy and momentum of the returning electron at the moment of rescattering.
All the predicted trends are in agreement with the experimental data and with quan-
tum simulations [Kriiger et al., 2012].

3.3 Microscopic model of electron emission with time-dependent
density functional theory (TD-DFT)

After having put forward a semi-analytical model that accounts for the qualitative
features observed in experiment, we present a quantitative model for the quantum
surface dynamics including electron-electron interaction on the mean-field level based
on time-dependent density functional theory (TD-DFT). We briefly review the theory
(section 3.3.1) before we describe the implementation employed in the remainder of
this chapter (section 3.3.2).

3.3.1 Pedestrian approach to TD-DFT

In the following we give a very brief introduction to TD-DFT. Further information
is available from a wealth of textbooks [Parr, 1994; Fiolhais et al., 2003; Giuliani and
Vignale, 2005; Marques et al., 2006; Ullrich, 2011; Marques et al., 2012] and review
articles [Maitra et al., 2002; Onida et al., 2002; Parr and Sen, 2002; Chelikowsky et al.,
2003; Marques, 2003; Marques and Gross, 2004; Castro et al., 2006; Yabana et al., 2006;
Botti et al., 2007; Casida and Huix-Rotllant, 2012; Andrade et al., 2012; K. Yabana et al.,
2013].
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Time-dependent density functional theory [Runge and Gross, 1984] is a refor-
mulation of non-relativistic quantum mechanics of time-dependent interacting many
body systems. Its central quantity is the time-dependent electron density n(r, t), that
is the probability of finding an electron at position r

n(r,t) =N /dsrz... /dSI‘N|T(I',...I‘N)|2 . (3.27)

The integral over the density is the number of particles, f ABr n(r,t) = N, and the
generalized space coordinate r includes the spin degree of freedom. While the full
wave function ¥(r, ... ry) depends on N X 3 coordinates in 3D space, the time-dependent
density n(r,t) depends only on 3 coordinates, a tremendous simplification for sys-
tems with more than a few particles N. The central theorem of TD-DFT, the Runge-
Gross theorem, states that despite this drastic simplification there is a one-to-one
mapping between the time-dependent electron density n(r, t) and the time-dependent
potential, i.e., the time-dependent Hamiltonian and thereby the solution of the full
Schrodinger equation. Specifically, we consider the time-dependent Schrédinger equa-
tion (TDSE)

iat‘F(rl ... N, t) = HT(I‘l ... N, f) (328)
with the Hamiltonian
N 1 v] 2 1 N
H(t) = Z 5=t Aext(l'j/ B + Vext(rj/ Hets Z Vee(ri —1¢) . (3.29)
f=a A 2 ik

Here, Vext(rj, t) is the external scalar potential (typically the potential of the ionic
cores and external electric fields) and Aex(r, t) is the external vector potential (typ-
ically representing external electric or magnetic fields). The electron-electron inter-
action is Vee(r; —1¢) = 1/|r; — r¢]. For a given initial state, the TDSE maps the
external potentials Aext and Vext to the time-dependent wave function ¥(r; ...ryN)
and from there to the density n(r, t). The Runge-Gross theorem [Runge and Gross,
1984] and its extensions [van Leeuwen, 1999; Vignale, 2004] state that this map is in-
vertible. Therefore, at least in principle, the external potential, the Hamiltonian, the
many-body wave function, and all observables are functionals of the density (and
the initial state). The analogous central theorem of static density functional theory
is the Hohenberg-Kohn theorem [Hohenberg and Kohn, 1964] linking the static den-
sity to the static potential. The success of static and time-dependent DFT now hinges
on finding a suitable way to (approximately) calculate the density without having to
solve the full interacting TDSE. In static DFT, this is achieved by mapping the inter-
acting system to an auxiliary noninteracting system [Kohn and Sham, 1965] for which
Vee = 0. For this auxiliary reference system the many-body wave function reduces to
a single Slater determinant and the N-body Schrodinger equation reduces to N one-
body equations. In TD-DFT, this map between the interacting system and an auxil-
iary non-interacting system is provided by the van Leeuwen theorem [van Leeuwen,
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1999]. Accordingly, a non-interacting (Vee = 0) initial state with the correct initial
density and time derivative of the density is evolved to the correct time-dependent
density by the potentials Vks(r, ) and Ags(r, t) which are unique for a given density
evolution. In general, the potentials are functionals of the time-dependent density
including the density in the past, the initial many-body state, and the initial nonin-
teracting state. The effective potentials are given as

Vis[n](r, t) = Vexe(r, t) + Vg [n](x, t) + Vae[n] (1, £) (3.30)

with the Hartree potential

Via[n](x,t) = . / d%’% (3.31)
and similarly
AKS [n](rr t) = Aext(rr t) +Apy [”](rf t) + Axc [”] (I‘, t) . (3-32)

These equations define the so-called exchange-correlation (XC) potentials Vxc[n](r, t)
and Axc[#](r, t). The non-interacting system evolves according to the time-dependent
Kohn-Sham (TDKS) equations

i01y;(r,t) = Hys(t);(x, 1) (3.33)

for occupied orbitals ¢;, j = 1... N, with the non-interacting Kohn-Sham Hamilto-
nian
1[V 2
Hys(t) = 517t Axs(rt)| + Vks(rt) . (3.34)

The above choice of XC potentials guarantees that both systems give the same density
n(r,t) = Zj]i 11$j(xt) 2. In practice, tractable approximations to the XC potentials
must be found. Practical calculations mostly employ the adiabatic approximation,
i.e., they only take into account the density at time ¢ to generate the XC potential
at time ¢t and neglect the dependence on the history of the system. The XC scalar
potential can then be derived from an XC functional of static DFT, for example the
XC potential in a homogenous electron gas, the local density approximation (LDA)
[Perdew and Zunger, 1981]. The XC vector potential plays a key role in describing
dissipation and relaxation in time-dependent current functional theory (TD-CDFT)
[Vignale and Kohn, 1996], an extension of TD-DFT with the time dependent current
as basic quantity. In analogy to the LDA, the Vignale-Kohn functional is derived from
the homogeneous electron gas [Vignale and Kohn, 1996; Vignale et al., 1997; Ullrich
and Vignale, 2002]. However, in many applications, the external vector potential Aext
is removed by a gauge transform, and the XC vector potential is neglected (Axg = 0).
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3.3.2 Simulation of electron dynamics of a nano-tip

We now describe the application of TD-DFT to the interaction of intense few-cycle
laser pulses with a metal nano tip. As the size of the tip (Ryp ~ 10nm) is much
larger than the characteristic length scale of the electron system (Fermi wavelength
~ 0.1nm), translational invariance in the surface plane is approximately conserved.
Since a full-dimensional calculation is presently out of reach, we treat the surface nor-
mal at the tip apex as the reaction coordinate. The time and space dependent electron
density n(z, t) is expanded into a sum of #1occ Kohn-Sham pseudo wave functions

Noce

n(zt) =Y aclge(z ) (3.35)
k=1

The a; are weight coefficients due to the projection of the three-dimensional Fermi
sphere on the one-dimensional reaction coordinate [Eguiluz et al., 1984; Liebsch, 1997;
Pitarke and Eguiluz, 2001],

aj = |Ek - EF‘/TL’ (336)

with Ej is the Kohn-Sham energy of the wave function in the ground state and Eg is
the Fermi energy. We assume that the coefficients a; are independent of time, corre-
sponding to a decoupling of degrees of freedom along the surface normal and per-
pendicular to the surface normal. In principle, another density of states could be
used, for example derived from three-dimensional ab-initio calculations. The initial
density ng(z) = n(z,t = 0) is determined by the ground state potential Vg(z) of
which the ground state orbitals ¢y (z) = ¢ (z,t = 0) are eigenfunctions,

1d?
_EE + VGS(Z) ¢k(z) = Ek¢k(z) ’ (337)

and ng(z) = Yk ax|¢x(z) |>. The ground state potential contains the contributions from
the atomic cores, the electrostatic (Hartree) term, and the exchange-correlation term,
Vs = Veores + Ves + Vxe. In many three-dimensional static and time-dependent DFT
codes, Veores is fixed (e.g. by pseudopotentials) and the other summands are com-
puted self-consistently. We instead choose to fix Vgg(z) since it gives more flexibility.
For example, high-quality fitted potentials for various surfaces that reproduce the
surface state structure and image states are available as parameterizations of Vg(z)
[Chulkov et al., 1999]. Alternatively, Vis(z) can be computed as average of a three-
dimensional DFT calculation parallel to the surface plane (although the resulting elec-
tron density no(z) is then not guaranteed to coincide with the average of the three-
dimensional electron density). In most variants of the jellium model for surfaces, the
homogeneous positive background charge vanishes abruptly at the surface, thereby
determining Viores by the Poisson equation. The one-dimensional ground state po-
tential Vigs(z) for a jellium slab can be obtained by various public-domain DFT codes,



3.3. MODELING ELECTRON EMISSION WITH TD-DFT 39

for example GPAW? [Chen et al., 2012]. For the simulations presented below, we in-
stead employ a parameterization of the jellium potential that agrees closely to DFT
calculations inside the slab [Lang and Kohn, 1970] but has the correct 1/(4z) tail of
the image potential outside [Jennings et al., 1988; Burgdorfer, 1994]:

Vo

——20— for z < z
A Bz)+1 im
Vjellium(z) = 17efX(P7(b3 (3.38)
572 for z > zjm

where the total depth of the potential is Vy = Eg + W for work function W and Fermi
energy Ep = klz: /2. The Fermi energy is related to the bulk electron number density

Mpylk as

1
Mol = 55 (2E5)? (3.39)

and np, is related to the so-called Wigner-Seitz radius rs, the radius of a sphere
containing on average one electron, as np . = 3/ (47r3). The position of the image
plane relative to the jellium edge is zj;,, = —0.2rs + 1.25, and the transition to the
asymptotic 1/(4z) image potential is chosen as b = kg such that A = 4V,/b —1
and B = Vy/(4Vy/b — 1). We thus neglect the influence of the d-electrons which are
difficult to incorporate into a one-dimensional model. d-electrons can heuristically be
accounted for by adding a polarizable dielectric inside the slab [Liebsch, 1997] at the
expense of additional free parameters and it has been found that they are necessary
in some cases to account for details of the response such as the negative slope of the
surface plasmon polariton dispersion relation in silver. To account for rescattering at
the first surface layer, a localized potential that mimics the atomic cores of the first
atomic layer is added to the jellium potential, which we parameterize by a screened
soft-core Coulomb potential

1

_ —|z|/Ate 3.40
e .
E (3.40)

Vatom (2) =
where the Thomas-Fermi screening length Atg = 271/kpr ~ 1a.u. is given through
kpr = 67mnpyk/Ep. We find the parameterization of the first layer potential Vitom
to be of small importance as long as the correct reflection coefficient is obtained (see
section 3.9 for details).

For comparison with the experiments on tungsten nanotips in the remainder of
this chapter, we use Eg = 9.2eV (rs = 2.334) according to the s-electron density
of tungsten. The work function for a clean tungsten (310) surface is reported as
WW(310) = 4.35eV [Yamamoto et al., 1978] which is, however, sensitive to adsor-
bates on the surface. In experiment, the effective work function was found to be
Wegs = 6€V [Kriiger et al., 2012] and W was found to vary as a function of time after
cleaning the surface. A work function of We¢ ~ 6 €V is consistent with an oxygenated
tungsten surface [Kawano, 2008]. The simulations below are performed with a work

4See ttps://wiki.fysik.dtu.dk/gpaw/tutorials/jellium/jellium.html for technical instructions.
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function of W = 6.2eV for which we find best agreement with experiment. The slab
width was typically 150 a.u. (nocc ~ 50 orbitals).

The evolution of the electron density is governed by the time-dependent Kohn-
Sham (TDKS) equations

iy (z, 1) = {,ag + V[n(z,t)] + Vext(, t)} Pz, t) (3.41)

for the orbitals i (z, t), starting from the initial values @ (z, t = 0) = ¢y (2z), Ving(z)] =
Vis(z), and the external potential Vext(z,t = 0) = 0.

The external potential of the electric field in dipole approximation is Vext(z,t) =
zFug(t) + zF4. where the laser field is

Foge(t) = Fegrg cos(wt + ¢cg)e "/ Ziaa) (3.42)

with amplitude F.¢, photon energy w, carrier-envelope phase ¢cg and duration
Theld (FWHM field; the duration of the FWHM in intensity is T = Tgeiq/ V/2). Fe(t)
is the local field at the surface of the tip that already includes the near-field enhance-
ment and phase shift and is typically of amplitude F¢g ~ 0.005 — 0.025a.u.. The
dipole approximation of homogeneous external electric fields is justified as the typi-
cal propagation distances of the electrons in the laser field (xquiver = (Fgff/0 / Zw)z) are
of sub-nanometric dimension so that the free electron motion does not sample the in-
homogeneity of the local electromagnetic field for the wavelengths employed [Herink
et al., 2012]. Extension to nonuniform fields is possible along the lines of [Iwasa and
Nobusada, 2009, 2010]. F3. = —0.4GV/m = —0.00078 a.u. is a small static extraction
field (also including possible field enhancement) that is used in both experiment and
simulation to accelerate the emitted electrons away from the tip, but that does not
lead to appreciable electron emission on its own. In the simulation, we also treat it as
a time-dependent electric field that is switched on very slowly at the beginning of the
simulation before the laser field. In order to detect the final energy of the electrons
(see below), the static potential is smoothly converted to a constant potential near the
border of the box.

The time-dependent potential
V[n(z,1)] = Veores + Ves[n(z,1)] + Vae[n(z,t)] = Vos + AV[n(z,t);no(z)]  (343)

includes the ground state potential and the induced potential AV [n(z,t); np(z)] due
to the change in electron density in terms of the change in electrostatic (Hartree) and
exchange-correlation (XC) potentials. The electrostatic potential is given as solution
of the Poisson equation

E)%Ves(z, t) = —4nn(z,t) (3.44)

with Neumann boundary conditions outside the simulation box,

0z Ves(z — o0, t) — 27‘[/ n(z, t)dz , (3.45)

box
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where the electric field (gradient of the potential) outside a charged slab is obtained
by Gaufy’ law. The Poisson equation can equivalently be solved as

Ves(z) = —27r/oo (z—2Z)n(Z)dz . (3.46)
This latter form of the Poisson equation requires a double loop over all points z and
therefore scales with Ngoints for a simulation box discretized into Npoints intervals.
It is numerically advantageous to solve Eq. 3.44 directly. This is efficiently accom-
plished by a high-order spatial difference forward integration and scales only as
Npoints: While the Poisson equation (Eq. 3.44) describes a flat surface (infinite ex-
tension in x and y directions), in principle Eq. 3.44 can easily be substituted by an
effective Poisson equation along the reaction coordinate z for a fixed finite transverse
extension of the system (“quantum wire”). This restricted geometry then gives rise
to field enhancement and an inhomogeneous near-field on the length scale of the as-
sumed transverse extension. For the exchange-correlation potential, we employ the
adiabatic local density approximation in the parameterization of Perdew and Zunger
[1981]. We have numerically demonstrated that the choice of XC potential does not
affect the electron spectra from metal nano-tips presented in the remainder of this
chapter [Wachter et al., 2012]. The change of the electrostatic and XC potentials with
respect to the ground state potential, AV [n(z,t);no(z,t)], is a measure for the local
microscopic electric field induced by the laser pulse in the material. It is given by
evaluating the above equations for both the ground state density 1 (z) and the time-
dependent density n(z,t) and subtracting the results (Eq. 3.43).

We integrate the TDKS equations (Eq. 3.41) by the Crank-Nicolson method em-
ploying a space discretization of Az = 0.15a.u. and time step At = 0.05a.u., extrap-
olating the time-dependent Hamiltonian at ¢ 4+ At/2 to second order in time. The
simulation time of typically 120 fs is chosen such that the energy spectra are con-
verged with respect to the low energy electrons. The size of the simulation box is
typically ~ 1500 a.u. (Npoints = 10°) including imaginary absorbing potentials near
the borders of the simulation box to avoid unphysical reflections of electrons at the
box border. As the laser pulse excites the electrons in the slab, density waves move
from the surface towards the inside of the slab, which can lead to unphysical re-
flections at the back side of the slab. To minimize the influence of these reflections,
we firstly increased the slab size so as to increase the round-trip time of the density
waves that are reflected from the back side, and we secondly added an imaginary
potential inside the slab that is proportional to the difference density n(z,t) — n(z,0).
Recent efforts in modeling “quantum friction” within TD-DFT might provide a more
efficient solution to this problem [Neuhauser and Lopata, 2008].

The observable of interest for comparison with the experimental data is the en-
ergy spectrum of the photoemitted electrons. We employ the so-called sampling-
point method [Pohl et al., 2000, 2001, 2003, 2004; Dinh et al., 2013]. It postulates
that the photoelectron spectrum is, to a good degree of approximation, given by
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the sum of the spectra of the Kohn-Sham orbitals ;. This is corroborated by the
agreement of photoelectron spectra derived by the sampling point method with a re-
cently proposed alternative method for the extraction of photo-electron spectra from
single-particle theories like TD-DFT motivated by a phase-space interpretation of the
single-determinant Wigner function [De Giovannini et al., 2012]. In the sampling
point method, the probability to measure an electron with a definite energy E is cal-
culated by recording the Kohn-Sham orbitals in time ¢ (zp,t) at a fixed detection
point zp near the border of the simulation box where only outgoing waves are found.
The wave function is expanded into plane waves of energy E = k?/2 with Fourier
coefficients py(E),

Yr(zp, t) / dE pi(E) e (E)ze—iEt (3.47)

The electron spectrum S(E) at total electron energy E is then given by the sum of the
inverse Fourier transforms of the recorded orbitals,

2

/ dt Py (zn, 1)| (3.48)

"occ

S(E) = ak
k=

We numerically confirmed that the electron spectra (Eq. 3.48) give the same results
as projecting on plane waves in space and on box energy eigenstates of the unper-
turbed system. In practice, zp must be chosen such that appreciable electron density
arrives at zp only after the laser pulse is over and the simulation must be contin-
ued until the lowest energy electrons of interest have passed the detection point zp.
For the simulations below, this amounts to a total simulation time of about 100 fs.
While not numerically challenging in one dimension, calculating electron spectra in
more dimensions is performed more efficiently by the implementation described by
De Giovannini et al. [2012]. For comparison with experiment, the electron spectra are
broadened by 0.5 eV, corresponding to the typical experimental spectrometer resolu-
tion.

3.4 Simulation of electron emission and rescattering

In this section, we discuss a representative sample simulation of electron emission
and rescattering with time-dependent density functional theory. Fig. 3.3a displays
the time-dependent induced density response én(z,t) = n(z,t) — n(z, —oo) for laser
field amplitude F.¢ = 0.02 a.u. corresponding to an intensity Iog = 1.4 X 1013 W/cm?,
central wavelength A = 800 nm, pulse length 6.4 fs (FWHM intensity), and static field
F4c = —1.9 x 10~* a.u.. Taking into account the field enhancement factor for tungsten
calculated in chapter 2 of about ~ 5, this field strength can be reached with a nominal
laser intensity of only Iy = 5.6 X 1011 W/em?2.

We start with the region inside the tip (z < 0). The external laser field induces
density fluctuations at the surface that screen the external field. As the time scale
of the laser period T = 800nm/c = 2.67fs = 110a.u. is very large compared to
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Figure 3.3: Time-dependent density functional theory simulation of electron emission and rescatter-
ing. (a) Contour plot of the absolute value of the induced density, |1(z,t) — n(z, —c0)| where z < 0 refers to
the inside of the nano-tip. Full horizontal arrows mark the maximum of the electric force when most charge is
ionized; dashed lines mark typical trajectories of rescattered electrons (slope corresponds to 10Up). Interfer-
ences in position space with increasing slopes (velocities) are the signature of the equi-spaced multi-photon
peaks in the electron energy spectra. (b) Full red line: laser electric force Fog(t); dashed pink line: time-
dependent dipole moment (arb.u.); dash-dotted green line: static field Fy..

the time scale of electronic motion in the solid Ag/vg ~ 5a.u., the electrons are fast
enough to adiabatically adjust to the external field and form a dipole layer on the
surface that screens the external field. The amount of electron charge necessary for
screening (~ 10~*a.u. from Fig. 3.3) is, at this laser intensity, still only a small fraction
of the total valence electron density ny = 1.88 x 102 a.u.. This near-instantaneous
following of the driving force is reflected in a dipole moment that is almost in phase
with the driving field (Fig. 3.3 b).

Turning now to the region outside the tip (z > 0) where the charge is emitted
towards the detector, we observe electron emission into the continuum that is local-
ized in time around the maxima of the electric force (black arrows in Fig. 3.3a). The
effective Keldysh parameter is et = wv/2W/ Fog ~ 1.9, in the transition between the
multi-photon regime (7y.¢ > 1) and the tunneling regime (¢ < 1). The density of
emitted charge is several orders of magnitudes lower than the charge density change
that is induced at the surface of the solid and decreases with increasing distance from
the surface as the electron wave packets spread longitudinally. After the laser pulse,
interferences form along approximately straight lines of constant slope (constant ve-
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locity), which are directly associated with multi-photon peaks in the energy spectra.
The electrons of largest energy thus correspond to the density structures with the
steepest slope. According to the simple man’s model for nanostructures (section 3.2),
these fastest electrons should be generated by the rescattering mechanism. The elec-
trons are first emitted near the maxima of the electric field (solid arrows). As the laser
field changes its sign, they are driven back towards the surface and can rescatter from
the first layer of atoms. In the semi-classical model, the optimal timing for rescatter-
ing leading to the highest final energies of 10U}, is slightly before the zero crossing of
the electric field. Indeed, we observe interferences starting from the surface at times
when the electric field is zero (dotted lines in Fig. 3.3b). The interferences proceed
along the dotted arrows in Fig. 3.3 whose slope corresponds to a kinetic energy of
10Uy, a direct indication of the rescattering mechanism in the real space density.
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Figure 3.4: Intensity dependence of simulated electron spectra. Electron energy spectra for increasing
intensities (full lines), classical trajectory Monte Carlo results (dashed line, for F. = 0.017 only), experiment
(black line/points, nominal intensity Iy = 1.1 x 10'* W/cm? [Kriiger et al., 2012]).

3.5 Appearance of plateau with increasing laser intensity

We investigate the dependence of the electron spectra on the laser intensity (Fig. 3.4,
for pulse parameters as in the preceding section, averaged over the carrier-envelope
phase). For low laser intensities (Fof = 0.005a.u. — I = 8.8 x 1011 W/cm?) we
do not observe a plateau but an exponential decay modulated by equi-spaced multi-
photon peaks in agreement to experiments for lower intensity [Schenk et al., 2010]. In
terms of the simple man’s model, the classical cut-off energy is here only 10U (Feg) =
0.5eV indicating that the plateau is completely overshadowed by the “direct” elec-



3.6. CEP DEPENDENCE OF RESCATTERING 45

trons. The multi-photon peaks, however, reflect the periodic repetition of electron
emission at each optical period and persist for the direct electrons even at compara-
tively low laser intensities. With increasing laser intensity plateau and cut-off emerge
in the electron spectra. The simulations describe the experimental data for the highest
intensities very well including the position of the multi-photon peaks. We estimate
the enhanced experimental field strength as Fgf = 0.020 a.u.. This is corroborated by
the experimental estimate of the laser intensity Iy = 1.1 x 101 W/cm? — Fy = 0.0018
and Maxwell simulations that yield field enhancement factors of order of magnitude
5-10. A dedicated measurement of electric near-fields employing the cut-off of the
electron spectra and a comparison with calculated field enhancement factors for the
measured tip geometries shows similarly good agreement [Thomas et al., 2013].

Fig. 3.4 also shows the result of a complementary classical-trajectory Monte Carlo
(CTMC) simulation on the single active electron level in three dimensions including
realistic cross sections for atom-surface scattering derived from partial-wave calcula-
tions [Wachter et al., 2012; Salvat et al., 2005]. The CTMC simulation reproduces the
ratio of direct electrons to plateau electrons. Unlike for single atoms, the electrons do
not have to return to their parent atomic core but may also rescatter from neighbor-
ing atoms ensuing the transverse spread of the electron wave packet. The enhanced
density of scattering centers on the metal surface thus enhances the intensity of the
plateau compared to gas targets.

3.6 Carrier-envelope phase dependence of rescattering

The delicate steering of the electron wave packet in the vincinity of the metal nanos-
tructure can be probed by recording electron spectra while varying the shape of the
laser pulse. Experimentally, the laser pulse shape can be fine-tuned by allowing the
laser to propagate through an adjustable length of fused silica, which changes the
carrier-envelope phase (CEP) ¢cg proportional to the optical path length in the di-
electric. Comparing our theory to the ¢cg-resolved experimental data (Fig. 3.5 a,b)
provides a stringent test of the accuracy of our simulation. Comparison to experi-
ments [Kriiger et al., 2011] reveals excellent agreement between theory and experi-
ment over the full spectral range (Fig. 3.5 ¢,d) including the position of the multi-
photon peaks and some of the fine structure. The dominant feature in the data is a
large-scale structure of bent stripes that converge towards a maximum at ¢cp = 7
(— cos pulse) for large electron energies. This asymptotic behavior can be under-
stood from the rescattering process that yields the highest energies when the force
driving the electron back towards the surface is largest. This “bent stripes” structure
has also been observed in electron spectra from atoms [Paulus et al., 2003; MiloSevi¢
et al., 2006] and dielectric nano-spheres [Zherebtsov et al., 2011, 2012] and is used
for carrier-envelope phase single shot measurements by the “stereo-ATI” technique
[Wittmann et al., 2009].

In the following, we present a minimal model based on the simple man’s model
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Figure 3.5: Carrier-envelope phase (¢c:) dependence of electrons spectra. (a-b) ¢cg-dependence of
experimental data [Kriger et al., 2011] shown as normalized “asymmtry” signal, i.e., divided by the ¢cg-

averaged signal, P(E, ¢ck)/ fozn dpceP(E, ¢cg). (a) Raw data, (b) smoothed over 1.5 eV and 0.5 7. Since
in experiment only a relative phase was measured, the absolute phase has been adjusted to match the TD-
DFT simulation (c-d). (c-d) ¢cg-dependence of TD-DFT simulation (field amplitude 0.019 a.u., 760 nm, 4.8
fs, static field 0.4 GV/m). (c) raw data, (d) smoothing as for experiment. (e) CE-phase dependent spectrum
modeled by the SMMN (Eq. 3.50), color scale for this plot goes from 0.2 to 1.8. Parameters as for the TD-DFT
calculation and o}, = 0.12a.u. (details see text).

for nanotips (SMMN, see section 3.2) that gives an intuitive interpretation of the
carrier-envelope phase dependence. We integrate over all possible birth times t, dur-
ing the laser pulse, weighing the classically possible rescattering trajectories with an
ADK tunneling rate [Ammosov et al., 1986] that depends on the moment of ionization
during the laser pulse as

(3.49)

PAK(Fg (1)) o exp {—W}

BFe(t)

We then incoherently add the electron spectra of all rescattering trajectories, assum-
ing that each trajectory gives a spectrum centered around the classical momentum
Presc Teached by an electron along its classical rescattering trajectory. We assume that
the width of the spectra ¢y, is constant and adjust 0}, such that the CEP-averaged ex-
perimental spectrum is well reproduced. Our model then gives a prediction of the
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carrier-envelope phase dependence of the spectrum as
P(p) = / dty, TAPK (Fy(ty)) o™ (P proc®o)/25 (3.50)

The dependence on ¢¢g enters both in the ionization rate as well as in presc(tp ), the
final momentum of the electron that has been ionized at ¢, and undergone a rescat-
tering event along its classical trajectory in the laser field. Both TAPK and presc(tp)
depend sensitively on the pulse shape Fq(t). The CE-phase dependence agrees very
well to both TD-DFT simulation and experiment and reproduces the bent stripes
structure including the curvature and the slope of the low-energy part. We infer
that the bent stripes structure is due to the interplay of the strongly non-linear tun-
neling rate and the rescattering process. For ¢cg = 71 (— cos pulse), the rescattering
is strongest leading to the largest number of electrons at high energies. The tilt in
the spectra at lower electron energies is due to the interplay of the ionization rate at
birth time #, with the rescattering momentum presc(tp). For a — cos pulse (¢cg = 7)
the rescattering is strongest and presc is highest. However, the tunneling probability
at the maximum preceding the — cos peak is lower compared to, e.g., a 4 sin-pulse,
where the rescattering energy is lower but the tunneling probability is higher, lead-
ing to different relative weights of these contributions and in total to the bent stripe
pattern in the CEP dependence. Notably, the convergence of the spectra with elec-
tron energy to the maximum near ¢cg = 7 is very slow. In Fig. 3.5, the maximal
attainable classical electron energy is 10U, = 6.8V, but due to the contributions of
wavepackets from lower final energies which are weighed by larger ionization prob-
abilities the convergence happens only around ~ 20Up,. While the high energy part
scales with Uy, the slope and curvature of the stripes in the low energy part reflect
the field strength dependence of the ionization rate during the laser cycle and thus
depend on the absolute value of the field strength and Keldysh parameter.

In the experiment [Kriiger et al., 2011], the absolute value of the CE-phase could
not be determined due to the low nominal laser intensity much below the intensity
needed for absolute characterization of the CE-phase. However, the excellent agree-
ment with the theory data shown in Fig. 3.5 strongly suggests that the absolute phase
of the experiment can be reconstructed by comparison with TD-DFT calculations. We
note that even an absolute CE-phase measurement of the laser pulse F(¢) in vacuum
would not be sufficient to know the CE-phase of the enhanced laser field F.¢(f) on
the surface of the tip since the CE-phase of the near-field can be shifted with respect
to the incoming field depending on the material and geometry of the nano-tip near
the apex. A dedicated measurement for the absolute value of the CE-phase to verify
the agreement of the carrier-envelope phase resolved electron spectra with respect to
the SMMN and TD-DFT simulations will have to take into account the nanoscopic
shape of the tip and the incurred Maxwell CE-phase shift.
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Figure 3.6: Microscopic electric field at the surface. (a) Snapshot of the induced charge density on the
surface at the electric field maximum (intensity 2 x 10" W/cm?, pulse duration 4 fs (FWHM intensity), cosine-
pulse) for 2 monolayers Mg on W(110). Dashed line: position of the first atomic layer (Mg, full circle; W, open

circles). Pink vertical full line: centroid of induced charge density (dynamic image plane). af:ff = 49a.u..
(b) Microscopic electric field calculated from the induced charge density. The electric field is screened on
the atomic length scale before it reaches the surface. (¢) Comparison of microscopic electric field for varying
number of Mg adlayers: Green dash-dotted line: pure Mg; full red line: 2 ML Mg on W; dashed blue line: 1

ML Mg on W; dotted purple line: pure W (2" = 42a.u.).

3.7 Electric field distribution during the laser pulse

We now analyze the screening of the electric field near the surface in more detail.
We depart for this section from the simulation of nano-tips and use the same meth-
ods to calculate the response of a flat metal surface to few-cycle laser pulses of lower
intensity in the linear response regime [Lemell et al., 2003; Apolonski et al., 2004].
Operationally, the only difference to the above simulations is that the field enhance-
ment factor for a surface is unity and thus Fe;f = Fy. Here, we are not interested in
the electrons that are emitted from the surface, but stay in the linear response regime
where no electrons are emitted and investigate the local accumulation of screening
charge én(z,t) and the corresponding local electric field e, (2, t) along the surface
normal.

Our investigations are motivated by recent attosecond surface streaking experiments
[Cavalieri et al., 2007; Neppl and et al., 2014]° which we describe briefly in the fol-
lowing. Attosecond surface streaking is a pump-probe scheme where the probe is
a few-cycle NIR pulse with a component along the surface normal (similar to the
laser pulses employed in the preceding chapters), and the pump is a XUV laser pulse
(wxuv ~ 100eV) with a duration in the 0.1 fs range that is used to excite electrons in
the first few surface layers to the conduction band with a well-defined kinetic energy
at a well-defined time. On their way out towards the detector, the electrons expe-
rience the local electric field Fiocq(z, t), the sum of the NIR few-cycle pulse plus the
dynamical screening of the laser field by the electrons near the surface. The origin
of the excited electrons along the surface normal coordinate can be chosen by using

5The results presented in this section have been discussed in Neppl and et al. [2014].
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atomically flat surfaces with adlayers of different atomic species, so that the XUV
photoelectrons from the different atomic species are well-separated in energy, giving
a space resolution of a fraction of the interlayer spacing aj,;; ~ 5a.u.. By varying the
time delay between pump and probe pulses, the time at which electrons originating
from different layers feel the field of the laser pulse can be pinpointed to a relative
precision of about 0.01 fs. Attosecond streaking has therefore been interpreted as a di-
rect measurement of electron transport in the time domain [Lemell et al., 2009; Neppl
and et al., 2014] and of the position of the electronic surface with respect to the first
layer of atoms. The most recent experiments use a W(110) /Mg hetero-structure with
a tunable number of Mg layers on W.

The perpendicular component of the incident NIR streaking field induces a polar-
ization charge layer on the metal surface which screens the inside of the conductor.
The position and width of this screening charge layer determine the position and
width of the screening of the electric field at the surface. The (full) width w of the
surface charge layer is given by the period of the Friedel oscillations, half the Fermi
wavelength w ~ Ap/2 = 3.8a.u. for W and 4.4 a.u. for Mg. The position zg of the cen-
troid of the induced surface charge (“image plane”) with respect to the first layer has
been calculated within the jellium approximation for a static external field (w ~ 0) as
z]; '~ Aa4t/2 + dp a.u. [Serena et al., 1988; Liebsch, 1997], where aj,y; is the lattice con-
stant (layer spacing) and the value of §y ranges from 1a.u. to 1.5a.u. depending on
the value of the electron density. For affﬁ = 4.9a.u., we estimate z]Oe}v[g ~ 3.6a.u. and

for V(110 jel
OF Gyt 0,W(110)
layer more than half its width outside the surface, suggesting that the electric field is

=42au,z ~ 3.2a.u.. These estimates put the screening charge
screened by the electron density spill-out before it reaches the first atomic layer.

We expect that the position and width of the induced charge density and the dy-
namical image plane depend on the strength, direction, and frequency of the applied
field as well as on the lattice structure of the target. The importance of these cor-
rections is assessed within a TD-DFT calculation (Fig. 3.6). The density and result-
ing mean-field potential of a static three-dimensional DFT calculation for a W slab
with Mg overlayers is averaged perpendicular to the surface normal, providing the
starting point for one-dimensional TD-DFT calculations with the surface normal as
reaction coordinate.

We find, indeed, that the induced screening charge layer is located well outside
the first atomic layer (Fig. 3.6 a). We calculate the local electric field Fioeq(z, f) =
f%[Vext + AV[n(z,t),n(z, —0)]] as a superposition of the external potential from
the laser field Veyx and the response of the system in terms of the induced density
on(z,t) = n(z,t) — n(z, —oo) (Fig. 3.6 b). The electric field is screened by the induced
charge density in front of the surface on a length scale of a few atomic units and
is virtually zero at the position of the first atomic layer. This result is in excellent
agreement with the most recent experimental data, indicating that the attosecond
surface streaking technique can be used to probe the local electric field within solids
and at interfaces on the atomic length and femtosecond time scale.
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Within our model, we find that the local screening is almost identical for pure
W, pure Mg, and a varying number of Mg adlayers on W. We have also performed
a calculation for a pure Mg slab based on the one-dimensional potential prescribed
by Chulkov et al. [1999] which is fitted to reproduces the correct surface electronic
structure of Mg(0001) (projected energy gap, surface state binding energy, and energy
of the first image state) with similar results.

The rapid screening of the electric field inside the metal is also important for elec-
tron emission and rescattering from nano-tips. There, the rapid screening leads to the
reduction of classes of classical trajectories that contribute to the electron spectra com-
pared to atomic or molecular targets. In atoms and molecules, trajectories that take
off in the direction opposite to the detector, are then turned around by the laser field,
and are sub-sequently re-scattered with small scattering angle in forward direction
so that they reach the detector, also contribute to the spectra. Such trajectories lead
to intermediate energies between the “direct” (S 2Up) and “rescattered” electrons
(~ 10Up) that lead to the formation of the plateau. These additional contributions
can thus cloud the plateau that is typical for rescattering but are absent for nanotips
because of this screening effect.

3.8 From the multiphoton to the tunneling regime: wavelength de-
pendence

We now turn to parameter combinations and observables for which no experimental
data are available yet but should become so in the near future. We first explore the
influence of the driving laser wavelength on the quantum surface dynamics®, keeping
all other parameters of the effective pulse shape of the electric field at the tip apex
fixed (carrier-envelope phase, field envelope, and pulse duration).

We calculate electron spectra for central laser wavelengths in the range of A =
500 — 2000 nm (Fig. 3.7a). In this wavelength range, the effective Keldysh parame-
ter Yo = wV2W/Fug o 1/A varies between 4 and 1 so that we expect a transition
from the multiphoton regime at small wavelengths to the non-adiabatic tunneling
regime at larger wavelengths. On the other hand, the maximal attainable electron
energy for rescattering 10 - Up & A? varies from 2 eV to 30 eV over this wavelength
range. Indeed, we observe a transition from the multiphoton regime with peaks ap-
proximately given by E, = nw — Up — W with n integer (cf. Eq. 3.23) to spectra
dominated by the rescattering plateau up to a cut-off energy of 10 - Up. The abso-
lute intensity is reduced by several orders of magnitude from 500 nm to 2000 nm
(Fig. 3.7c). This decrease is partly attributed to the reduced field strength at tunnel-
ing for longer wavelengths. However, the increase in signal between 800 nm and
500 nm is attributed to more efficient multi-photon ionization as the integer number
of photons Nppot needed to overcome the excitation gap of W = 6.2eV is reduced

from Ngﬁg?m =4to Ngﬁ%?m = 3. The intensity of the rescattering plateau relative to

%The results in this section have also been presented in Wachter et al. [2014a].
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Figure 3.7: Wavelength dependence of simulated electron spectra. (a) Wavelength dependence of
electron emission spectra for the pulse shapes shown in (b). The dash-dotted line marks the classical
rescattering cut-off at 10 - U, o A2. Dotted lines give estimates for the position of the multi-photon peaks,
E, = nw — U, — W with n is shown in the insets. (c) Line-out of (a) at various wavelengths.

the direct part strongly decreases with increasing wavelength by about two orders of
magnitude between 1000 nm and 2000 nm. A minor part of this decrease is due to the
energy dependence of the over-barrier reflection coefficient of the one-dimensional
first layer potential. The reflection coefficient decreases by about a factor of 4 as the
kinetic energy of the fastest electrons at rescattering varies between Escat ~ 3 - Up ~
2 eV and 10 eV. This decrease is also reproduced in three-dimensional partial wave
calculations for an atomic tungsten potential [Salvat et al., 2005], where, however,
the decrease is only a factor of two over the same energy range. We speculate that
a major part of the decrease in plateau intensity is due to the sub-cycle dependence
of the ionization rate, which is sensitively probed by the rescattering process. While
the intensity of the direct part mostly comes from electrons that tunnel around the
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maximum of the electric field, the intensity of the rescattering plateau comes from
those electrons that start about 0.05T after the maximum of the electric field. For
longer wavelengths (deeper in the tunneling regime), the tunneling rate varies more
strongly with instantaneous field strength. Such a frequency dependence of the tun-
neling probability has been predicted by non-adiabatic tunneling theory [Yudin and
Ivanov, 2001]. Another prominent feature of the calculated spectra is the build-up of
additional large-scale structures in the spectra. We observe pronounced modulations
of one order of magnitude or more spaced by several eV at large wavelengths, by far
exceeding the photon energy. The large energy spacing points to a process happening
on a short time scale within one laser cycle. We conjecture that these structures can
be associated with the interferences between short and long rescattering trajectories
(“intracycle interferences”) in analogy to the structures found in the spectra for gas
targets [Paulus et al., 2002; Arb¢ et al., 2010b,a; Xie et al., 2012].

3.9 Sensitivity to the surface potential

Here, we investigate the sensitivity of rescattering on the surface potential”.We first
show that a strong potential gradient in addition to a smooth jellium potential is nec-
essary to provide a realistic backscattering coefficient to mimic the first layer of sur-
face atoms. However, details of the rescattering potential are not of importance for
the electron spectra at 800 nm laser wavelength. We then investigate along the same
lines if the rescattering process can, in principle, be used to probe the atomic structure
of the surface in terms of the lattice structure of the target or adsorbates on the sur-
face. For this, we employ larger laser wavelengths or, equivalently, higher electron
rescattering energies so that the electron de Broglie wavelength resolves interatomic
distances. We demonstrate that a minimum in the surface reflection coefficient is
mapped onto a minimum in the electron spectra.

Backscattering happens with a high probability when the impinging electron wave
function experiences a steep potential gradient. In strong field experiments for atoms
or molecules, the potential gradient is provided by the Coulomb potential of the
atomic cores. Our jellium description of the surface, on the other hand, smears out
these potentials to a smooth background charge. The resulting smooth single-particle
ground state potential has a small reflection coefficient. Therefore, elastic scattering
of accelerated electrons from the atomic cores of the surface is not contained in the jel-
lium ground state potential and is achieved by an additional potential mimicking the
surface layer. It is therefore of interest to compare simulated spectra with and with-
out this additional potential and for different parameterizations of the core potential
(Eq. 3.40).

Fig. 3.8 shows a comparison of calculated spectra for different choices of the sur-
face potential, a jellium potential (Eq. 3.38) without an additional atomic potential at
the surface and two approximate choices for the atomic potential at the surface, a 1D

"Parts of the results presented here were originally published in Wachter et al. [2012].
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Figure 3.8: Sensitivity of rescattering to the empirical surface potential. Electron spectra for Foy =

0.021a.u., w = 0.06a.u. (A = 760nm) for a pulse length of 6.4 fs (FWHM intensity). Solid red line: jellium

potential; dashed green line: jellium potential plus 1D-atomic potential; dash-dotted blue line: jellium potential
plus delta potential.

screened Coulomb potential (Eq. 3.40) and a delta potential. The low-energy parts
of the spectra look very similar whereas the high-energy parts show striking differ-
ences. While the calculations including a surface potential show the formation of a
rescattering plateau, the over-barrier reflection coefficient of the jellium potential is
so low that rescattering is overshadowed by the exponentially decaying direct part
modulated by multi-photon peaks.

Comparing the two different choices for the atom potential at the surface, we ob-
serve that the relative magnitude of the rescattering plateau is somewhat different
due to the different over-barrier reflection coefficient of the atom potential that can
be adjusted to give values in agreement with experiment. However, the shape of the
plateau and cut-off as well as the position and visibility of the interference fringes
(multi-photon peaks) are essentially the same for both potentials. This indicates that
the details of the shape of the surface potential are not important in this range of
laser parameters. There are two separate aspects to this independence of the electron
spectra from the detailed shape of the surface potential. Firstly, details of the scatter-
ing potential are encoded in the energy dependence of the scattering phase (phase of
the reflection coefficient). The electron spectra in the plateau region, however, only
contain electrons that have undergone scattering events with similar energies, and
thus the contributions from the scattering phase to the observed interference patterns
cancel out. Only in the overlap region between the direct part and the rescattered
part could we hope to detect interferences that are related to the energy dependence
of the scattering phase similar to “photoelectron holography” techniques employed
for atoms and molecules [Huismans et al., 2011; Bian et al., 2011; Bian and Bandrauk,
2012]. Exquisite control of the laser pulse shape, for example employing two-color
laser pulses, may help in selecting rescattering trajectories such that this overlap re-
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Figure 3.9: Sensitivity of rescattering to the surface structure. (a) Electron spectra for Fo; = 0.022a.u.,
w = 0.03a.u. (A = 1519 nm) for a very short pulse (3.8 fs FWHM intensity). Solid blue line: one atom potential
at the surface; dashed green line: additional second atom potential at distance aj,; = 5.2 a.u. from the first,
see inset in (b). Arrow indicates additional minimum for the two-Coulomb potentials. (b) Reflection coefficient
of the one-atom (blue solid line) and two-atoms potentials (green dashed line) on linear scale and log scale
(c). Arrows indicate minimum of the reflection coefficient for the two-atom potential. Inset: One-atom (blue
solid line) and two-atom potential (green dashed line) V(z) along the surface normal z.

gion is magnified [Xie et al., 2012].

Secondly, the length scale of structures of the surface potential that can be resolved
by the rescattering electron is related to the electron energy at rescattering, Escat =
P2at/2 ~ 3Up = 3(Fe/2w)? via its de Broglie wavelength Aqp = h/pscat. For
these laser parameters, U, ~ 0.8eV and Agg ~ 15a.u., much larger than the typical
extension of an atomic core potential (typical Thomas-Fermi screening length Atp ~
la.u.). In this low-energy limit the rescattering coefficient varies slowly over the
energy range in Fig. 3.8 and only its average magnitude is important for the spectra.

In a solid, besides the typical extension of the potential of a single atom, a sec-
ond length scale is of importance: The average distance between two atoms sets the
basic parameters for the Brillouin zone and band structure. At the parameters dis-
cussed above, the de Broglie wavelength A4 ~ 15a.u. is several times the typical
layer spacing of aj,; ~ 5a.u.. We can, however, expect that for increased scattering
energy Escat ~ 3+ Up = 3(Fett/ Zw)z o« 1/A, Agp will come into the range of the lat-
tice constant. While the laser field strength is already near the destruction threshold
at 800 nm, we may employ the laser wavelength to increase the rescattering energy.
We performed proof-of-principle calculations for w = 0.03 a.u. (A = 1519 nm) at field
strength Fy = 0.022a.u. such that U, ~ 3.7eV and Agg ~ 7a.u.. In one calculation,
we kept the atomic potential as described above, while in the second calculation,
we added a second layer of atoms at a distance of 5.25a.u. from the first (inset in
Fig. 3.9 b). The second atomic layer leads to additional minima in the reflection co-
efficient (arrow in Fig. 3.9 b,c; the reflection coefficient is calculated from a solution
of the static Schrodinger equation for the potentials shown in the inset of (b) by the
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Numerov algorithm). The first minimum of the reflection coefficient is at about 13
eV, corresponding to a de Broglie wavelength of the incoming electron of about 6.4
a.u., which is however reduced by the smooth attractive surface potential. Accord-
ing to the simple man’s model we expect that electrons that scatter with about 3Up
will reach final energies of about 10U, gaining a factor of about 3 between rescat-
tering and the end of the laser pulse. We therefore expect an additional minimum
in the electron spectra that corresponds to the minimum in the reflection coefficient
at around 40 eV (Fig. 3.9). Indeed, while the electron spectra show good agreement
for the low energy parts of the spectra between simulations with a single layer and a
double layer, we find an additional pronounced minimum near 40 eV that we trace
back to the minimum in the reflection coefficient for the double layer simulation.

The ideas and results presented in this section show that the rescattering process
can be sensitive to details of the surface structure on the length scale of a few atomic
units if electrons of a de Broglie wavelength that can resolve these structures are used
by increasing the laser wavelength. Our findings suggest that the so-called quantita-
tive rescattering theory developed for atoms and molecules for both electron spectra
and high harmonic spectra can be extended to surfaces as well [Chen et al., 2009; Le
etal., 2009; Lin et al., 2010; Le et al., 2012].

3.10 Emission of high harmonic radiation from nano-tips

Up to now, we have investigated the energy spectra of the electrons which are pho-
toemitted from a metal nanotip by ultrashort laser pulses. In this final section, we
discuss (and allow ourselves to speculate on) the feasibility of investigating the spec-
trum of photons emitted by high-harmonic generation (HHG, see e.g. Corkum and
Krausz [2007]; Krausz and Ivanov [2009]; Midorikawa [2011]). In the interaction of
intense few-cycle laser pulses with atoms and molecules, HHG has been robustly
observed across a range of atomic and molecular targets and laser parameters. It
has been used for a variety of applications, from the generation of isolated attosec-
ond pulses in the XUV range [Chini et al., 2014] to the generation of bright coherent
X-rays in the keV range [Popmintchev et al., 2012] to the tomographic imaging of
molecular orbitals [Itatani et al., 2004; Vozzi et al., 2011]. Analogously to the emission
of high-energy electrons, the emission of high harmonic radiation can be understood
by the quasi-classical three step model. The electron tunnels out near the maxima
of the electric field and is subsequently driven back towards the atomic core as the
laser electric field changes its sign. As the electronic wave packet interferes with the
remaining ground state portion of the wave function in the steep potential gradient
near the atomic core, high harmonic radiation is emitted [Kohler et al., 2010]. The
cutoff of the radiation energy corresponds to the energy difference between ground
state at — I, and the maximal return energy of the electron, and is given classically by
Ecut = Ip +3.17Up.

While the generation of high harmonics is relatively well understood for atoms
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and molecules, studies for systems with many atoms and the investigation of col-
lective effects have remained elusive. Collective excitation effects in atoms, namely
the giant resonance analogous to the plasmon resonance in solid state physics, have
only recently been demonstrated to affect HHG [Shiner et al., 2011]. Only few experi-
ments have been carried out for cluster targets (see Fennel et al. [2010] and references
therein), all of which show a significant enhancement of HHG compared with atomic
spectra but no clear signatures of collective excitations. Another promising candidate
system is Cgp, where an extension of the harmonic cutoff was found experimentally
and has been attributed to multi-electron effects [Ganeev et al., 2009]. This interpre-
tation agrees with theoretical predictions that in multi-electron targets an additional
reaction pathway for recollisional excitation may open up [Ruggenthaler et al., 2008]:
Plasmons, quantums of collective electronic excitations, may be excited by the recol-
liding electron. While estimates for Cg predict that plasmon excitations decay faster
than the laser period at optical frequencies [Ruggenthaler et al., 2008], high harmonic
emission from a highly correlated one-dimensional model system has shown a qual-
itatively different behavior [Zanghellini et al., 2006]. Ionization starts from the plas-
mon state and recolliding electrons can return to the ground state, thereby extending
the cutoff by the plasmon energy. For metal nano-tips, second-harmonic generation
from the tip apex has been observed [Bouhelier et al., 2003; Neacsu et al., 2005] but
observation of higher-order harmonics has so far remained elusive.

In the following, we discuss proof-of-principle simulations that employ the same
numerical model that was used to describe electron emission and rescattering and
evaluate the spectrum of emitted radiation from the time-dependent dipole moment
near the surface. Before presenting the results of our simulation, we halt to discuss
the physics of high-harmonic generation in nanostructures and the capability of our
simulation to faithfully model this process.

Firstly, high-harmonic generation for atoms relies on the interference of the recol-
liding wave-packet with the portion of the initial state that has remained at the atomic
core. While for an atom, the remaining portion of the wave function necessarily stays
localized at the core, the situation is different for a dynamical “hole” in a metal. It
is presently not clear in how far hole dynamics including diffusion of the hole away
from the surface are correctly reproduced in TD-DFT, or how the effectively one-
dimensional treatment impacts the underlying dynamics. Even in view of such un-
certainties, our simulation surpasses the present state of the art employing a single
active electron approach with a hard wall and an empirical well potential [Ciappina
et al., 2014]. Unfortunately, further improvements in the physical description appear
difficult to come by, so that the final assessment of the validity of the approximations
employed must be deferred until experimental data become available.

As a second caveat, we note that while our model contains the basic mechanisms
of screening and tunneling of a metal surface along with a correct description of the
local microscopic electric field along the surface, the dielectric behavior of a d-electron
metal like tungsten is not correctly reproduced by our free-electron model. Instead,
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our model gives a Drude-like dielectric function typical of free electron metals with
a single sharp peak at the plasma frequency (wp = 13.2eV). Such a well-defined
collective excitation is a prerequisite for the observability of the collective effects dis-
cussed in the following. Realistically, it can only be expected in nanostructures made
from free-electron metals like Mg or Al. However, since our model correctly repro-
duces the intensity of the rescattering plateau for electron emission, we can hope that
it should also give the right order of magnitude for the generation of high harmonic
radiation up to the plasmon energy even for materials that are less free-electron like.

After discussing the validity of our theory, we turn to describe the physics at
play in our simulation. We calculate the spectrum of the emitted radiation as the
Fourier transform of the acceleration of the surface dipole moment. Only the induced
dipole near the surface of the metal is taken into account, as integration over the
whole simulation box introduces artifacts associated with the absorbing potentials.
We evaluate the time-dependent dipole moment over a region of 50 a.u. (~ 2.5 nm)
near the surface, which is much larger than the width of the induced screening charge
layer (Friedel oscillation wavelength Ar/2 ~ 4 a.u.). While the shape of the spectra
changes somewhat with the integration border, the main features and conclusions
presented in the following are independent of this parameter.

We simulate high harmonic spectra for laser parameters of present experiments
for several laser intensities up to I¢ = 1.1 x 10'3 approaching the experimental de-
struction threshold. All spectra show the characteristic high harmonic peaks at mul-
tiples of w, where, in contrast to atomic targets, both even and odd multiples are ob-
served due to the broken inversion symmetry at the tip surface. A plateau extending
over several peaks is followed by a cutoff, and the cutoff energy increases with inten-
sity. In contrast to atomic spectra, strong differences appear: Even at the lowest inten-
sity, an additional peak shows the presence of a collective excitation which is identi-
fied with the jellium plasma frequency wp = +/3/rg = 13.2 eV (Fig. 3.10 a). While the
classical cutoff law Ecyt = W + 3.17U,, holds for the lowest intensities, the presence
of the plasmon peak appears to enhance the spectral intensity up to wp for the larger
intensities. For the intermediate intensity Fesf = 0.010a.u. an additional large-scale
modulation above the cutoff energy is visible, where multiple plateaus and cutoffs
can be identified. Zanghellini et al. [2006] proposed the following mechanism for the
extension of the cutoff by collective excitations: First, the plasmon state is populated
by rescattering. Then, an electron from the plasmon state is ionized and during its
motion in the continuum obtains the maximal classical return energy of 3.17 U, from
the laser field. Upon returning it interferes with the ground state wave function, ex-
tending the cutoff by the plasmon energy. This estimate for the maximum energy
of emitted radiation fits our calculations quite well (Ef,,.x = W 4 3.17U, + wp). We
verified that this extension of the cut-off is linked to plasmon excitation by switching
off the electron-electron interaction in the time-dependent Kohn-Sham equations, in
which case the extension of the cut-off is not observed.

We further analyze the dynamics of HHG by a time-freqency analysis of the dipole
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acceleration for F¢ = 0.018 a.u. (Fig. 3.10 b,c). The dynamics of the real-space density
are the same as discussed in section 3.4: Around the maxima of the electric field, elec-
trons tunnel out and are subsequently accelerated back towards the surface where
they can be backscattered from the first layer of atoms. The induced dipole moment
is for the most part due to the screening charge layer that forms near the surface
synchronized to the driving field, which is responsible for the strongest peak in the
harmonic spectra at 1 x w. This peak corresponds to the large structure in the time-
frequency plot around 1 X w that is, notably, symmetric with respect to the center
of the laser pulse at t = 0 (Fig. 3.10b). The radiation emitted at higher frequencies
shows a very different timing behavior. The emission of the highest frequencies ap-
proximately coincides with the collision times expected from the simple man’s model
around the zeros of the laser field. The maximal energy of emitted radiation is in-
creased beyond the maximum classical energy. The emission of high-energy radia-
tion is not symmetric with respect to the pulse envelope, but is delayed by about two
optical cycles. This behavior is consistent with the scenario suggested by Zanghellini
et al. [2006]: the leading edge of the laser pulse serves to sufficiently populate electron
states around the plasmon energy w;,. Only thereafter can electrons released with the
plasmon energy obtain additional kinetic energy from the laser field, and recombine
to the ground state giving rise to the high-energy radiation.

Up to now, high harmonic generation from nanostructures including from a metal
tip has not been observed. We briefly give an order-of-magnitude estimate of the
expected photon yield to illustrate why this could be the case. We first estimate
the order of magnitude of the linear response in absolute units (peak at 1.55 eV in
Fig. 3.10a). For simplicity, we model the nano-tip as a nano-sphere of the same ra-
dius of curvature since the enhanced near-field is strongly localized at the apex of
the tip. The order of magnitude of the induced dipole moment d(w) at the driving
wavelength in linear response can be used as a measure of the scattering power of a
nanostructure and follows from the polarizability of a sphere of dielectric constant €,
&sphere = Rsphere(€ — 1)/ (€ +2) as d(w) = aghpereFo- Assuming the angle-integrated
radiation is detected, the integral of the scattered field of the dipole over the solid
angle is given as [Jackson, 1998]

ar (27\*
/dQ|Escat|2 = Fg? (7) Rgphere

where the last factor is of the order of 1 for metals at optical frequencies. The incom-
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(3.51)

ing pulse, taken to have an intensity of Iy = 1.1 101 W/cm? (enhanced intensity at
the apex Io¢ ~ 6 x 10> W/cm?) focused to 1.6pm with a pulse length of 6.5 fs and
a wavelength of 800 nm, contains about 2.3 x 108 photons. Evaluation of Eq. 3.51
yields a number of scattered photons of about 0.5 per pulse. This is the expected ab-
solute magnitude of the “direct” peak at photon energy 1.55 eV in Fig. 3.10a. Perfect
phase matching is assumed since the tip radius is smaller than the wavelength of the
high harmonic radiation. Taking for example the 7th harmonic around 11 eV photon
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energy and taking the reduction of the intensity of the plateau compared to the re-
sponse at the driving frequency from Fig. 3.10, we arrive at a yield of 7 x 10~# of 7th
harmonic photons per laser pulse or 56000 photons/s at a typical experimental rep-
etition rate of 80 MHz. This corresponds to a total emitted power of 1 x 10713 W, or
a power conversion efficiency of about 10711, which suggests experimental detection
to be difficult. We may compare HHG from a nanostructure to HHG from a gas of
atoms, where the number of atoms in the laser focus is about 1010, while the surface
of a nano-tip of radius 10 nm only contains about 5000 atoms. This huge disparity in
the number of emitters makes the observation of HHG from isolated nano-structures
difficult. Likely, it is a main reason why high harmonic generation in the enhanced
near-field of subwavelength structures is difficult to observe (for attempts and dis-
cussions see Kim et al. [2008]; Sivis et al. [2012]; Pfullmann et al. [2013]; Lupetti et al.
[2013]). Partially, the decrease in signal can be set off by the increase in repetition rate
for laser oscillators. Another way out of this dilemma may be the irradiation of large
ensembles of nanostructures. Candidate systems include bow-ties on a surface [Kim
et al., 2008], free-standing copper nanowires grown in polymer ion-track membranes
[Maurer et al., 2006], or nano-patterned arrays of doped silicon tips [Swanwick et al.,
2014].

In the above estimate, the emission characteristic of a nano-tip was modeled as a
dipole oscillating along the tip axis. A more detailed calculation takes into account
the field enhancement of the NIR pulse at the tip apex and assumes a scaling of the
induced dipole moment at the n-th high harmonic frequency d,, « F?" with the near
field. This scaling is also found to a good approximation in our TD-DFT calculation
for intensities I < 1 x 1013 W/cm?. The Maxwell equations are then solved for
an ensemble of radiating dipoles on the surface of the tip with the boundary element
method (see chapter 2). The far-field emission characteristic is very similar to a dipole
(Fig. 3.10d) with a slight shift of the maximum emission towards the back of the tip
that we attribute mostly to the effect of the non-zero dielectric function of the tip on
the dipole emission [Mertens et al., 2007]. On the other hand, taking into account an
ensemble of dipoles on the tip surface instead of a single dipole has a smaller effect.
The emission characteristic of a nano-structure differs markedly from HHG from an
atomic gas where phase-matching provides a well-collimated XUV beam.
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Figure 3.10: Calculated high harmonic spectra, time-frequency analysis, and emission character-
istics. (a) Calculated high harmonic spectra from the dipole acceleration, |d(w)|?, at different laser field
strength. Full green line: F. = 0.018a.u.; dash-dotted turquoise line: Fo = 0.010a.u.; dotted blue line:
Fo¢ = 0.005a.u.; solid red line and shaded area: delta kick (scaled). (b) Time-frequency analysis of the
surface dipole moment. The highest emitted photon energies are well above the classical cut-off. Emission
of the highest photon energies is strongly asymmetric with respect to the laser pulse shape (c¢) and is local-
ized in time around the zero crossings of the electric field where rescattering occurs (dotted horizontal lines).
Horizontal dashed lines give positions of work function W = 6.2eV plasmon energy w, = 13.6eV. Green
horizontal solid lines give the position of the classical cut-off for Fis = 0.018a.u., W +3.17U,, = 8.35eV and
the classical cut-off increased by the plasmon energy, W +3.17U,, + wp = 22.0eV. (d) Angular high-harmonic
emission characteristic of a nanotip (blue solid line) and a dipole (dashed line). The tungsten nanotip has a
radius of 10 nm and opening angle 0 deg, 7th harmonic of 800 nm (e (114nm) = 0.8 4 2.1i [Windt et al.,
1988]). Inset: geometry of tip, propagation direction (k), and polarization direction (F) of the electric field. The
emission profile is symmetric around the tip axis.



3.11. CONCLUSIONS AND OUTLOOK 61

3.11 Conclusions and outlook

In this chapter, we have presented simulations for electron emission from metal nano
tips as a prototypical system for electron emission from metal nano structures. The
observed signatures of strong-field physics, namely the multi-photon peaks and the
rescattering plateau in the electron spectra, were explained by a semi-analytical model
based on the simple man’s model. We have developed a microscopic description
of the quantum surface dynamics at metal nanostructures based on time-dependent
density functional theory that includes electron-electron interaction on the mean-field
level. It successfully describes the tunneling of electrons near the maxima of the elec-
tric field and the nearly-free motion of the continuum electron wave packet near the
metal nanostructure and subsequent rescattering from the first layer of surface atoms.
We have demonstrated that our simulation is in excellent agreement with available
experimental results and reproduces the delicate dependence of the electron spec-
tra on details of the pulse shape. Our semi-classical model was used to interpret
these carrier-envelope phase dependent electron spectra and disentangle the contri-
butions from laser-field dependent tunneling and the motion of the wave packet in
the continuum. We demonstrated that our simulation of quantum surface dynamics
is capable of describing the microscopic field distribution at metal surfaces, which
has recently become accessible to experimental scrutiny by the attosecond surface
streaking technique. Our simulation predicts strong sensitivity of the electron spec-
tra to the surface lattice structure and adsorbates for longer NIR laser wavelengths
where the de Broglie wavelength of the recolliding electron becomes of the same or-
der of magnitude as typical lattice constants and bonding distances. We discussed the
possible emission of high-harmonic generation during rescattering and estimated the
high harmonic yield that can be expected.

Future work will fall into three categories. First, the existing tools that were
presented in this section can be employed to further improve the understanding of
present experiments and to uncover physics in yet unexplored parameter regimes.
The application of the semi-classical simple man’s model to the carrier-envelope phase
dependence of rescattering has already yielded promising results and a further exten-
sion including direct trajectories and interference terms along the classical trajectories
may be able to explain even the fine structure in the electron spectra possibly enabling
detailed pulse shape diagnostics. Along the same lines, a semi-classical model should
be able to explain the additional interference structures seen at larger wavelengths in
terms of contributions from “long” and “short” trajectories. An extension of both the
quantum simulation and the semi-classical simulations to longer wavelengths where
the inhomogeneity of the electric near-field is sampled by the photoemitted electrons
is expected to reveal novel information about the near-field decay in the phase infor-
mation encoded in the interference fringes. While we have already demonstrated that
the magnitude of the electron spectra is sensitive to the surface potential on the atomic
scale, we expect that also the scattering phase of the surface potential can be extracted
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from the holographic information contained in the interferences of direct and rescat-
tered electrons, perhaps aided by a selection of trajectories that maximize the overlap
between direct and rescattered wave packets by advanced pulse shaping. Such del-
icate control of trajectories will also leave its marks in the high-harmonic response
once it becomes accessible to experiment. The high sensitivity of electron spectra to
the pulse shape and the laser intensity suggests that the electron spectra can be used
to measure the magnitude of induced near-field at nano-structures, or alternatively,
to map out the pulse shape within a laser focus to within nanometric precision by
moving the tip with respect to the laser focus. First experiments on a nano-junction
consisting of two tips placed at a controllable nanometric distance to each other have
been reported [Savage et al., 2012], however in the linear response regime of low laser
intensity. Extension of these experiments to the strong-field regime will lead to the
observation of novel non-linear effects such as light-field induced currents through
the nanojunction that can be described by the methods put forth in this chapter.

Secondly, work will be devoted to extending the present one-dimensional quan-
tum simulations to three dimensions. While this can be done rather efficiently for the
semi-classical model, the three-dimensional quantum simulations will become nu-
merically challenging even for large supercomputers. While first simulations of cou-
pled Maxwell and quantum dynamics described by TD-DFT have been reported by
Yabana et al. [2012] for a high-symmetry flat surface, it will not be possible to extend
such simulations to the full three-dimensional tip geometry in the foreseeable future.
Instead, calculations employing a periodic surface unit cell in analogy to our one-
dimensional jellium calculations will enable us to study the influence of the atomic
structure of the surface on the electron emission and rescattering process from first
principles. For example, such simulations can address the question where the elec-
trons preferentially tunnel from, including the role of possible surface adsorbates,
and elucidate differences in the dynamics of electrons coming from delocalized ver-
sus localized initial states like d-orbitals or surface states. Results may be compared
with first experimental results of angle-resolved multiphoton emission spectra from
solid surfaces [Sirotti et al., 2014]. Simulations and experiments of the fully angle-
resolved electron spectra including electron rescattering can be used to image the
surface structure as well as changes in the surface structure with sub-femtosecond
precision. Finally, the microscopic electric field at interfaces can be studied both in
the linear and non-linear regime and can be compared to attosecond surface streak-
ing experiments.

Thirdly, work will be devoted to combine the semi-classical description of the
simple man’s model with the Maxwell simulations presented in chapter 2 and will
enable us to study the time-dependent near-fields by their effects on photo-emitted
electrons in three dimensions on the mesoscopic length scale. Photoemission can
either be triggered by strongly non-linear tunneling-like electron emission from the
apex as described by TD-DFT or alternatively by a sub-femtosecond XUV pulse syn-
chronized to the incoming optical pulse (attosecond streaking). Both can be described
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by a classical trajectory Monte Carlo simulation of electrons emitted from the nano-tip
in the presence of the electromagnetic near-field. For strong-field photoemission from
the tip apex, the focusing properties of the near-field of a nano-tip depending on the
driving laser wavelength and the effects of the near-fields on the angular spectra of
emitted electrons have been investigated by Herink et al. [2012] and Park et al. [2012]
using a dipole field and a quasi-static approximation respectively. Our Maxwell sim-
ulations show that such approximations can only serve as first estimates of the fields
near the tip apex. Recent TD-DFT simulations for strong-field electron emission by
two-color pulses [Madlener, 2014] suggest that a strong variation in electron emis-
sion probability can be expected as a function of the phase shift between first and
second harmonic. It remains to be seen if such sensitivity survives three dimensional
averaging over the hot spot on a nano-tip and subsequent propagation of the emitted
electrons in the enhanced near field. Along the same lines, the attosecond streaking
technique will be extended from surfaces to nanostructures [Stissmann and Kling,
2011]. For electrons photo-excited by the XUV pulse inside the nano-tip, electron
transport must be accounted for [Lemell et al., 2009]. In the XUV wavelength range,
little or no field enhancement at the apex is expected, and electron emission by the
single-photon process is equally probable from the whole illuminated surface area of
the nano-tip. Therefore, exquisite focusing of the XUV radiation onto the tip apex will
be necessary to reduce the background signal from the tip shank. Alternatively, tips
of small opening angle may be used in conjunction with an XUV pulse that impinges
along the tip axis, so that the geometrical cross section of the apex compared to the
shank is increased.
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CHAPTER 4

Strong-field induced electron dynamics in bulk insulators

4.1 Introduction

We have demonstrated that intense few-cycle laser pulses trigger electron emission
from metal nanostructures and can steer the electron motion on the sub-nanometer
length and femtosecond time scale in the vicinity of the emitting nanostructure. This
degree of control over the motion of electrons is exciting from a fundamental point
of view and may be attractive for surface analysis due to the strong sensitivity to the
surface structure and surface chemistry. However, experiments relying on electron
emission require a high degree of control over the nanoscopic shape of the sample
as well as its atomic structure and composition and must be performed in ultra-high
vacuum. In this chapter, we investigate the complementary idea of using intense ul-
trashort optical laser pulses to trigger and control electron motion not outside but
inside solid matter. Metals, due to their quasi-free conduction band electrons, are
highly reflective at optical wavelengths and do not permit propagation of electro-
magnetic waves inside the metal beyond the skin depth of ~ 10nm at optical fre-
quencies. So far, time-dependent processes have been investigated only within the
first few nanometers within the regime of the optical field near the surface [Cavalieri
et al., 2007; Neppl and et al., 2014]. On the other hand, large band gap insulators like
window glass (5iO;) are transparent for light at optical wavelengths and allow the
propagation of an intense few cycle pulse through macroscopic lengths of bulk mat-
ter. Pioneering studies on the interaction of transparent dielectrics with intense laser
pulses [Gertsvolf et al., 2008, 2010; Shih et al., 2009; Mitrofanov et al., 2011; Ghimire
etal., 2011a,b] found a strongly non-linear response and first indications for electronic
dynamics on the femtosecond time scale probed by optical readouts. Very recent tran-
sient absorption spectroscopy experiments employing attosecond pulses proved that
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the optical properties of bulk insulators are modified on the time scale of femtosec-
onds [Schultze et al., 2013], and found a surprisingly high degree of reversibility of
these changes. These findings point to possible ultrafast switching of optical proper-
ties of bulk matter by intense laser pulses on the femtosecond time scale. Strong-field
interaction with condensed matter thereby promises to realize light-field electron-
ics with devices operating in the femtosecond domain, several orders of magnitude
faster than semiconductor-based electronics [Krausz and Stockman, 2014].

A substantial advance towards such “lightwave electronics” was achieved in very
recent experiments that demonstrated direct control of macroscopic amounts of elec-
tric charge by nothing but the electric field of a laser pulse itself. Schiffrin et al.
[Schiffrin et al., 2013, 2014; Paasch-Colberg et al., 2014] demonstrated that intense
ultrafast few cycle laser pulses trigger currents in bulk dielectrics leading to a sep-
aration of charges collected by unbiased electrodes on the surface of the dielectric
(Fig. 4.1). Control over the laser pulse shape determined by amplitude and carrier-
envelope-phase translates into exquisite control over the magnitude and direction of
the induced current.

In contrast to the electrical current and subsequent electron-avalanche breakdown
that is induced by static fields or picosecond laser pulses [Sparks et al., 1981], the
results by Schiffrin et al. indicate optical-field induced transient and reversible cur-
rents below the destruction threshold. Their findings suggest that the intense laser
field strongly distorts the potential landscape, bond structure, and electronic band
structure and thereby converts an insulator transiently into a metal on the (sub-) fem-
tosecond time scale. This picture is supported by first modeling efforts based on
independent-particle models [Apalkov and Stockman, 2012; Foldi et al., 2013; Korb-
man et al., 2013; Schiffrin et al., 2013; Hawkins and Ivanov, 2013; Kruchinin et al.,
2013; Schiffrin et al., 2014]. However, all previous approaches are based on one- or
two-dimensional model equations and in large part contain phenomenological or fit-
ting parameters. They neglect the microscopic bond structure of the sample, instead
replacing the intricate three-dimensional electronic structure by, for example, model
potentials that only reproduce selected properties like the band gap. Effectively, they
average the ongoing physical processes over one unit cell and over the lattice di-
rections so that a study of the three-dimensional electron dynamics within the unit
cell has hitherto remained elusive, and the relation between the ultrafast dynamics
and the microscopic lattice and electronic structure of the sample has remained unex-
plored. In contrast, experiments and theory for pulse-shape sensitive currents emit-
ted from atomic gas targets [Milosevic, 2006] and nanostructures (chapter 3) trace
the strong pulse-shape sensitivity of the currents to electron emission by tunneling
and subsequent steering of the electron wavepacket in the continuum. The tunneling
process is highly sensitive to details of the potential structure in the vicinity of the
bound electron as demonstrated by strong-field experiments on molecules [Itatani
et al., 2004; Meckel et al., 2008; Morishita et al., 2008; Haessler et al., 2011; Lock et al.,
2012]. Therefore, we expect that a description of the electronic structure in three di-
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mensions in real space is indispensable for the description of the strong-field response
of bulk insulators.

In this chapter, we set out to give a microscopic description of strong-field in-
duced currents in dielectrics. We employ state-of-the-art fully three-dimensional ab-
initio quantum simulations based on time-dependent density functional theory in
real space and real time. Our simulations capture the non-linear response of a bulk
solid to a strong time-dependent perturbation by an electric field. They permit us
to “look inside a unit cell” on the sub-nanometer length scale and sub-femtosecond
time scale and resolve the microscopic spatio-temporal structure of the dynamically
relevant microscopic quantities, the space and time dependent electron density and
electrical current density.

We begin this chapter by a brief description of our formulation of TD-DFT for
a bulk solid (section 4.2). We then discuss in detail our simulation of optical-field
induced currents in a—quartz (S5iO;), starting with a discussion of the ground state
electronic structure and the linear and low-order non-linear response to an electric
field (sections 4.3 and 4.4). We next investigate the strongly non-linear response
in the spirit of the experiment by Schiffrin et al. [2013] including the dependence
on the laser intensity, carrier-envelope-phase, and direction of the laser polarization
with respect to the crystal axes (section 4.5). We discuss the possible influence of
the macroscopic shape of the sample and the electronic excitations remaining in the
material after the end of the laser pulse and its ramifications for possible petahertz
lightwave electronics applications. We then describe a strongly non-linear version
of the “photo-galvanic effect”, i.e., ultrafast charge transfer along the non-inversion
symmetric 4 crystal direction that is not sensitive to the carrier-envelope phase (sec-
tion 4.8). Finally, we turn to other observables accessible to our simulation besides
the total transferred charge and study optical signals that carry the imprint of the
ultrafast electron dynamics (section 4.9).

4.2 Time-dependent density functional theory for a bulk solid

We briefly describe our real-space, real-time formulation of time-dependent density
functional theory for a periodic bulk solid [Yabana and Bertsch, 1996; Bertsch et al.,
2000; Yabana et al., 2006; Otobe et al., 2009; Yabana et al., 2012; K. Yabana et al., 2013].
It has been applied to a number of different materials and observables [Otobe et al.,
2008; Shinohara et al., 2010, 2012a; Otobe, 2012; Lee et al., 2014; Sato et al., 2014; Sato
and Yabana, 2014]. Similar methods are being developed by other groups [Husser
et al., 2011; Wang et al., 2013]. The large-scale collaborations octopus [Marques, 2003;
Castro et al., 2006; Andrade et al., 2012] and GPAW [Mortensen et al., 2005; Walter
et al., 2008; Enkovaara et al., 2010] contain similar functionalities.

We consider an infinitely extended periodic system under the influence of a spa-
tially uniform time dependent electric field F(t) corresponding to a vector potential
A(t) = — [*_F(t')dt'. The electron dynamics within one unit cell are described by
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Figure 4.1: Experimental geometry for measuring optical field induced currents. An optical few-cycle
laser pulse F(t) impinges onto a bulk insulator (SiO,). The field-induced current leads to a charge separation
along the polarization direction after each laser shot that is measured in the ammeter. (a) Stripe-shaped
electrodes on flat sample. (b) Electrodes enclosing the sample and at an oblique angle with respect to
each other. The pulse-sensitive field induced currents were measured for both sample geometries. The gap
between the electrodes is between 50 — 500 nm, guaranteeing homogeneous illumination of the sample.

the time-dependent Kohn-Sham equations

i0pi(r,t) = Hgs(r, £)9i(r, 1) 41)

with the Kohn-Sham Hamiltonian

n(r,t)
r—r|

Hs(r,t) = % (P + Atot)” + Vion + /dr/ + Vxe(rt) 4.2)
where the index 7 runs over the occupied orbitals, p is the momentum operator, the
lattice structure is included in terms of pseudopotentials Vion, the next term is the
electrostatic potential from the electron density n(r,t) = ¥, |[;(r,t)|?, and the last
term is the exchange-correlation (XC) potential. For the latter, we again assume the
adiabatic approximation employing the local density approximation (LDA) as well
as a recently proposed advanced meta-generalized gradient approximation (GGA)
functional that will be discussed in detail in the next section.

We employ the velocity gauge for the coupling to the electromagnetic field by
A(t) so that the lattice periodicity of the scalar potential is conserved allowing the
treatment of a single unit cell with periodic boundary conditions. The homogeneous
electric field is represented by a vector potential Aot (#) which includes the external
vector potential A(t) from the laser field and can also include the induced vector
potential from the accumulation of charge at the macroscopic boundaries of the sam-
ple. By default however, we employ the so-called “transverse” geometry, that is we
treat a truly infinite system along the laser polarization direction and neglect any in-
duced fields that stem from the surface charge so that the external field is equal to
the total field. Neglecting the influence of the surface charge appears appropriate
so as to model “ideal” metal electrodes that do not permit a surface charge patch to
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form. The complimentary choice of a thin film target will be discussed in section 4.6.
As the coupling to the external electric field enters in terms of the vector potential,
the Hamiltonian (Eq. 4.2) can alternatively be viewed as the starting point of time-
dependent current density functional theory [Vignale and Kohn, 1996; Vignale et al.,
1997; Giuliani and Vignale, 2005] in the adiabatic approximation, neglecting the non-
adiabatic exchange-correlation contribution to the vector potential Axc. This term
plays a key role in describing relaxation and dissipation in an interacting many-body
system [Wijewardane and Ullrich, 2005; D’Agosta and Vignale, 2006; Di Ventra and
D’Agosta, 2007]. Explicit expressions for Axc have so far only become available in
the linear response limit [Vignale and Kohn, 1996] and furthermore, the degree of im-
provement with respect to experiment that was achieved in first applications is still
limited [Nazarov et al., 2007; Berger et al., 2007]. In view of the numerical complexity
of the present simulation we neglect this term, neglecting relaxation phenomena from
the outset. Relaxation sets in at a timescale of 2 20 fs so that the dynamics during and
shortly after a few-cycle pulse are described correctly.

The initial state of the system is obtained by solving the ground state (static) Kohn-
Sham equations (A(t) = 0) by a conjugate gradient minimization before the time-
dependent simulation. As the scalar potential is unit-cell periodic in space, Bloch’s
theorem applies to the orbital wave functions during the simulation yielding peri-
odic orbitals u,(r, t) defined by ¢;(r,t) = e'*"u, ) (r,t) where the orbital index i is
composed of the band index 7 and the crystal momentum k. Egs. 4.1 are solved on a
uniform Cartesian grid in real and k space. The space derivatives of the wave func-
tions are calculated by high-order finite difference formulas [Chelikowsky et al., 1994]
employing nine-point formulas for the first and second derivatives so that the appli-
cation of the Hamiltonian to the wave function can be efficiently handled by standard
methods for the multiplication of a sparse matrix with a vector. For the strong-field
simulations, the real space grid is of order 0.2 a.u. along the laser polarization and
0.4a.u. along the perpendicular directions, giving a total size of the real space grid
around 40000 points. We employ a 4 x 4 x 4 grid in k-space ensuring convergence
with test calculations up to 8 x 8 x 8 k-points. The time evolution is performed with
a Taylor expansion of 4th order with a time step of 0.02a.u. [Yabana and Bertsch,
1996]. Our implementation has efficient parallelization over the k-point grid allow-
ing simulations to be run on 64 cores in parallel. For the relatively large SiO, unit
cell, further parallelization over the real space grid would be desirable. First steps
to implementing a hybrid parallelization scheme (MPI over k-points and OpenMP
for the real-space grid) have been taken. In this work, hybrid parallelization has not
been used for production results as we found that even though the wall clock time
can be somewhat reduced, the computational cost would have increased by a sig-
nificant fraction. The simulations presented below typically take up to 3 days on 64
cores (~ 2000-5000 core-h on the Vienna supercomputers VSC1 or VSC2) for a single
calculation. The total numerical cost of the results presented in this chapter is a few
millions of core-h.
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4.3 Ground state properties

The starting point for the calculation of the time-dependent electron dynamics driven
by the electromagnetic field is the solution of the static Kohn-Sham equations. They
yield the ground state distribution of electrons in the unit cell describing the chem-
ical bonding. The input is the lattice structure of a-quartz. Each Si atom is tetra-
hedrally coordinated to four O atoms, and each O atoms is coordinated to two Si
atoms (Fig. 4.2d, inset). The O-5i-O bonding angle is near a perfect tetrahedron (109.5
deg), however the Si-O-Si bonds are not linear but have a bond angle of 144 deg.
The a-quartz lattice (space group P3121) has two-fold rotation symmetry around the
4 axis and three-fold rotation symmetry around the ¢ axis. As our implementation
works in Cartesian coordinates, we are restricted to cuboid unit cells. The smallest
cuboid unit cell of SiO, has dimensions 9.28 x 16.05 x 10.21 a.u.? along the 4, 4 x ¢,
and ¢ directions and contains six SiO, formula units with 16 valence electrons each
(96 electrons or 48 orbitals in total). The Ol1s? and Si1s22522p® cores are described by
norm-conserving pseudopotentials [Troullier and Martins, 1991]. While the atomic
configuration would be O2s*2p* and Si3s?3p?, the covalent sp3-hybridized bonds in
x-quartz are strongly polar so that mostly oxygen-like orbitals are occupied in the
ground state. The density of states (Fig. 4.2a) contains two electrons per oxygen atom
in a 2s-like state centered around the oxygen sites deeply bound at -18 eV (Fig. 4.2c,
energy region marked (D in Fig. 4.2b). The density of electrons with energies from
-10 to -4 eV corresponds to the 2p,-like bonding orbitals extending along the Si-O-Si
bond axis (@), Fig. 4.2d). The top of the valence band (-4 eV to the Fermi energy, 3,e)
contains oxygen lone pair electrons that do not participate in the bonding oriented
perpendicular to the bond axis (2px,2py). Our calculation agrees well with literature
results [Chelikowsky and Schliiter, 1977; Calabrese and Fowler, 1978; Gnani et al.,
2002].

We employed two different approximations to the exchange-correlation poten-
tial. The local density approximation (LDA) [Perdew and Zunger, 1981] is known
to underestimate the excitation gap in insulators. For our modeling of the strongly
non-linear response and optical ionization of a bulk solid the excitation gap is of
paramount importance for a correct and quantitative description of the response. We
therefore also employ the recently proposed meta-GGA (generalized gradient ap-
proximation) Tran-Blaha modified Becke-Johnson (TB-mBJ) XC potential [Tran and
Blaha, 2009; Koller et al., 2011, 2012]. It aims to correct the excitation gap by gener-
ating the XC potential not only from the local value of the density, but also from the
gradient of the density and the local “kinetic energy density” (1/2) ¥; |V;(r)|?. Ef-
fectively, the potential energy of the spatial regions corresponding to the unoccupied
states is increased, leading to an increased excitation gap. The TB-mB]J XC potential
contains a single free parameter crg_mpj with which the excitation gap monotonically
increases. We follow the prescription by Tran and Blaha [2009] and set cTg_mp; = 1
for SiO,. Comparing the density of states of LDA and TB-mB] XC potential, we find
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only marginal differences in the occupied density of states indicating that the bonding
and chemistry is described similarly by the LDA and TB-mBJ potentials. However,
the unoccupied density of states (energy > 0 in Fig. 4.2a,b) is shifted upwards in en-
ergy, giving a first indication that the optical gap is increased. While the ground state
density is strongly localized in the unit cell around the oxygen atoms (Fig. 4.2a-c), the
pseudo-density ¥ |¢;(r)|? of the lowest unoccupied states in the unit cell (Fig. 4.2d)
is much more de-localized along the Si-O-Si bond axes.
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Figure 4.2: Ground state calculation of x-quartz (SiO,) (a) Density of states for LDA (red solid) and TB-
mBJ (blue dashed) XC potentials. The Fermi energy is at 0. (b) Integrated density of states in electrons per
oxygen atom from the bottom of the valence band (below 0) and from the bottom of the conduction band
(above 0). (c-f) Partial density corresponding to electrons in the lowest, bonding, antibonding, and conduction
band (TB-mBJ functional, energy regions marked M, @, @ ,@ in (a) respectively). The 4-¢ cut plane goes
through the central oxygen atom, the other visible atoms are located above the oxygen atom. Inset (d):
Projection of the lattice structure on the 4-¢ plane.

4.4 Optical properties

In this section we investigate the linear and low-order non-linear response to op-
tical excitation as prerequisite for the description of the highly non-linear response
induced by intense few-cycle pulses. The linear response is extracted from a real-
time simulation for a weak excitation [Yabana et al., 2012]. We evaluate the time- and
space-dependent microscopic current density j(r, f)

i(61) = lel 3 197 (5,6) (~iV + A() e, 1) + ] 3)
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Figure 4.3: Optical properties of quartz. (a) Real part of dielectric function ¢(w). Blue dashed: TB-mBJ
exchange correlation functional; red: LDA; black squares: experiment [Philipp, 1966]. (b) Imaginary part of
dielectric function e(w).

and calculate the macroscopic current density J(¢) along the laser polarization direc-

tion Fy/|Fy| as the average of the microscopic current over one unit cell of volume
Q/

) = & [ dricn Fo/lR| (4.4

The proportionality constant between electric field and current is, according to Ohm’s
law, the conductivity o(w),

[0, dtet“t](t)
o(w) = FTo e (4.5)
[ dtel“tF(t)
which is related to the dielectric function as
i
e(w) =1+ %(“’) . 4.6)

The resulting dielectric function agrees reasonably well with the experimental data
for both LDA and TB-mB] exchange-correlation functionals for optical frequencies
(w S 2eV, upper panel [real part] in Fig. 4.3). For higher photon energies, the LDA
calculation underestimates the size of the excitation gap (imaginary part), giving a
difference to the experimental value of the order of one photon energy (hc/800 nm ~
1.55eV), which could significantly influence the response in the strong field regime
by allowing lower order multi-photon processes. The optical gap is corrected by the
TB-mBJ XC potential.

Recently, Nazarov and Vignale [2011] have argued that meta-GGA functionals
such as TB-mBJ could be particularly well-suited for the calculation of optical spec-
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tra. They point out that the kinetic energy density (1/2) ¥ |V;(r)|? is a non-local
functional of the density n(r) = ¥; |¢;(r)|> and could therefore, in principle, capture
the long-rangedness (“ultranonlocality”) of the XC potential. This would be particu-
larly beneficial for the lowest peaks in the absorption spectra (at 10.3, 11.7 and 13.5
eV) that have been found to contain strong excitonic components [Chang et al., 2000].
A correct treatment of excitons requires more expensive methods typically based on
the Bethe-Salpeter equation beyond standard functionals [Marini et al., 2003]. How-
ever, we do not observe that the TB-mB]J XC potential leads to a qualitative improve-
ment of the shape of the calculated dielectric function compared with experiment in
terms of reproducing the excitonic peaks. We instead find that the TB-mB] exchange-
correlation potential effectively shifts the LDA response to higher photon energies.

Our real-time method fully accounts for non-linear effects and is thus also suitable
for the calculation of non-linear optical properties [Sipe and Shkrebtii, 2000]. For an
isotropic medium that responds instantaneously to the driving field (that is lossless
and without dispersion), the optical response P(t) is expanded into a power series in
the electric field strength F(t) (SI units, [Boyd, 2003])

P(t) = & [X(l)F(t) +xDP2 (1) + X B(8) + .. ] 4.7)

where x() is the i-th order non-linear optical susceptibility. In our calculation, the
polarization P(t) is evaluated as the integral of the macroscopic current [Resta and
Vanderbilt, 2007],

P(t):/_too J(tHat' . (4.8)

The non-linear optical susceptibilities are evaluated from a time-domain simulation
for a short pulse (30 fs duration, cos® envelope for a fast decay in frequency domain)
by taking the ratio of the Fourier transforms of P(t) and Fi(t) around multiples of the
laser frequency at a laser wavelength of 1064 nm for which high-quality experimental
data are available [Bosshard et al., 2000; Gubler and Bosshard, 2000]. We checked that
the first-order susceptibility agrees with the linear response (Eq. 4.6). The second-
order susceptibility is zero for excitation along the ¢ axis due to symmetry. Along the
4 axis, we find X(ng A = 0.95 pV/m for LDA and X(TZB)me] = 0.44 pV/m for TB-mB]J

while in experiment )(g(i) = 0.60 pV/m. Due to the reduced gap energy, the electrons

in the LDA calculation are more polarizable, which also leads to an increased non-
linear susceptibility that overestimates the experimental value almost by a factor two
while the TB-mB]J calculation is somewhat closer to the experimental result. The best
signal for x®) is obtained along the ¢ direction where the x@ signal is zero. We find
Xipa = 42 % 1072m?/V2 for LDA and x{y_ g = 24 x 1072m?/V2 for TB-mB]

while in experiment XS(%, =25 x 1072>m?/V?2. Again, the agreement is better for the
TB-mBJ calculation than for LDA.

In conclusion, both linear and low-order non-linear optical properties are repro-



74 CHAPTER 4. STRONG-FIELD DYNAMICS IN INSULATORS

duced by our simulation to a good degree of accuracy. The TB-mBJ XC functional
systematically improves agreement with experiment for all optical properties.

4.5 Optical-field induced currents in insulators

We now extend our investigations to the study of strongly non-linear field-induced
currents by intense laser pulses®. We investigate the response of a-quartz to a strong
few-cycle laser pulse defined by

2

A(t) = ffj—i cos(wrt + ¢cg) {cos (gé)} 4.9)
with amplitude Fy = |Fy|, photon energy wy, carrier-envelope phase (CEP) ¢cg, and
pulse length 7, (FWHM field; full pulse length is 27,). At a moderate laser inten-
sity of 5 x 1012 W/cm? where the onset of the non-linear response is expected, the
time-dependent polarization density P(t) as calculated from Eq. 4.8 (Fig. 4.4a) fol-
lows approximately adiabatically the applied electric force as expected within linear
response throughout the duration of the pulse. However, after the conclusion of the
laser pulse (Fig. 4.4b), we observe small-scale and fast oscillations in the polariza-
tion density. This confirms earlier observations employing one-dimensional models
[Korbman et al., 2013; Kruchinin et al., 2013], however with a reduced beating am-
plitude. This reduction is due to the three-dimensional rather than one-dimensional
conduction band density of states and the self-consistent inclusion of screening. The
dominant oscillation frequency of these “quantum beats” (~ 0.5fs) corresponds to
the beating frequency between states in the valence and conduction bands. Averaging
over these oscillations, we observe a small but finite sustained polarization density af-
ter the pulse, much smaller than the maximum polarization density during the pulse
corresponding to a transferred charge density of around 1 x 10~ 7¢/ (atomiclength)z.
Within the time interval covered by our propagation, we find that the transferred
charge is approximately constant indicating the absence of a sustained current. The
situation changes drastically for an increased laser intensity of 2 x 104 W /cm? (Fig.
4.4 a). During the laser pulse, the polarization density is distorted and phase shifted
with respect to the laser field. After the pulse, the polarization density is still much
smaller than the polarization density at the peak of the laser field. However, it be-
haves markedly different from the constant polarization found at low intensity: P(¢)
shows an almost linear decrease, pointing to a constant current density flowing after
the laser pulse is over. Signs of persistent currents after the laser pulse have also been
found in one-dimensional model calculations [Kruchinin et al., 2013; Korbman et al.,
2013]. Such a ballistic current will eventually relax due to dissipative processes such
as electron-phonon coupling [Franco et al., 2007], impurity, and disorder scattering

8This section is expanded from the original description given by the author and co-workers in [Wachter
et al., 2014b]; parts of the results presented in [Wachter et al., 2014b] can be found throughout this chapter.
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on longer time scales neglected in the present simulation (mobility data suggest a
relaxation after 2 20 fs [Williams, 1965; Goodman, 1967; Hughes, 1973]).

We correlate the observed polarization density for the high-intensity laser pulse
(2 x 10" W/cm?) with snapshots of the induced charge and current density within a
unit cell of the material (Fig. 4.4c-f) taken around a representative oxygen atom with
bond axes approximately in the 4-¢ plane. Early during the laser pulse at a maximum
of the electric field (at the time marked @ in Fig. 4.4a corresponding to snapshots ¢
and f), when the response to the relatively low electric field strength is still approxi-
mately linear, we observe a dipole-like pattern of induced charge around the central
oxygen atom. This is analogous to the quasi-static polarization of a single atom by
an electric field. The dipole-like pattern is antisymmetric with respect to the central
oxygen atom and slightly tilted with respect to the laser polarization (¢ axis) as the
electrons can move more easily along the bond axis oriented at an angle to the laser
field. As the snapshot is taken at a maximum of the laser field, the electrons are max-
imally elongated and as a result the induced current (Fig. 4.4f) is zero. Conversely, at
the time labeled @ in (Fig. 4.4a), the laser electric field goes through a zero crossing.
As the electrons move from one side of the central oxygen atom to the other, the in-
duced current density (Fig. 4.4g) is maximal. The current distribution is symmetric
around the oxygen atom. The situation changes drastically around the maximum of
the electric field in the regime of strongly non-linear response (Fig. 4.4e f; label ).
The induced charge pattern (Fig. 4.4e) is oriented along the laser field and is markedly
less symmetric, indicating a non-linear directional component to the induced charge
density. At the same time, the current density (Fig. 4.4f) is no longer zero, indicating
that a current is induced at the maximum of the electric field, in analogy to the tunnel
ionization of an atom or a surface by a quasi-static field.

Within the strong-field ionization model the excitation process is governed by the
magnitude of the Keldysh parameter v = w;v/2A/Fy with A the excitation gap be-
tween valence and conduction bands of the dielectric [Keldysh, 1965]. For v > 1,
multi-photon transitions dominate while ¢y < 1 marks the regime of tunneling ion-
ization. Accordingly, at an intensity of 2 x 10'* W/cm? the Keldysh parameter (y ~
0.7) is in the tunneling regime. The tunneling current is strongly anisotropic and is
directed along the laser electric force (—¢ direction), forcing electrons to tunnel be-
tween neighboring atoms. However, while for an isotropic static potential landscape
the tunneling current would be oriented strictly along the laser polarization, here
the current is distinctly tilted due to the crystal potential, consistent with a charge
transfer to the neighboring O and Si atoms and into the interstitial region. This direc-
tionality and the highly non-linear dependence of the tunneling current on the laser
field strength lead to the observed charge transfer.

The time-average of the microscopic current after the laser pulse |j(r,t > )]
maps out the excitation pattern within the unit cell (Fig. 4.5b). The quasi-free current
comes with a population of de-localized conduction band states extending mainly
along the Si-O-Si bonds along which the current flows. The excitation map obtained
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from the time-averaged current after the pulse for the lower laser intensity is in stark
contrast to the one for the higher intensity (Fig. 4.5a). Instead of a connected region
de-localized over the unit cell, only a near-spherical region around the oxygen atom is
activated, in analogy to atomic photoexcitation. At intermediate intensities, a smooth
transition between the two extremal situations is found with both the de-localization
of the current distribution in the unit cell as well as an appreciable contribution to the
transferred charge from quasi-free currents emerging around 5 x 103 W/cm?. The
directionality of the tunneling process in real space leading to the quasi-free current
leaves its marks also in momentum space. For low laser intensities, coupling to the
conduction band is weak and (almost) fully reversible, and k-points oriented par-
allel and anti-parallel to the laser amplitude are almost equally populated after the
laser pulse (Fig. 4.5¢) resulting in a vanishing free current. “Real” transitions to the
conduction band set in when the instantaneous laser intensity surpasses the thresh-
old for tunneling excitation. This threshold can be estimated from the field strength
F. where the electrostatic potential differences between the O and Si sites (distance
do_gi = 3.04a.u.) reaches the order of magnitude of the excitation gap, Fcdo_g; = A.
The resulting population of conduction band states after the laser pulse is orders of
magnitude larger and shows energy-dependent forward-backward asymmetries as
a result of the directional electron emission into the conduction band and the subse-
quent evolution (Fig. 4.5¢c).

The present simulations can be compared with the first experimental data [Schiffrin
et al., 2013]. The total macroscopic charge transferred along the laser polarization di-
rection after the laser pulse is calculated as

Qr = P(t > 1p) Aet (4.10)

where the time average over the polarization after the conclusion of the laser pulse
at T, is calculated over ~ 8 fs before current damping would set in. Ay is the effec-
tive surface area perpendicular to the laser polarization of the crystal that is illumi-
nated by the laser with near-peak field strength effectively contributing to the charge
transfer to nearby electrodes. As Aqg could not be determined in the experiment by
Schiffrin et al. [2013], we choose A, to match the experimental value of Qp = 0.6Afs
at the intermediate intensity of 5 x 10'3W/cm? for a comparison on an absolute
scale, resulting in a scaling factor of A.g = 8.7 x 10714 m? ~ (300nm)?. Keeping
this scaling factor fixed, we find excellent agreement for the carrier-envelope phase
maximized transferred charge Q. without any adjustable parameters (Fig. 4.6a). The
steep rise clearly indicates the transition from a reversible non-linear bound polar-
ization current to the excitation of a quasi-free current. We checked that this result
does not depend sensitively on the choice of XC functional by also performing calcu-
lations with the LDA. We attribute the weak dependence on the accurate value of the
band gap to the strongly non-linear response beyond the lowest non-vanishing order
of a multi-photon transition. In addition, we also performed test calculations start-
ing from an LDA or TB-mB]J ground state calculation but with dynamical electron-
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electron interactions switched off, i.e., the Hartree and XC terms of the Hamiltonian
(Eq. 4.2) were kept at their ground state value. We found that the time-dependent
polarization and transferred charge were slightly increased compared to the full cal-
culation due to neglecting self-consistent screening but that the strongly non-linear
intensity dependence is reproduced. For such independent-particle calculations, a
highly efficient basis expansion has very recently been proposed that could decrease
the numerical cost by two orders of magnitude [Sato and Yabana, 2014].

The experiment by Schiffrin et al. [2013] has furthermore demonstrated that for
a wave-form controlled few-cycle pulse, exquisite light-field control translates into
control over the charge transfer. In particular, Qp varies sinusoidally with the carrier-
envelope phase of the few-cycle pulse (Fig. 4.6b), clearly indicating that the field am-
plitude rather than the intensity is the parameter governing the charge transfer. We
find excellent agreement with the experimental carrier-envelope phase dependence
for a laser intensity of 5 x 10'> W/cm?. At high intensities, our simulations also agree
to very recent results that determined the absolute value of the CEP rather than the
CEP shift [Paasch-Colberg et al., 2014].

We also investigate the influence of the anisotropic electronic structure on the
transferred charge by comparing simulations with laser polarization direction along
the ¢ and 4 crystal directions (Fig. 4.6b). We find that the dependence of Qr, on laser
intensity and the CEP varies with laser polarization in the high-field regime (I ~
1 x 10 W/cm?). At 5 x 10'3W/cm?, we observe a pronounced shift by ~ /4
between the @ and ¢ axes. While the experiment by Schiffrin et al. [2013] was designed
to be sensitive only to the CEP-dependent part of the transferred charge, we find
an additional surprising CEP-independent contribution to Qp, for laser polarization
along the 4 axis (Fig. 4.6b) which we trace back to the broken inversion symmetry
along the 4 axis of the SiO; crystal leading to an average net charge transfer. This
contribution to the charge transfer that does not sensitively depend on the laser pulse
shape and persists even for non-CEP stabilized laser pulses (see section 4.8).

Hitherto, most experiments have been performed on amorphous samples, effec-
tively averaging over the crystal directions. First experiments on single crystal tar-
gets indicate that the magnitude of the charge transfer is similar to amorphous targets
[Schiffrin et al., 2013], but no systematic studies on the effect of the laser polarization
direction in the unit cell have been performed. For our simulations, orientational av-
eraging is prohibitively expensive as calculations for arbitrary laser polarization can
be up to ten times more expensive than calculations for polarization along the Carte-
sian axes because several directions within the cuboid unit cell have to be discretized
with a fine spacing. The numerical cost could be decreased by employing a smaller
non-cuboid unit cell, a code for which is currently under development. However,
in view of the sensitive dependence of charge transfer on laser polarization found
in our simulations, experiments on single-crystal targets with well-defined intensity
averaging and carrier-envelope phase control are called for. For both experiment and
theory, investigations of other large-gap dielectrics with smaller unit cells and less
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complicated three-dimensional structure like LiF, CaF, or BaF, will help elucidate
the underlying mechanism of the CEP dependence.

Our simulation provides a simple and transparent picture of the optical-field in-
duced current and charge transfer dynamics. At low laser intensity, well within the
linear response regime (I < 1 x 10> W/cm?), neither a net current nor a charge
displacement is induced. With increasing laser intensity, nonlinear effects become
important. Starting from about 5 x 10> W/cm?, our simulations show that a finite
amount of charge is transferred by nonlinear polarization currents during the laser
pulse, but no significant quasi-free current flows after the pulse, i.e. these polar-
ization currents are completely reversible. Associating these currents with a field-
induced AC conductivity o(wr ) at photon energy wr,

J() = o(wL)E(t) (4.11)

the non-linear process of charge displacement can be viewed as a reversible (sub-)
femtosecond insulator to “metal” transition where the conductivity o(cwy ) is increased
by more than 20 orders of magnitude. The character of the field-induced currents
changes significantly once the laser intensity is sufficiently high such that a substan-
tial amount of electrons are non-adiabatically excited into the conduction band by
tunneling excitation. The onset of a ballistic macroscopic current in the material af-
ter the laser pulse is over is accompanied by a delocalized current density over the
unit cell. This marks the precursor of dielectric breakdown for longer pulses. A fi-
nite conductivity, i.e., a transition from a femtosecond ballistic current to a dissipative
current will be established only on longer time scales by dissipative processes such
as electron-phonon and defect scattering. In our simulation, the transition from non-
linear polarization to the regime where quasi-free ballistic currents dominate occurs
at a laser intensity of about 5 x 103 W/cm?. The amount of charge transferred is
influenced by the laser intensity, pulse shape, and polarization direction of the laser
pulse, indicating that the charge separation depends on the details of the potential
landscape and bond structure.
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Figure 4.4: Time-dependent polarization density and snapshots of microscopic density and current
density. (a,b) Time-dependent polarization density for low laser intensity (blue dashed, 5 x 102 W/cm?) and
high laser intensity (red solid, 2 x 10'* W/cm?, scaled) during the pulse (12 fs full length, photon energy 1.7
eV, polarziation along ¢, black solid line). After the pulse (b) thick lines indicate temporal averages over fast
oscillations (thin lines). Note the ordinate change from (a) to (b). (c-e) Snapshots of the induced electron
density n(r,t) — n(r, —co0) for high laser intensity 2 x 101 W/cm? at times marked @, @, @ in (a) in an
a-¢- plane cutting through the central oxygen atom (only the central Si-O-Si bond lies approximately in the
cut plane). D: At maximum of electric field (low field strength); @: at zero crossing of electric field; @: at
maximum of electric field (high field strength). (f-h) Snapshots of the absolute value of the microscopic current
density |j(r, t)| (logarithmic scale) at the same times D, @, and Q.
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Figure 4.5: Time-averaged current and k-space occupation after the laser pulse. (a,b) Time-averaged
current after the laser pulse in an 4-¢- plane cutting through the central oxygen atom for a laser intensity of
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4.6 Influence of the macroscopic shape of the sample

The electronic response of an extended system to the laser field may depend on the
macroscopic boundary conditions that are imposed on its surface that break the trans-
lational invariance. Pile-up of carriers at the boundary as a result of the current can
contribute to the spatially homogeneous electric field expressed in the total vector po-
tential A(t) in Eq. 4.2 [Kootstra et al., 2000; Berger et al., 2007; Yabana et al., 2012]. This
induced field will depend on the macroscopic geometry of the sample and can con-
tribute to screening of the field, or field enhancement (e.g. near the edges of the metal
contacts). For the experimental samples with two metal electrodes at an oblique angle
relative to each other (Fig. 4.1b) the induced field might not even be spatially homo-
geneous within the sample. In principle, another contribution due to the long-range
XC potential is expected [Gonze et al., 1995]. By treating the sample as infinitely ex-
tended in the polarization direction, we model the electrodes as “ideal” sinks of elec-
tric charge that effectively do not permit a surface charge patch to form. This choice
of “perfect” absorbers for comparison to the experiment at hand is corroborated by
the following three points.

First, the sensitivity to the macroscopic shape of the sample was investigated ex-
perimentally by Schiffrin et al. [2013] for the wedge-like geometry and for a sam-
ple geometry where two stripes of metal electrodes were placed on the surface of a
fused silica slab (Fig. 4.1). The experimental results were found to be insensitive to
the macroscopic sample geometry indicating that the fields induced by the surface
charges do not strongly influence the charge transfer.

Secondly, Schiffrin et al. [2013] also investigated the sensitivity to the size of the
gap between electrodes and found that their results were not strongly influenced by
the gap size. While for small gaps between the electrodes the surface charge acts back
instantaneously on all unit cells in the gap, this approximation is only justified as long
as the gap size divided by the speed of light is much smaller than the laser period (at
wy, = 1.7eV or 730 nm, 2.44 fs). In the experiment, the size of the gap between the
electrodes was varied from 50 nm to 500 nm corresponding to a variation of the transit
time by a factor of 10 between 7% and 70% of the optical period. The experimentally
observed insensitivity to the gap size provides additional evidence that the induced
surface charge plays only a minor role.

Thirdly, our simulations employing the identical geometry yield equally good
agreement with the experiment both for low intensities where no free currents after
the laser pulse are generated as well as for higher intensities where the surface charge
accumulated by the currents could possibly influence the dynamics more strongly.
We take this as an additional indication that the comparison between experiment
and simulation is not strongly influenced by boundary effects.

To check on possible boundary effects we have performed also simulations in
the so-called longitudinal geometry [Yabana et al., 2012]. Effectively, we assume the
macroscopic shape of a thin film so that the surface charge acts back instantaneously
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on all unit cells, and neglect any influence of the electrodes, thereby giving a com-
plementary limit to the calculations for the “transverse” geometry modeling an in-
finitely extended solid and perfectly absorbing electrodes. The pile-up of charge at
the surface of the dielectric leads to an additional induced field described by the vec-
tor potential Aj,q(f) with

A2 Aipg(t) 4w

- Tl(t) , (4.12)
and the total vector potential entering Eq. 4.1 is given by A () = A(f) + Apq (£).
Thereby, the external laser field is screened by about a factor of e (w; ) ~ 2.2 (Fig. 4.7¢).
This reduction in effective electric field strength leads to a reduced transferred charge
that is about a factor 50 smaller than in the transverse geometry where Aot (t) = A(t)
(Fig. 4.7a). To numerically resolve this lower signal, we employ pulses with a faster
6 envelope while the calculations for transverse
geometry are converged even employing a cos? envelope down to intensities of ~
1 x 10 W/em?. Qualitatively, we find the polarization response unchanged. The
mechanism for charge transfer is the same as discussed for the transverse geome-
try. Due to the lower absolute field strength, tunneling is less apparent than in the
transverse calculation, but the asymmetry in the total microscopic current near the
maxima of the laser field is still visible (Fig. 4.7b, compare Fig. 4.4 g and h). As for the
transverse calculations, after the pulse there remains a sustained polarization and a

decay in frequency space with a cos

quasi-free current as well as fast quantum beat oscillations (Fig. 4.7c). The magnitude
of the latter is reduced due to the inclusion of macroscopic screening. The linear de-
crease of polarization after the pulse leads to a finite macroscopic electric field after
the pulse that acts against the current. The resulting field is, however, about two or-
ders of magnitude weaker than the peak electric field during the pulse and does not
appreciably change the flow of the current within the first few femtoseconds after the
pulse.

The intensity dependence of the transferred charge agrees well to experiment for
calculations with both longitudinal and transverse geometry (Fig. 4.7a). The trans-
verse geometry calculations show a somewhat faster decay at low intensities and a
stronger saturation at high intensities, showing slightly better agreement with exper-
iment. The results presented in the remainder of this chapter are for the transverse
geometry.

4.7 Number of excited electrons and petahertz electronics

We investigate the degree of excitation of the system after the laser pulse quantified
by the total number of electrons in the conduction band and the energy deposited into
the sample. The number of excited electrons is calculated as the number of electrons
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Figure 4.7: Comparison of longitudinal (slab) and transverse (infinite) geometry. (a) Carrier-envelope
phase maximized transferred charge along the ¢ (dark red Xes) and 4 (red crosses) directions in the transverse
geometry (no surface charge); along the ¢ direction in the longitudinal geometry (surface charge included via
Eq. 4.12, blue squares), and experiment (black stars). (b) Microscopic current density |j(r, t)| around O atom
near the maximum of the electric field (intensity 2 x 10'* W/cm?, longitudinal geometry). (c) Typical electric
fields and polarization response for intensity 1 x 10* W/cm? (longitudinal geometry). External electric field
(blue dash-dotted); total field (green solid); time-dependent polarization density (violet dashed; scaled). After
the laser pulse, the scale is magnified by a factor 100.

removed from the ground state after the laser pulse,

N N 2
nexe(t) = 14 1= 1 | Ol ¢ (4.13)
]

i

where the sums extend over the occupied orbitals, |1;(0)) are the ground-state or-
bitals, and |¢;(t)) are the time-dependent orbitals. We observe that for laser polariza-
tions along both 4 and ¢ axes the number of excited electrons scales as ~ I*° at low
intensities, roughly corresponding to the number of photons necessary to bridge the
band gap (Fig. 4.8b). For higher laser intensities 2 2 x 1013 W/cm?, the number of
excited electrons increases more slowly and starts to saturate.

Similarly, we find that the CEP maximized transferred charge scales approxi-
mately as I* at lower intensities (1 x 103 W/cm? to 5 x 103 W/cm?). The satura-
tion at large intensities is more abrupt and, in general, the transferred charge dis-
plays more fine structure, indicating that the number of excited electrons alone is
not responsible for the magnitude of transferred charge but that it is the interplay of
ionization and steering of the ionized electrons by the remainder of the laser pulse
that leads to this intensity dependence of the transferred charge. We also present the
carrier-envelope phase maximized transferred charge including the carrier-envelope
phase independent offset to which the experiment has hitherto not been sensitive
(Fig. 4.8a). The latter is of similar order of magnitude as the carrier-envelope phase
dependent signal for intensities larger than 5 x 10!3 W/cm? even for the short pulses
employed by Schiffrin et al. [2013] and appears to scale differently than the carrier-
envelope phase dependent transferred charge. Before we investigate the origin of this
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Figure 4.8: Transferred charge and number of excited electrons. (a) Laser-induced charge transfer Q.
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offset in the next section, we explore consequences of the excitation with respect to
the thermal stability of possible petahertz lightwave electronics circuits.

Modern electronics and information technology relies on the control of electric
and optical properties of semi-conductors by microwave fields. It has been sug-
gested that the same concepts can be extended to optical frequencies by employing
wideband materials that require strong fields to change their properties. A candi-
date process for optical switching is the generation of optical field-induced currents
where a strong few-cycle laser pulse is employed to change the properties of the bulk
material from an insulator to a semi-metal with switch-on times on the femtosecond
scale. This ultrafast switching time could, in principle, surpass today’s semiconduc-
tor technology where the fastest transistors operate on the (sub)THz frequency or on
the time scale 2 1 ps by several orders of magnitude [Krausz and Stockman, 2014].
A key factor for the realization of such devices is the amount of deposited energy
density per transmitted signal, as this energy is eventually dissipated to the lattice of
the sample or integrated circuit and must be removed by cooling in order to keep the
device functional and below melting temperature. Here, we estimate the energy de-
position per laser pulse and compare it to the dissipated power per switching cycle
for semiconductor technology, following the estimates given in [Krausz and Stock-
man, 2014]. For laser intensity 5 x 103 W/cm? in the transition regime from non-
linear polarization to free currents, the number density of excited electrons after the
laser pulse is 0.02 e/[0.33 nm]? (Fig. 4.8) where [0.33 nm]? is the volume per SiO;
formula unit. As most electrons are excited to low-lying conduction band states for
low to intermediate intensities (Fig. 4.5¢), the total excitation energy can be estimated
from the number density of excited electrons times the excitation gap (~ 10eV). The
total deposited energy per switching device is given by the excitation energy den-
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sity multiplied by the volume of the device. For the current experiment (electrode
gap distance ~ 50 nm, transverse area Agg ~ (300nm)?), we find that a single laser
pulse deposits a “switching” energy of about Egyitch (5 x 1013 W/cm?) ~ 6500 fJ into
the electronic system of the sample. The same order of magnitude can be obtained
from independent calculations by Mark Stockman [Krausz and Stockman, 2014] giv-
ing Eg&ist'ch(S x 1013 W/cm?) 2 1000 f]. Today’s semiconductor technology operates
with a drastically lower switching energy Egﬁﬂ?ﬁtor ~ 0.1-1 {] and still, cooling is al-
ready the limiting factor even at GHz clock speeds. Therefore, the total amount of
deposited energy must be drastically reduced to achieve operability on the PHz time
scale. A reduction of the laser intensity down to the non-linear polarization regime
~ 2 x 101¥ W/cm? reduces the number of excited electrons at the cost of the current
signal (and concomitantly the change in dielectric properties) which was, however,
still found to be measurable in experiment. Keeping the volume of the signal pro-
cessing unit fixed, we find Egyjicn (2 X 1013 W/cm?) = 35 f] per signal, still 2-3 orders
above semiconductor technology. Clearly, miniaturization of the signal processing
unit to the nanometer length scale is paramount. Hypothetical miniaturization to a
cube of volume (20nm)3, comparable to the miniaturization achievable by industry-
grade contemporary semiconductor technology, results in an theoretical optimum of
E:Vlztit & ~ 0.06 f]. This value is still not much better than Efansistor ~ 0.1-1 f]. This
unavoidable energy deposition will be a challenge for achieving petahertz signal pro-
cessing. Effective miniaturization may employ plasmonic confinement of light to the
nanoscale for signal transmission between switches. Exploring longer wavelengths
could substantially reduce the number of excited electrons. However, it is currently
an open question if the strongly non-linear response and charge transfer persist for
other laser parameters.

4.8 Non-linear ultrafast bulk photogalvanic effect

We now investigate the CEP-independent charge transfer found in section 4.5 for laser
polarization along the 4 axis. The generation of a current by homogeneous illumina-
tion of an infinitely extended bulk material by a linearly polarized laser field bears
resemblance to the so-called “bulk photogalvanic effect” (PG) [Glass et al., 1974; Be-
linicher and Sturman, 1980; Sturman, 1992; Fridkin, 2001]. Phenomenologically, the
lowest order photogalvanic effect is described as

it = BanFiFy | (4.14)

i.e., the observed current, a second-order effect in the electric field, is linear in the
time-averaged laser intensity I o« FF". For linear polarization, the bulk photogal-
vanic tensor B, (sometimes also called Glass coefficient, a close cousin of the piezo-
electric tensor) is finite only in non-centrosymmetric crystals. Some authors refer to
the bulk photogalvanic effect as “anomalous photovoltaic effect” to indicate that the
induced photovoltage can be larger than the excitation gap, in contrast to traditional
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photovoltaic materials. The latter are typically inhomogeneous (doped) structures
employing the electric field at a p-n-junction to separate electrons and holes, and can
generate voltages only up to the semiconductor gap. Often, the effect described by
Eq. 4.14 is termed “bulk” photogalvanic effect to distinguish it from the so-called
Dember effect [Dember, 1931] caused by inhomogeneous illumination of a semicon-
ductor with differing electron and hole mobilities that can also lead to a current and
voltage.

Depending on the material, the microscopic processes underlying the phenomeno-
logical bulk photogalvanic effect (Eq. 4.14) can include photo-excitation, scattering at
impurities or phonons, and relaxation and recombination that may occur with differ-
ent probabilities for electrons moving in one or the other direction leading to a net
current [Belinicher and Sturman, 1980]. If slow processes like phonon scattering or
relaxation processes are the main drivers of the photogalvanic effect, the latter takes
place on rather long time scales (2 20fs) and does not depend on the initial pho-
toexcitation. The photo-galvanic contribution from optical photoexcitation on the
femtosecond time scale has been derived by perturbative analysis of the non-linear
response of a bulk solid to an electromagnetic field [Sipe and Shkrebtii, 2000]. In
quartz, photogalvanic currents from optical excitation are typically caused by asym-
metric excitations of F center impurities (a neutral crystal defect in which an anionic
vacancy is replaced by electrons), and the bulk photogalvanic effect was shown to be
much smaller for synthetic samples with a reduced number of defects [Dalba et al.,
1995]. To our knowledge, at present there are no measurements of the photogalvanic
coefficient in the visible for defect-free quartz. One important candidate mechanism
for the generation of the photo-galvanic current that also applies to defect-free ma-
terials is the so-called “shift current” contribution to the non-linear current response
[Sipe and Shkrebtii, 2000]. This shift current is caused by the shift of the center of
charge of the valence electrons and the center of charge of excited (conduction-band)
density of states. This shift current has been predicted to be important in several
semi-conductors [Sipe and Shkrebtii, 2000; Nastos and Sipe, 2006, 2010]. Recently,
a first direct comparison of ab-initio calculations for the shift current contribution
to experiments for the ferroelectrics BaTiO3 and PbTiO3 has found good agreement
to experimentally measured tensor components in magnitude and spectrum profile
[Young et al., 2012]. A first prediction of symmetry properties of a non-linear bulk
photogalvanic effect depending on the symmetry properties of the lattice has been
given by Alon [2003].

To systematically investigate the CEP-independent charge transfer and elucidate
its relation to the photogalvanic effect, we performed a series of calculations for ir-
radiation of a-quartz along the 4 direction with varying laser intensity and pulse
length. The total amount of transferred charge was split into a CEP-dependent part
and a CEP-independent part by performing simulations for several CE-phases. We
found that the CEP-dependent part tends to decrease with increasing pulse length
(Fig. 4.9b). The amplitude of the CEP-independent transferred charge, on the other
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hand, increases monotonically with increasing pulse length. For full pulse length
% 15fs (FWHM intensity 5.5 fs), the CEP-independent signal is approximately pro-
portional to the pulse duration as would be expected for the photogalvanic effect.
While a CEP-dependent signal is still present, the CEP-independent signal is about
one order of magnitude larger.

The CEP-independent transferred charge increases non-linearly with increasing
intensity, following a power law of about 1?8 (Fig. 4.9a). This can be contrasted
with the I* power law observed for the CEP-dependent transferred charge for shorter
pulses and the I' dependence of the lowest order photogalvanic effect (Eq. 4.14). The
absolute magnitude of the transferred charge is similar to the CEP-dependent charge
transfer by shorter pulses discussed in section 4.5. Therefore, we expect that a similar
experimental setup as used by Schiffrin et al. [2013] could be employed to investigate
the non-linear photogalvanic effect.

Surprisingly, we observe a sign change in the transferred charge with increas-
ing intensity, i.e., electron particle current flows along the +-a axis for low intensities
I < I" = 4 x 10" W/cm? while electrons are transferred along the —a for higher
intensities beyond I*. Introducing an effective non-linear Glass coefficient B;(I) in
analogy to Eq. 4.14,

NL PG ~ ‘B ( )IZAS , (415)

we find that the sign of the non-linear Glass coefficient depends on the laser intensity.
We elucidate the microscopic mechanism for the sign change by analysis of the spatio-
temporal charge dynamics on the atomic length and time scales. At lower intensities
I < I*, we observe a multi-photon-like excitation into low-lying conduction band
states predominantly localized around the oxygen atoms, in analogy to the results
for shorter pulses. The excitation pattern derived from the time-averaged density
fluctuations after the laser pulse shows an accumulation of charge between the Si-O-
Si bond axes (Fig. 4.10f). This implies the formation of atomic-scale dipoles around
the oxygen atoms, in analogy to the Clausius-Mossotti picture of matter composed of
microscopic dipoles [Mossotti, 1850]. Corroborating this picture, we observe that the
dipole moment per oxygen atom averaged over the simulation time after the laser
pulse

(do) / dt/d3 ) An(r, t) (4.16)

T

is positiveg, consistent with a net movement of electrons along the +a direction. We
thus interpret the non-linear electron transfer along the +a direction as the strong-
field version of the shift current mechanism in the multi-photon regime. Excitations

% In a bulk dielectric, the induced dipole moment per unit cell or polarization density is not well defined
by Eq. 4.16 as the result can depend on the choice of coordinate system [Purcell and Morin, 2013]. A more
general definition is given by the “modern theory of polarization”, i.e. P(t) = f dt'J(#') (Eq. 4.8, [Resta and
Vanderbilt, 2007]). In the special case discussed here, the density ﬂuctuatlons are well localized around the
oxygen atoms, and the oxygen atoms are sufficiently far away from the unit cell boundaries. Therefore, the
former expression indeed gives the average induced dipole moment around the oxygen atoms, corroborating
the physical picture laid out above.
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are essentially vertical in character and remain localized around individual Si-O-Si
bonds, but due to the different center of mass of the valence and excited conduc-
tion band states induced by the non-equivalent +4 and —a directions a net shift of
charge along the +4 axis occurs. For higher laser intensities, on the other hand, the
predominant charge transfer mechanism becomes tunneling. Tunneling significantly
depends on the local potential landscape. We find tunneling is enhanced if the bond
direction is aligned with the laser field (labeled O atoms in Fig. 4.10c) as evidenced
by a strongly asymmetric current density at times near the maxima of the electric
field (Fig. 4.10d,e). Tunneling ionization is more efficient along the —a axis where
the O-5i bond is more aligned to the laser field (25.3 deg) while in +4 direction tun-
neling is suppressed (51.5 deg; the other bonds are at similar or larger angles with
respect to the laser field). The transition from multi-photon excitation to tunneling
therefore corresponds to a sign change of the non-linear photogalvanic coefficient
and of the transferred charge. After ionization, the current is mainly driven along
the helical channel formed by the O-5i-O-5i-O chain along the 4 direction (labeled
atoms in Fig. 4.10c and light contours in d, e). For both low and high laser intensi-
ties, the CEP-independent charge transfer happens during the laser pulse (Fig. 4.10a),
even though a small persistent current is also observed at high intensities (slope of
P(t) in Fig. 4.10a). The charge transfer is strongest around the maxima of the laser
field. The time-dependence of the tunneling current can be illustrated by the “non-
linear” current jni(¢) defined as the difference between the current and the scaled
linear response current (Fig. 4.10 b). At the beginning of the pulse, the non-linear cur-
rent is zero (linear response for low field strength). However, once a significant field
strength sufficient for tunneling between neighboring atoms is reached at around
—3fs, the non-linear current shows strong spikes. While the linear response current
is, to a good approximation, 90 degrees out of phase with the electric field (so that
pit)y=[ joo dt'J(#') is in phase with F(#)), the non-linear current shows spikes at the
maxima of the laser field, indicative of tunneling. At later times (from -1 fs), the “non-
linear” current is in phase with the laser field but is, to a good approximation, pro-
portional to the laser field, indicative of a conductor-like linear response J(t) = ¢F(t)
with a Drude (free carrier-like) conductivity o ascribed to the tunneling-induced elec-
tron population in the conduction band.

Our results indicate that the non-linear photogalvanic effect can be employed for
light-field controlled charge separation on the femtosecond time scale. Compared to
the CEP-dependent currents discussed in the previous section, the requirements for
the driving laser are lower. Even many-cycle pulses with a duration much longer
than the optical period and without CEP stabilization can be used to induce charge
transfer because the lattice structure instead of the CEP is employed to break the in-
version symmetry along the laser polarization axis. The amount of transferred charge
per shot can be adjusted by tuning the laser intensity or the laser pulse length. The
photogalvanic effect is conceptually simpler than the carrier-envelope phase depen-
dent charge transfer since no elaborate steering of the conduction band electrons is
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necessary. Therefore, the mechanism is robust against small changes in the laser pulse
parameters.
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Figure 4.9: Non-linear photogalvanic effect. (a) Amplitude of carrier-envelope phase (CEP) independent
transferred charge as a function of laser intensity for pulses with iw = 1.7 eV photon energy and full pulse
duration 20 fs (FWHM intensity 7.3 fs) polarized along the 4 crystallographic direction. The transferred charge
increases approximately with 128 (dashed line); electrons are transferred along +4 for lower laser intensity
and along —a for higher laser intensity (> 4 x 10"® W/cm?). (b-d) Pulse length dependence of transferred
charge at intensities 1 x 10'* W/cm?, 5 x 10"* W/cm?, and 1 x 10'* W/cm?. The CEP dependent part (blue
open squares) tends to decrease for longer pulses (full pulse length) while the CEP independent part (green
full squares) increases approximately linear for long pulse lengths (dashed line goes through the origin).
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Figure 4.10: Mechanism for charge transfer (a) Time-dependent polarization density P(t) (solid green)
along the laser polarization direction 4 and laser field F(t) (black dashed, scaled) for a 20 fs pulse with photon
energy 1.7 eV and intensity 1 x 10 W/cm?. (b) Time-dependent non-linear current, defined as the difference
between the current and the current from a low intensity simulation scaled to the high laser intensity (red solid).
(c) a-quartz lattice structure. Big atoms are closer to the reader than small atoms (in the “closer” half of the
unit cell); labeled atoms form a helix (compare red arrow) along the 4 direction while unlabeled atoms have
bonds with large angles on the viewing plane. The non-linear photogalvanic effect is observed along the @ axis
since the lattice is not symmetric with respect to an inversion @ — —a. (d-e) Snapshot of the current density in
an @ — ¢ cut plane going through the central oxygen at a time when the non-linear current is directed into the
—a direction (marked @ in (b)) for (d) and into the +a direction (marked @ in (b)) for (e). The angle between
electric field and the O-Si bond is y; = 25.3 deg and 7, = 51.5 deg. (f) Time-averaged density fluctuation
after the laser pulse in a cut plane through the oxygen atom marked by a star for a lower laser intensity of
1 x 108 W/cm?.
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4.9 Optical signal of ionization and non-linear polarization

As an alternative to the optical-field induced charge transfer, optical probes can be
used to scrutinize strong-field electron dynamics in the bulk. Pioneering studies by
Gertsvolf et al. [2008] found that multiphoton ionization in the bulk depends on the
orientation of the laser polarization with respect to the crystal axis as revealed by
non-linear absorption. Attosecond (sub-cycle) dynamics were first demonstrated in
the change in ellipticity between incident and transmitted beams [Gertsvolf et al.,
2010]. Another manifestation of the ionization dynamics was observed for gas tar-
gets in terms of signals at additional frequencies [Verhoef et al., 2010] and could be
extended to the study of bulk solids [Mitrofanov et al., 2011]. The laser field changes
the dielectric response of matter around the extrema of the laser field due to ioniza-
tion of electrons on a time scale much shorter than the optical period. This ionization
happens twice per laser cycle, i.e., with frequency 2w; where w; is the pump laser
photon energy. To spatially, temporally, and spectrally isolate the ionization-related
signal from concomitant non-linear optical responses, a non-collinear cross-polarized
pump-probe setup was employed (Fig. 4.11a) that consists of a pump pulse (hence-
forth index 1) and a weaker, cross-polarized probe pulse (index 2) that overlap in the
target under a non-collinearity angle ¢nc. The optical signal related to ionization
was observed at frequency wjon = 2wj + w; in the direction of the probe pulse k;
and polarized along the probe direction. Concomitant optical responses include third
harmonic generation by the pump pulse (at w3y = 3wy, along ky, in pump polariza-
tion direction) and other third-order responses like cross-phase modulation (XPM)
P><(31)’)M;2 = )(ﬁ)zFlez at frequency wxpm = 2w; + wy in direction 2k; + ky polarized
along the probe direction. This latter third-order response is excluded in experiment
by collecting only the light emitted into a narrow angle around the probe direction,
and in experiment wj and w; were chosen such that the third order harmonic gener-
ation in probe direction (3wy) is spectrally separable from the ionization signal.

Within our present simulation of time-dependent electronic dynamics not includ-
ing propagation of the electromagnetic wave in the material, it is not possible to spa-
tially separate the signals propagating in different directions ki, ky, and 2k; + k»
as in experiment. While first results coupling TD-DFT quantum dynamics within a
single unit cell to a Maxwell solver were recently achieved [Yabana et al., 2012], exten-
sion to more than one dimension is presently prohibited by the numerical complexity.
However, we may investigate the optical response resolved by polarization direction
7t and frequency w, i.e., the energy radiated per laser pulse per unit frequency inter-
val per solid angle by a single unit cell and without phase matching. It is according
to Larmor’s formula [Jackson, 1998] proportional to

Sopt

N e
o (w):w2/ J(£) -7 ety (4.17)

—00

where J (1) is the time-dependent macroscopic current in a unit cell (see Eq. 4.4).
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Figure 4.11: Optical signal in a non-collinear cross-polarized pump-probe setup. (a) Sketch of non-
collinear cross-polarized pump-probe setup. A strong (pump, index 1, wi; = 1.65eV, polarized along ¢) and
a weak (probe, index 2, w, = 1.46eV, I, = 1 x 101 W/cm?, pulse duration 5.8 fs for both) laser pulse
overlap with a non-collinearity angle of ¢nc. In the simulation, we simulate only a single unit cell so that
the concomitant signals in pump, probe, and 2k; + k, directions are not disentangled. (b) Optical signal at
2w1 + wy in probe direction (blue boxes), 112 scaling (dotted line). (c) Optical signal at 3w; in pump direction
(blue boxes, same units as (b)), 113 scaling (dotted line).

In pump polarization direction (¢), we find that the perturbative expansion Péil);l =
X§31>1 F13 remains valid up to about 5 x 10'> W/cm? (Fig. 4.11c). In probe direction, the
optical signal at low intensities scales as I?, consistent with the dominance of cross-
phase modulation. We confirmed that the signal in probe direction is maximal at
2w1 + wy for various photon energies wy and w, and that the signal vanishes for
non-overlapping pump and probe pulses. Further, the signal is suppressed for cir-
cular pump polarization. We find that the optical signal departs from the pure x>
effect starting from about 5 x 10'® W/cm?. This intensity coincides with the appear-
ance of tunneling-like ionization and quasi-free currents in the material. However,
within our simulation it is not possible to unambiguously discern the optical signal
stemming from the quasi-periodic ionization. We note that in experiment [Mitro-
fanov et al., 2011] the maximum laser intensity was < 2 x 1013 W/em? which was
found to be already close to the optical damage threshold for the samples employed.
However, other measurements find a much increased optical breakdown threshold
of 9 x 1013 W/cm? [Schultze et al., 2013].

The sub-cycle dynamics of the non-linear polarization can be further scrutinized
in the time domain. Schiffrin et al. [2013] investigated the dynamics of ultrafast cur-
rents by a collinear cross-polarized pump-probe setup (¢nc = 0) where the wave
form of the strong pump pulse and the weak probe pulse were identical copies of
one another (w; = wy = 1.7 eV) however with adjustable amplitudes and time delay.
It was demonstrated that the optical-field induced currents were controlled by this
time delay. Schiffrin et al. [2013] argued that the strong (pump) pulse injects carri-
ers into the conduction band that can subsequently be steered by the weak (probe)
pulse. Within our simulation, we can disentangle the “linear” polarization, that is the
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Figure 4.12: Non-linear polarization in pump-probe setup. Top panels: Electric field strength in pump
(green, along ¢) and probe (blue, along @) direction. Middle panels: Time-dependent polarization density in
probe direction. Bottom panels: Time-dependent non-linear polarization density, defined as the additional
polarization density induced by the presence of the pump pulse (red solid line); corresponding third-order
effect PC) () = XéigFé(t)zFé(t) (blue dashed line). (a) Pump intensity 5 x 10> W/cm?, delay Ofs. Probe
intensity is a factor 100 lower than pump intensity in this plot, both pump and probe pulse duration is 3.5 fs at
photon energy 1.7 eV. (b) Pump intensity 8 x 10'* W/cm?, delay —3fs. (c) Pump intensity 1 x 10 W/cm?,
delay +3fs.

polarization response elicited by the probe pulse alone, from the “non-linear” polar-
ization due to both pump and probe pulses (Fig. 4.12). We compare this non-linear
polarization to the lowest-order non-linear effect, the cross-phase modulation, where
the proportionality constant )()((BIZM was obtained from simulations at low pump and
probe intensities. At relatively low intensities of 5 x 1013 W/cm?, the non-linear po-
larization response at first follows the )(<3) prediction (Fig. 4.12a bottom). However, as
the laser pulse changes the non-linear dielectric properties of the dielectric, the non-
linear polarization departs from the x® prediction. The magnitude of the non-linear
polarization is twice that of the x® effect. The non-linear polarization that builds
up after the laser pulse along the @ direction induced by the laser field in ¢ direction
is caused by a separate non-linear effect permitted by the lattice symmetry similar
to the non-linear photogalvanic effect. In Fig. 4.12a, the pump and probe pulses are
perfectly on top of each other, so that is not possible to say if the non-linear response
is switched on by one or the other. In a second simulation run, the pump pulse was
delayed with respect to the probe pulse by 3 fs (Fig. 4.12b) so that the maximum of
the pump pulse is approximately at a zero crossing of the probe pulse. Again, the
non-linear polarization response at first follows the X3 prediction. The polarization
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response strongly departs from the x3 prediction in coincidence with the maximum
of the pump laser. This indicates that the non-linear optical properties of the material
are strongly changed by the pump laser field on a sub-cycle time scale. This obser-
vation might be related to the so-called “adiabatic metalization” predicted for thin
films [Durach et al., 2010, 2011; Apalkov and Stockman, 2012]. On the other hand,
if the probe is delayed with respect to a strong pump pulse, the non-linear response
is dominated by a free-carrier like contribution (in phase with the vector potential),
indicating that the pump pulse has permanently changed the dielectric properties of
the material (see also Sato et al. [2014]). Equating the non-linear polarization density
incurred during the pulse to an effective dielectric function during the laser irradia-
tion, first results indicate that the dielectric function is changed by 2 — 10 % between
5 x 1013 W/cm? and 1 x 10!* W/cm?. This ultrafast change of dielectric properties on
the sub-cycle time scale will be reflected in an ultra-broad spectral response beyond
low-order non-linear processes. The generation of high harmonics employing pump
pulses in the optical wavelength range in quartz and other solids can be envisioned.

4.10 Conclusions and outlook

In this chapter, we have studied optical-field induced electron dynamics in dielectrics
by ab-initio fully three-dimensional time-dependent density functional theory simu-
lations in real space and real time for a periodic unit cell of #-quartz. Employing a
recently proposed meta-GGA approximation to the exchange-correlation functional
capable of correcting the value of the band gap, we found linear and low-order non-
linear optical properties in good agreement with experiment. We then focused on
investigating optical field-induced currents in dielectrics stimulated by very recent
experiments by Schiffrin et al. [2013]. Employing our simulation to resolve the mi-
croscopic charge and current dynamics on the atomic length and time scales within
a unit cell, we found a transition from non-linear polarization currents to the regime
of tunneling excitation where the intense electric field forces electrons to tunnel be-
tween neighboring atoms leading to quasi-free currents that persist even after the
laser pulse. Our simulation agrees with the first experimental data for the inten-
sity dependence as well as the carrier-envelope-phase dependence. Additionally, we
found that the non-linear current response is also sensitive to the laser polarization in
the unit cell and thereby on details of the chemical bonds and lattice structure. Such
strong-field physics of dielectrics are a promising candidate for optical signal process-
ing on the femtosecond (petahertz) time scale. We discussed the thermal load in such
a device resulting from the electronic excitation and found that minimization of “real”
excitations and miniaturization of switching devices down to the nanoscale will be of
paramount importance for realizing operable petahertz circuits. We then discussed
a novel process that we termed “non-linear photogalvanic effect” in analogy to the
conventional photogalvanic effect that describes generation of electrical currents by
a linearly polarized cw laser field along a non-inversion symmetric crystal direction.
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Instead of the linear intensity scaling we found a strongly non-linear intensity depen-
dence. At high laser intensity, electron tunneling that is enhanced along the bonding
direction and suppressed when the bond is oriented at a larger angle to the laser field.
Here, the transition from multiphoton excitation at low intensity to tunneling at high
intensity leads to a reversal in the sign of the transferred charge. Finally, we discussed
signatures of ionization and tunneling that can be found in the light emitted from a
dielectric under irradiation and demonstrated that the non-linear optical properties
of a dielectric are changed on the femtosecond time scale by a strong laser field.

Future work will fall into three categories. Firstly, the simulations presented in
this chapter will be extended to other laser pulse shapes and materials. A system-
atic study of the cross-polarized pump probe setup following the second set of ex-
periments by Schiffrin et al. [2013] will allow consistent interpretation of both ex-
periments in terms of the spatio-temporal charge dynamics induced by ultrashort
laser pulses, possibly including the transition from ballistic to dissipative electron
transport. Another interesting class of laser pulse shapes for which charge transfer
is expected due to the broken inversion symmetry are two-color pulses. Along the
same lines, a set of several large bandgap dielectrics, including ionic crystals with a
simpler lattice structure like LiF, will be studied to elucidate the connection between
lattice structure, laser intensity, excitation mechanism, and steering of the electron
wave packet in the conduction band in both one-pulse and pump-probe setups. For
comparison to future experiments, knowledge of the experimental parameter A
will allow comparison on an absolute scale and, eventually, allow assessment of the
influence of the macroscopic sample shape on the charge dynamics.

Secondly, detailed scrutiny of some issues discussed in this chapter will require
extension of the present theoretical framework. Two major extensions will be needed.
Firstly, multi-scale simulations coupling time-dependent density functional theory
simulations for the microscopic dynamics with a Maxwell solver for the macroscopic
dynamics of the electromagnetic field have recently been presented by Yabana et al.
[2012]. While the numerical cost of such simulations is, typically, two to three orders
of magnitude larger than the simulations presented above since 100 to 1000 micro-
scopic simulations have to be coupled to each other, such simulations will answer a
number of important questions. They will be used to investigate at which depth in
the sample the charge transfer occurs (i.e., if the charge transfer is mostly a surface or
mostly a bulk effect). This should also be confirmed experimentally by varying the
sample shape and thickness. Further, the highly non-linear re-shaping of the incident
laser pulse will be investigated, which can also impact on the non-linear charge trans-
fer in the bulk. Finally, such coupled microscopic-macroscopic simulations will also
provide the two-dimensional phase matching needed for the separation of the ioniza-
tion signal from concomitant non-linear optical responses in section 4.9. Possibly, a
recently proposed efficient basis expansion can be employed to render the numerical
effort more tractable [Sato and Yabana, 2014]. The second important improvement
to the present description is the inclusion of dissipation of the quasi-free currents by
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electron-electron, electron-impurity, and electron-phonon scattering. Dissipation can
be included most easily by employing a phenomenological description of “quantum
friction” [Neuhauser and Lopata, 2008]. In the long term, ab-initio approaches will
be called for. For electron-phonon scattering existing approaches may be extended
[Kreibich and Gross, 2001; Kreibich et al., 2004, 2008; van Leeuwen, 2004; Butriy et al.,
2007; Franco et al., 2007, Andrade et al., 2009; Shinohara et al., 2010, 2012b], and/or
an improved description of dissipation in the electronic degree of freedom can be
achieved employing time-dependent current density functional theory [Wijewardane
and Ullrich, 2005; D" Agosta and Vignale, 2006].

Thirdly, the present toolbox for description of intense laser-matter interaction will
be extended to the study of qualitatively different systems and observables. Non-
linear optical properties of bulk defects like color centers will be studied. A simula-
tion for the first surface layer, either employing a supercell or by a dedicated new soft-
ware solution specifically designed for surfaces, will be used to investigate if the field-
induced current is larger within the first layer of the surface than below and how the
field-induced currents depend on the surface structure and composition. In principle,
such a surface simulation can also be used for investigating the strong-field response
and electron emission from metal surfaces and nanostructures (chapter 3). Studies of
optical properties of dielectrics slabs and the transition from vacuum to bulk dielec-
tric properties have been restricted to the linear regime [Giustino et al., 2003; Giustino
and Pasquarello, 2005; Shi and Ramprasad, 2005, 2006; Wakui et al., 2008] and will be
extendend to the non-linear regime, possibly involving applications of hot-electron
assisted surface femtochemistry [Gavnholt et al., 2009; Mukherjee et al., 2013]. High
harmonic radiation from bulk semiconductors has been observed and has been inter-
preted in terms of dynamical Bloch oscillations, i.e. reflections at the Brillouin zone
boundary, for a ZnO crystal at an infrared wavelength of 3250 nm [Ghimire et al.,
2011a, 2012] including its dependence on the crystal orientation and in GaSe at 10 pm
(30 THz) [Schubert et al., 2014]. First theoretical efforts based on the non-equilibrium
Keldysh formalism predict Bloch oscillations are a robust mechanism for high har-
monic generation insensitive to scattering by impurities and phonons [Kemper et al.,
2013] (see also Foldi et al. [2013]; Korbman et al. [2013]; Vampa et al. [2014]). First TD-
DFT ab-initio calculations for diamond [Otobe, 2012] have been performed at visible
wavelengths. However, the role of Bloch oscillations in the parameter regime im-
portant for high harmonic generation is yet unresolved. While we have shown in
section 4.9 that the non-linear optical properties in dielectrics can be controlled on the
femtosecond time scale, the linear optical properties show a much smaller contrast in
the range of only a few per cent of the value of the dielectric function. Extension to
other pump and probe wavelengths may lead to improved contrast also for the linear
response, possibly leading to all-optical femtosecond switching of light by light. For
example, pump wavelengths in the infrared can be employed to modify the value
of the gap and switch transmission of ultra-fast few-cycle probe pulses with pho-
ton energies at or near the gap energy (~ 10eV ~ 120nm) of large-gap dielectrics,
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anticipating development of such laser pulses within the next few years. Alterna-
tively, lower-gap materials and laser pulses that are currently achievable (~ 4 eV with
FWHM 3 fs [Graf et al., 2008; Reiter et al., 2010]) could serve a similar purpose. Up
to now, strong field experiments on bulk solids rely on high-power amplified lasers.
As we have demonstrated in chapter 3, electromagnetic near-field enhancement can
substantially lower the necessary laser intensity and permit the use of low-power
oscillators with high repetition rates. To achieve a similar effect for the optical-field
induced response in dielectrics, composite systems of dielectrics and nanoparticles
(possibly employing a plasmonic metal) may be investigated. Novel two and three-
dimensional nanoscale fabrication methods abound thanks to vigorous interest in
meta-materials [Liu and Zhang, 2011] and photonic crystals [Soukoulis, 2002; von
Freymann et al.,, 2013]. Candidate systems include nano-spheres or nano-ellipsoids
embedded into dielectrics like glass, which have already been employed to tune the
low-order non-linear response [Chen et al., 2011; Mohan et al., 2012; Can-Uc et al.,
2013], or novel template-assisted lithography methods allowing production of al-
most arbitrary nano-structures on large-area surfaces [Tang and Wei, 2012; Zhao et al.,
2014] or in stacked layers [Atwater and Polman, 2010]. An attractive alternative for
obtaining strong field physics at low nominal field strengths besides composite sys-
tems are dielectric nanoparticles of mesoscopic size leading to a nano-focusing at the
back side of the particle [Miinzer et al., 2001; Gérard et al., 2008; Devilez et al., 2009;
Mendes et al., 2011]. First test calculations with Maxwell solvers in the linear re-
sponse regime suggest that silicon dioxide nanospheres with a radius equal to the
optical wavelength lead to a maximal intensity enhancement of up to 40 times the
nominal intensity at the back side of the particle. Similar effects may be achievable in
reduced dimensions by nano-wires or arrays of nano-wires [Grzela et al., 2014], for
which fully coupled TD-DFT/Maxwell calculations appear feasible.
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CHAPTER 5

Molecular near fields and attosecond streaking of endohedral
fullerenes

5.1 Introduction

We now turn to the study of a much smaller system, a Cgg molecule, that is exposed
to few-cycle laser pulses as a test bed system for the ab-initio description of field
enhancement.

Field enhancement occurs at structures much smaller than the optical wavelength
of 800nm. However, nanostructures are typically still very large compared to the
atomic length scale. A nano-sphere of 10nm radius contains about 50000 atoms,
so that an ab-initio treatment of the corresponding near-fields and field enhance-
ment is not feasible. In this chapter, we study the molecular near-field response of
a Cgg molecule that is at once large enough to show such near-fields and field en-
hancement and at the same time is still small enough so that a full ab-initio treatment
becomes possible. Furthermore, buckminsterfullerene Cg [Kroto et al., 1985] is rel-
atively easy to synthesize and isolate [Kratschmer et al.,, 1990]. The electrons are
arranged in a shell, and its near-spherical symmetry is ideal for comparison to the
analytically solvable model for field enhancement of a dielectric sphere in a static
electric field.

It has been suggested that such near-fields of nanoparticles can be studied by
attosecond streaking. The near-fields are probed by their effect on electrons pho-
toemitted by an attosecond XUV pump pulse timed with respect to a NIR probe pulse
[Skopalova et al., 2011; Stissmann and Kling, 2011]. In attosecond streaking experi-
ments on solid surfaces, sensitivity to the local electric field that is rapidly screened
inside the solid has been demonstrated ([Cavalieri et al., 2007; Neppl and et al., 2014]
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and section 3.7). These experiments rely on surface preparation techniques on the
sub-nm length scale by deliberately placing different atomic species at engineered
positions in the sample, leading to a sub-nanometer localized source of electrons that
can be distinguished in the streaking spectra by their final energies. For analysis of
the molecular near-fields of Cgg by attosecond streaking, a similar localized source of
electrons can be provided by doping Cgp with another atomic species. Such doping
schemes have been investigated almost since the first detection of Cgp [Heath et al.,
1985] leading to so-called “endohedral fullerenes” or endofullerenes that are denoted
by an @ sign, for example Ne@Cgy. While metal dopants can adsorb to different sites
inside the Cgp “cage”, it has been found that the chemically inert rare gases like He
and Ne are located at its center. As endohedral atom, we chose Ne@Cg as its 2s line is
sufficiently well separated from the Cg lines to allow spectral separation. We expect
that our conclusions are also valid for other rare gases.

We begin this chapter by briefly reviewing some specifics of the TD-DFT imple-
mentation employed for finite 3D systems (section 5.2). We then present the ground
state and linear response properties of fullerenes and endohedral fullerenes, putting
emphasis on the change in the electron density that is induced by an optical laser
pulse and the electric near field distribution derived from it (sections 5.3, 5.4, and
5.5). We then study the molecular near-fields depending on the orientation of the po-
larization vector of the laser pulse relative to the molecule to elucidate how bonding
affects the near-fields (section 5.6). Taking advantage of our real-time formulation, we
investigate the onset of non-linear field enhancement at higher laser intensities (sec-
tion 5.7). In the second part of this chapter, we demonstrate how the time and space
dependent near fields can be scrutinized by the attosecond streaking technique. The
ab-initio near-field serves as input for a classical-trajectory Monte Carlo simulation.
We study the effect of the molecular orientation and the presence of an endohedral
atom on the streaking observables (section 5.8). In the final section, we substitute
the NIR laser pulse by a UV pulse that populates the lowest excited states of the
molecule. The coherently launched electronic wave packet leads to an oscillating
time-dependent dipole moment of the molecule even after the laser pulse is over. We
show that, in this configuration, the streaking signal yields a direct measurement of
the time evolution of the molecular dipole moment and discuss possible ramifications
for studying the onset of dephasing and decoherence on the electronic time scale.

5.2 TD-DFT simulation of fullerenes and endohedral fullerenes

We perform ab-initio simulations of fullerenes and endohedral fullerenes with time-
dependent density functional theory for a finite system. The simulation was de-
scribed in detail by Yabana and Bertsch [1996] and Kawashita et al. [2009]. We in-
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tegrate the time-dependent Kohn-Sham equations
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(5.1)

The potential of the ionic cores Vjoy, is included in terms of norm-conserving pseu-
dopotentials [Troullier and Martins, 1991] for the 1s2 cores of carbon and neon. The
external potential

Vext(r/ t) = FL(t)Z (5.2)

describes the coupling to the time-dependent electric field F () of the laser polar-
ized in z direction in length gauge within the dipole approximation. Throughout this
chapter, we use the adiabatic LDA to the XC potential Vxc. In total, we treat 240 elec-
trons (120 orbitals) in a cuboid box with a space discretization of 0.5 a.u. for C¢p and
248 electrons (124 orbitals) with a discretization of 0.4 a.u. for Ne@Cgy. The induced
density An(r,t) = n(r,t) — n(r, —oo) leads to an induced dipole moment along the
laser polarization direction z

a(t) = /dr zAn(r,t) . (5.3)

The microscopic electric field is defined as the negative gradient of the induced po-
tential V(r,t) — V(r, —o0) that results from the induced density.

5.3 Geometry and ground-state properties

Cgp or buckminsterfullerene has the shape of a truncated icosahedron where the car-
bon atoms occupy the 60 vertices (Fig. 5.1a). The 32 faces comprise 20 hexagons and
12 pentagons. Pentagons are surrounded by hexagons only, and each hexagon is sur-
rounded by three hexagons and three pentagons. Therefore, there are only two differ-
ent kinds of edges, namely edges between two hexagons (6-6) and edges between a
hexagon and a pentagon (5-6). All carbon atoms are equivalent (each borders on one
pentagon and two hexagons). Per default, we take the coordinate axes aligned with
mirror planes of the Cgp molecule. The faces of Cg can be visualized in a Schlegel
diagram (Fig. 5.1b, Schlegel [1883]), i.e., the projection of the atom sites from a point
above the Cgp onto a plane below the Cgp.

The electronic structure of Cgy was predicted [Osawa and Yoshida, 1971; Bochvar
and Gal’pern, 1973] well before first experimental hints of its detection [Kroto et al.,
1985; Kratschmer et al., 1990] and has been discussed in detail thereafter [Haddon
et al., 1986; Yabana and Bertsch, 1993; Rioux, 1994; Liebsch et al., 1995] so we only
give a brief overview here. The ground state electron density is localized around the
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carbon cores at a radius of 6.66 a.u. from the center of the cage (Fig. 5.2 and inset). Of
the four carbon valence electrons (configuration 2s>2p?), three form sp?-hybridized
bonds between the carbon atoms of lower energy (about -25 to -10 eV). These o elec-
trons have maximum probability on the carbon shell (e.g. Fig. 5.2e@). The remaining
electrons occupy 7t states of higher energy (e.g. the HOMO in Fig. 5.2e®) with a node
on the carbon shell. In our LDA calculation, the highest occupied orbital is at -6.11
eV while the experimental electron removal energy is 7.5 eV. The total ground state
Kohn-Sham potential at the center of the Cg is slightly attractive (about -2 eV in our
calculation, Fig. 5.2b inset).

We may now inquire into the effect of an added neon rare gas atom into the cen-
ter of the Cgp molecule. The density, potential, and density of states of an isolated Ne
atom without a Cgp cage is shown in Fig. 5.2 10 along with the corresponding quan-
tities for Cgp and the combined Ne@Cgy. The ground state density, potential, and
density of states of Cgg are only marginally disturbed by the presence of the neon
atom. The states corresponding to the Ne atom are slightly shifted to lower energy
by about 2 eV compared to the free atom (Fig. 5.2dD,®). This shift is attributed to
the attractive potential in the center of the C¢yp molecule. We find only minimal hy-
bridization between Ne and Cg orbitals. The Ne 2s orbital (-37.3 eV) has such low
energy that there are no Cg states available for hybridization (Fig. 5.2d,e@). The Ne
2p states (—14.5eV, Fig. 5.2d,e) do not hybridize with the Cgy states of similar en-
ergy because these states are still predominantly of ¢ character. There is, however, a
slight hybridization between Ne 2p states and Cgg 77 states of somewhat higher en-
ergy around -12 eV (Fig. 5.2d,e®). This hybridization leads to a tiny distortion in the
density of states of the Ne@Cgy compared to Cg (Fig. 5.2d@). We conclude that the
chemical ground-state structure of Cgy is, for practical purposes, not changed by the
additional Ne atom in its center.

5.4 Absorption and polarizability

We now inquire into the linear response properties of Cgy and Ne@Cgoby applying
a weak excitation with a wide frequency spectrum at the start of the simulation and
propagating the system in time. To check the numerical accuracy of the simulation,
we evaluated the oscillator strength distribution for Cg¢p and Ne@Cg and verified
that it agrees with literature results (Kawashita et al. [2009], Fig. 5.3a) which show
good agreement to experimental absorption spectra. The dominant structures in the
spectra are peaks around ~ 6eV and ~ 20eV. These peaks can be loosely assigned to
plasmon excitations of the 7r and ¢ electron systems within a two-fluid model [Barton
and Eberlein, 1991]. The lowest dipole-allowed excitations correspond to transitions
from the HOMO (symmetry h;,) and HOMO-1 (k) to the LUMO (t,), LUMO+1 (tg)

10 In our LDA calculation, the energy levels of an isolated neon atom are at -36 eV (2s%) and -13.5 eV (2p°),
in agreement to literature values [Gaiduk et al., 2012]. The ionization energy calculated by the total energy
difference between the neutral and ionic species is 22.7 eV, in agreement to literature values [Parr, 1994] and
in better agreement to the experimental electron removal energy (21.7 eV).
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Figure 5.1: Geometry of the C4) molecule (a) Geometry of the C¢ molecule (projection onto the xy or xz
plane, see coordinate systems. lllustration of a Schlegel projection [Schlegel, 1883] of the C¢ structure onto
the xy plane. (b) Schlegel projection of the Cg structure onto the xy plane with the distance from the z axis
as color code (20 hexagons, 12 pentagons).

and LUMO+2 (hg) [Bertsch et al., 1991] and are visible as peaks in the polarizability
starting from 3.6 eV (Fig. 5.3b; experiment: 3.76 eV [Heath et al., 1987; Ajie et al., 1990;
Yasumatsu et al., 1996]). The excitation spectrum for Ne@Cg agrees with the excita-
tion spectrum of Cgp in great detail, underlining that the electronic properties are not
appreciably changed by the presence of the endohedral atom. We find a static polar-
izability of about 82 A3 in good agreement to literature results [Zope et al., 2008]. A
free Ne atom has a static polarizability of around 0.40 A3 in experiment and 0.45 A3 in
LDA [Gisbergen et al., 1996]. We find that the combined polarizability for Ne@Cg is
lower than the sum of the free polarizabilities of Ne and Cgg. This is because the
Cgo screens the external field even at optical frequencies. The small residual field in-
side the Cgp cage reduces the small contribution of the Ne to the total polarizability.
Outside the Cgq shell we observe field enhancement. The maximal field is attained at
a distance of about 10 a.u. from the center, significantly outside the carbon cores (6.66
a.u.), with field enhancement between 2 and 3.

5.5 Density change and near field induced by few-cycle laser pulses

The mechanism of screening and field enhancement is visualized by a snapshot of
the induced density and near field around Cgp and Ne@Cgp molecules during a few-
cycle laser pulse of central wavelength 800 nm (Fig. 5.4). The time-dependent electric
field moves electron density so that a polarization charge layer forms at the surface
of the carbon cage. The induced surface charge (Fig. 5.4c) is the quantum mechan-
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Figure 5.2: Ground state density and potential of C¢; and Ne@Cy (a) Ground state density of Ne (blue
closely dashed), C4y (green solid), and Ne@Cq (red dashed) averaged over the solid angle. Inset: 3D-
isocontour surface of the ground state density of Ne@C¢. (b) Ground state local Kohn-Sham potential.
Inset: C4 potential around the center (turquoise rectangle). (c) Integrated density of states (Ne@Cq¢ has in
total 248 valence electrons) and (d) density of states. () Kohn-Sham orbitals |¢;(r, t = —o0)|? of Ne@Cq cor-
responding to the energies marked 1...5in (d): (1) Ne 2s orbital, (2) lowest Cg orbital, (3) Ne 2p orbital, (4)
slightly hybridized Ceo / Ne 2p orbital, (5) highest occupied orbital, with corresponding orbital index (between
1 and 124) and Kohn-Sham eigenenergy.

ical analog of the surface charge on the dielectric sphere in a constant electric field
(Fig. 2.1c). The polarization charge layer has a thickness of several a.u. and is local-
ized predominantly outside the carbon cores even though the ground state density
(Fig. 5.4a) assumes maximum probability density at the position of the cores. As a
result, the electric field is already screened at the position of the carbon atoms in anal-
ogy to screening at a metal surface (section 3.7). The electric field inside the sphere
is strongly screened to a factor of about 0.15 of the incident field and the field out-
side is dominated by a dipole pattern. Convergence to the asymptotic dipole field
1+ 2ap/|z|? is already attained at 20 a.u., about twice the effective radius of the
sphere (Fig. 5.4e). The finite width of the polarization charge layer smears out the
near-field, resulting in a reduced field enhancement compared to macroscopic elec-
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Figure 5.3: Frequency response of Cs, and Ne@Cy. (a) Oscillator strength distribution of Csy (green
solid line) and Ne@Cy (red dotted line) over a wide frequency range, see also Kawashita et al. [2009]. (b)
Absolute value of the frequency-dependent polarizability up to 10 eV for C¢p and Ne@Cq¢. (c) Phase of
the frequency-dependent polarizability up to 10 eV. Inset: Laser spectra for an 800 nm few-cycle pulse and
a 310 nm few-cycle pulse (repeated in (e)). (d) Absolute value of the local frequency-dependent near field
enhancement (upper graphs, “shell”, taken at 10 a.u. along the laser polarization direction) and screened field
inside (lower graphs, “inside”, taken at 5 a.u. along the laser polarization direction). (e) Phase of the local
electric field.

tromagnetism where the polarization charge layer is assumed to be infinitely thin.
The density response of C4p and Ne@Cg is almost completely equal at distances fur-
ther than 3 a.u. from the center. Accordingly, the near field distribution is influenced
only marginally by the Ne atom. The endohedral atom results in small fluctuations
of magnitude ~ 0.1F, inside the cage while the screening, field enhancement, and
decay are virtually identical for C4p and Ne@Cg.

5.6 Dependence on the orientation of the molecule

Optical near-fields around metallic nano-particles have been studied with quantum
mechanical methods within the jellium approximation [Zuloaga et al., 2009, 2010;
Stella et al., 2013] and very recently sodium dimers have been simulated including
their atomic structure [Zhang et al., 2014]. The near-field of Cg in a static electric
field has been studied by Delaney and Greer [2004]. We investigate the effect of the
Cgo bonds on the near field distribution at optical frequencies by changing the align-
ment of the Cgp with respect to the laser along 5 high-symmetry directions where
the strongest change in dielectric response is expected (Fig. 5.5b). We find that the
asymptotic behavior, i.e., the polarizability, is approximately the same, as well as the
field inside the cage. Significant differences appear around the position of the carbon
cores and slightly outwards. For laser polarization pointing towards a carbon atom
or covalent bonds (Fig. 5.5a) we find similar field distributions near the surface. On
the other hand, when the laser field points towards the center of a hexagon or pen-
tagon with smaller ground state electron density, the field enhancement is reduced as
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Figure 5.4: Induced density and near field enhancement around C4 and Ne@C,. (a) Ground state

density of Cgo (green) and Ne@Cq (red dashed) on the z axis parallel to the laser polarization direction where
the coordinates x,y, z are defined as in Fig. 5.1. Horizontal grey dashed lines mark the radius of the carbon
cores. Laser field points upwards. (b) Induced density due to optical excitation (800 nm, F(¢) = 0.0013a.u.)
on the z axis. (c) Induced density of Ne@Cg in the xz plane. Circles mark the positions of the carbon atoms.
(d) Local electric field of Ne@Cyg in the xz plane. (e) Line out of local electric field in Csy and Ne@Cg along
the z axis. Purple dash-dotted line: dipole field 1+ 2w/ |z|? with &g ~ 84 A3,

fewer electrons are available to respond. The value of the field enhancement factor
varies between 1.7 and 2.1. This significant change by more than 20 % indicates that
the near field distribution and enhancement around molecules is strongly affected
by the atomic composition of the molecule, the bonds and bond strengths between
the atoms, and conceivably the electronic state (ground state or excited state) of the
electrons that make up the bond. Non-linear processes like electron tunneling are ex-
pected to be localized at the molecular sites with the largest near-field. On the other
hand, the field distribution inside the carbon cage is largely unaffected by the direc-
tion of the electric field and shows only minor fluctuations if an additional Ne atom
is present.

5.7 Dependence on the laser intensity

The above results were obtained at low laser intensities where the molecular response
is linear in the laser field. Our real-time formalism also allows us to investigate the
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Figure 5.5: Dependence of near field on the laser polarization direction relative to the molecule ori-
entation. (a) Electric near field along the laser polarization direction for C¢y (open symbols) and Ne@Cq (full
symbols) for laser polarization direction oriented along the directions indicated in (b). Linear response calcu-
lation with laser intensity 1 x 10'! W/cm?. Vertical gray dashed line indicates the radius of the carbon cores.
(b) Sketch of Cg surface with irreducible unit cells (gray triangles) and high-symmetry points. Blue upwards
triangle: center of hexagon; green downwards triangle: center of hexagon-hexagon edge; green circle: center
of hexagon-pentagon edge; dark green diamond: on top of carbon atom; red square: center of pentagon.

non-linear response of Cgp and Ne@Cg for higher laser intensities. In bulk solids, the
transition from linear to non-linear response can be described perturbatively [Bloem-
bergen, 1996; Boyd, 2003]. To lowest order, the dominant contribution for centrosym-
metric materials is the Kerr effect where the response function x(wp ) acquires a non-
linear contribution y — x() 4+ x® |Fy(wp)|? that scales with the laser intensity. The
third-order nonlinear coefficient is positive so that the refractive index increases with
increasing intensity leading to spectacular effects like self-focusing. The nonlinear
susceptibility of Cgq is also positive [Wang and Cheng, 1992; Quong and Pederson,
1992; Jensen and Van Duijnen, 2005]. Near-field enhancement by the lightning-rod
effect in general increases with increasing dielectric constant or polarizability. There-
fore, one could expect that near field enhancement increases at higher laser intensities.
On the other hand, a stronger laser field will lead to a smearing out of the polariza-
tion charge over a larger volume as the bonding potential becomes weaker so that the
field enhancement may decrease compared to lower intensities. Experimental mea-
surements of field enhancement, for example near metal nanostructures, have been
restricted to the linear response regime [Thomas et al., 2013]. Theoretical treatments
of non-linear effects for field enhancement have so far been scarce due to the lack
of a theoretical framework for a reliable inclusion of non-local and non-linear effects
for arbitrary laser intensities into the macroscopic Maxwell equations. Our ab-initio
simulation of the Cg4p molecule can serve as a first step towards a microscopic under-
standing of non-linear field enhancement. We expect that the trends retrieved from
this model system will be applicable to the intensity dependence of field enhance-
ment for other molecules, nano-particles, and nano-structures.

To investigate the intensity dependence of field enhancement, we discuss snap-
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Figure 5.6: Dependence of near field on the laser intensity. (a) Electric near field along the laser polar-
ization direction for Cg for laser intensities from the linear response regime 1 x 10" W/cm? to the regime of
strong ionization 1 x 10'* W/cm?. Laser polarization is taken from the center of the C4 towards the hexagon-
hexagon edge (see Fig. 5.5). Vertical grey dashed line indicates the radius of the carbon cores.

shots of the microscopic electric field in the Cgp molecule at the time of the laser field
maximum (Fig. 5.6) for increasing intensities from 1 x 101" W/cm? in the linear re-
sponse regime up to 1 x 10'* W/cm? where in experiment already several electrons
can be ionized even by a short femtosecond pulse [Becker et al., 2006]. The snapshots
are taken at the first large peak of the electric field, so that no significant ionization has
yet occurred. For an intensity of 1 x 1013 W/cm?, we still find excellent agreement to
the linear-response calculation. As the laser intensity is increased to 5 x 10'3 W/cm?
and 1 x 101# W/cm?2, we observe that the maximum of the field is somewhat reduced
and that the field distribution is shifted outward. Both observations are consistent
with an increased spill-out of the electronic charge for high intensities. It leads at the
same time to an increased dipole moment (polarizability, susceptibility) for higher
intensities that is consistent with the Kerr effect, but also to a reduced maximum field
enhancement.

5.8 Streaking of endohedral fullerenes in few-cycle optical laser
pulses

Near field enhancement can be indirectly observed by the enhanced probability of
non-linear processes. Alternatively, steady-state plasmon modes around nanostruc-
tures may be studied by their effect on electron trajectories in electron energy loss
spectroscopy [Horl et al., 2013]. Similarly, we here investigate near-fields by their ef-
fect on electrons as probe particles which are, however, emitted from the molecule
itself with sub-femtosecond timing by an attosecond XUV pulse (wxyy ~ 100eV)
synchronized to the few-cycle pulse driving the linear response. The space- and time-
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dependent near-field is thereby encoded into the momentum spectrum of the pho-
toemitted electrons as a function of the delay between XUV and NIR pulse. For a pure
laser field without near-field, the momentum shift acquired by electrons from their
photoemission at time ¢* until the end of the laser pulse is Ap(t*) = — [, tfo F(t)dt =
A(t*) equal to the vector potential A(+*) at photoemission. Varying the time delay
At between NIR and XUV pulse allows extraction of the wave form of the laser field
[Goulielmakis et al., 2004]. A modification of this relation was found for rare-gas
atoms where signals from different initial states are shifted with respect to one an-
other by a few attoseconds so that the streaking signal is approximately A(* + At)
(Schultze et al. [2010]; see Pazourek et al. [2014] for a recent review). This apparent
“time shift” At stems in part from the quantum mechanical photoemission process
where the formation time of the outgoing electron wave packet is identified with the
energy derivative of the phase of the dipole matrix element called Eisenbud-Wigner-
Smith time delay [Eisenbud, 1948; Wigner, 1955; Smith, 1960]. Along the trajectory of
the liberated electron additional mechanisms contribute to the effective shift At. The
trajectory of the outgoing electron can be modified by the atomic dipole moment of
the residual ion [Pazourek et al., 2012], in analogy to the time-dependent near-field of
a larger molecule or nanostructure. Analogously, attosecond surface streaking [Cava-
lieri et al., 2007; Neppl and et al., 2014] has found photoelectron spectra to be highly
sensitive to the atomic-scale electric field distribution near the surface. These encour-
aging results nurture the hope that attosecond streaking can also yield information
on near-fields in nano-size systems. While early numerical models have promised
feasibility of this “nano-plasmonic streaking” [Skopalova et al., 2011; Stissmann and
Kling, 2011], hitherto no experimental evidence has been presented. Likely, this is
due to electron emission from deeper regions in the material on the length scale of
the inelastic mean-free path < 10 nm [Lemell et al., 2009] that smears out the streak-
ing signal. In recent surface streaking experiments, this has been counteracted by
placing different atomic species at engineered positions in the sample so that indi-
vidual photoemission lines are correlated with the spatial position of the initial wave
functions of the electrons. Thereby, space resolution on the atomic length scale has
been achieved [Neppl and et al., 2014].

In this section, we study attosecond streaking of Ne@Cgy. While the dielectric
properties of Ne@Cgg are essentially unchanged compared to Cgp, we employ the
central atom as a well-localized source of electrons to prevent smearing out of the
streaking spectra over the size of the molecule. The electrons from the neon atom are
distinguished by their final energy, Eg, ~ wxyv — ENezs With Eneps = 48.5eV from
the Cg electrons that have less binding energy. Previous studies [Wais, 2014] found
that the streaking spectra of this composite system can be described by the vector
potential and an effective time shift (p)(t) = po + A(t + At) with pg = 2Egy.
The time shift At was found to be the sum of quantum mechanical contributions,
the apparent time shift due to the influence of the Coulomb field on the electron
trajectory (Coulomb-laser coupling), and an apparent time shift due to the influence
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of the near field on the electron trajectory. Here, we focus on this latter contribution
that itself results from two mechanisms. First, the external electric field of the laser
is screened inside Cgp, so that the photoemitted electron effectively appears later in
the continuum and the streaking signal is delayed by the electron run time of tyyn ~
Re,,/po = 0.12fs. Secondly, upon traversing the Cg shell, the electron is accelerated
by the enhanced near field at the pole caps, thereby reducing the apparent time shift
to a value around At = 0.01 fs.

We employ as input near-fields derived from TD-DFT simulations as presented
in the preceding sections for simulations of the classical electron trajectory through
the near-field. We study the dependence of the apparent time shift At on (1) the ori-
entation of the molecule with respect to the laser polarization, (2) the effect of the
endohedral neon atom on the apparent time shift, and (3) the sensitivity of the time
shift in the streaking spectra to details of the electric near field by comparing the ab-
initio result with a dielectric sphere model. In a first step, we neglect additional re-
action channels like elastic scattering from the carbon cores and inelastic losses from
electron-electron collisions with the Cg electrons. Perhaps the largest source of un-
certainty in our simulation comes from not explicitly including the photoionization
process in our treatment of the optical response of Ne@Cgy. On the time scale of the
photoionization and photoelectron motion through the cage, the Cgg spectator elec-
trons will start to feel the additional Coulomb potential from the Ne core. Eventually
the Ne core-hole state Ne™Cgg will relax radiatively or by an Auger-like transition
to a final state Ne@Cgy"". The time scale after which the Cgy spectator electrons
start to move can be estimated from TD-DFT calculations for the dynamic screen-
ing of classical point charges to be around 10 a.u. (0.25 fs) [Muifio et al., 2011; Koval
et al., 2012a,b]. This is also the time scale on which the dielectric properties of the
Cgo molecule will change. Traversal of the Cg radius takes about 0.12 fs. Therefore,
the electron will already be at some distance from the Cg4y molecule at the time when
the dielectric properties of the latter begin to change. However, it might be possible
to study the ultrafast screening motion of the Cg electrons with smaller XUV photon
energies, or alternatively by employing larger fullerenes.

We simulate streaking of endohedral fullerenes by three-dimensional classical tra-
jectory Monte Carlo calculations [Lemell et al., 2009, 2013]. Electrons start from the
center of the Cgp cage with an initial velocity vector chosen randomly from a cosine
distribution and with initial energy given by the photoelectric effect taking into ac-
count spectral broadening by the attosecond XUV pulse (100 as). The ionization prob-
ability is assumed to be proportional to the instantaneous XUV intensity. The elec-
trons are then propagated in the time-dependent near-field derived from the TD-DFT
calculation and their final momentum after the laser pulse is recorded. Alternatively,
to test the sensitivity of the simulation to details of the near field distribution, we also
performed simulations in a model near field of a dielectric sphere in a homogeneous
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laser field F(¢) with instantaneous dipole moment d(#),
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Ftotal(r/t) - F(t) + { (5.4)

Here, F(t) and d(f) are taken from the TD-DFT simulation, and we use Rgyhere =
10a.u. for the effective electronic surface. The momentum spectrum at each XUV-
NIR delay is calculated by an ensemble average over electron trajectories that end up
with a final velocity within an acceptance angle of 10 degrees to the laser polarization
direction. The spectra recorded for many delay times f give the streaking spectrogram
(Fig. 5.7a). The time shift At due to the near field between the vector potential and
the streaking signal (p) (f) is extracted by fitting (p) () = a X A(t + At) + b where the
amplitude a is roughly 1.

We performed simulations for several different molecule orientations (Fig. 5.7b),
each with and without endohedral atom (Cgy vs. Ne@Cgp) and for both the ab-initio
derived near field distribution (“full”) vs. the simplified near-field distribution by
virtue of Eq. 5.4 (“dipole”). In all cases, the orientation of the molecule has a negligi-
ble effect on the streaking delay on the order of 1as. The changes in the near fields
due to the presence of the endohedral atom also give only negligible contribution to
the streaking delay on the order of 1as. However, we find a sizable change of the
streaking delay on the order of 7 as between the full simulations employing the ab-
initio derived near fields and the simulations employing the simplified model for the
near fields (Eq. 5.4). Our results demonstrate that details of the near-field distribution
can influence the extracted streaking delay by a few attoseconds even if they have the
same asymptotic behavior.

5.9 Streaking of dipole excitations

When a molecule is subjected to a time-dependent field, the laser field can induce
either “virtual” excitations, i.e., an induced dipole moment that adiabatically follows
the driving field according to d = aF with a real polarizability «, or “real” excitations,
i.e., photoabsorption. The latter corresponds to a sustained energy transfer from the
laser pulse to the molecule. Photoabsorption is indicated by an imaginary part of the
polarizability (see Fig. 5.3). The weak 800 nm NIR pulse employed in the preceding
section has only negligible components in the region where photoabsorption takes
place. Therefore, the dipole moment induced during the laser pulse goes back to zero
after the pulse. This formation of a transient electronic dipole on the attosecond time
scale has recently been scrutinized experimentally and theoretically by Neidel et al.
[2013]. Radiation of higher energy that can access low-lying electronic excitations of
the molecule leads to “real” excitations that remain after the laser pulse. The coherent
population of excited states can lead to an oscillating time-dependent dipole moment



112 CHAPTER 5. NEAR FIELDS AND STREAKING OF FULLERENES

—
ol
~
TT T

< dipole Cg
H dipole Cgzp+Ne

-
)]

-
o
o b b b

=
e
o
e
e
T

N

- full Cgp
B4 full Cop*+Ne

@.‘\T'}é

delay [as]

s

FEsey

et
=
=t

[6)]

—_—
.

momentum along laser
polarization direction [a.u.]

b

w
@
[O)
L]
>

0

delay [fs] top edge center

5666 5 6
orientation relative to laser
Figure 5.7: Streaking of C¢) and Ne@Cq. (a) Typical electron momentum histogram as function of delay
between ionizing XUV pulse and NIR pulse driving the near-field response (“streaking spectrogram”). Laser
polarization toward the center of a hexagon-hexagon edge, Eq. 5.4 was used for the near field. Laser intensity
1 x 10" W/cm? and photon energy wxuy = 100eV. Green and blue line: vector potential A(t) and fit to
vector potential with time delay A(t + At) (almost on top of each other). Inset: Enlarged view of the region
of the spectrogram with best contrast. The extracted delay for this simulation run is At = 14.3 £ 1.3as. (b)
Dependence of the time delay on: (1) the orientation of the laser polarization axis with respect to the molecule
(horizontal axis, see inset); (2) the presence of the central Ne atom (Ne@Cg, versus Cg); (3) near-field
distribution derived from ab-initio calculations (“full”) vs. simplified near-field distribution for a polarized sphere
(Eq. 5.4, “dipole”). The error bars reflect the quality of the fit of the streaking signal to the time-shifted vector

potential. Inset: Sketch of the laser polarization direction with respect to the Cq surface.

that continues to oscillate even after the laser pulse is over. 1

In this section, we will show for the paradigmatic example of Cgg that such a
time-dependent dipole moment after the pulse leads to an appreciable signal in the
streaking spectra taken after the end of the NIR laser pulse. We find that the streaking
signal is, to a good approximation, proportional to the instantaneous dipole moment
after the laser pulse. This enables the study of electronic excitations and their evo-
lution and eventual decay in real time with sub-femtosecond time resolution. While
we still apply the streaking protocol of time-delayed NIR and XUV pulses, the role
of pump and probe is reversed compared to the preceding section. There, the XUV
pulse photoemits an electron and the NIR pulse probes the emission time of the elec-
tron. Here, the NIR pulse excites the molecule, and the XUV pulse is used to probe
the near-field associated with this excitation (“self-streaking”). In this sense, the pro-
posed protocol bears more similarity to attosecond transient absorption [Pfeifer et al.,
2008; Goulielmakis et al., 2010; Wirth et al., 2011] and can be viewed as a variant of
time-resolved photoelectron spectroscopy for the sub-femtosecond time scale [Stolow
et al., 2004; De Giovannini et al., 2013]. Alternatively, it can also be viewed as the
generalization of the “nanoplasmonic-field microscope” proposed by Stockman et al.
[2007] from surface plasmons to the study of single molecules. A somewhat similar
idea has recently been proposed by Mignolet et al. [2014] for the study of the onset of

This is analogous to the “quantum beats” observed for laser excitation of SiO, described in section 4.5.
There, however, the excitation was produced by a strong laser field in a multi-photon process.
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Figure 5.8: Streaking of excited Cs. Spectrogram of Cq streaked by a few-cycle UV pulse (central
wavelength 310 nm, 4 fs pulse length, FWHM intensity pulse length < 2fs, 9 x 10" W/cm?). During the
few-cycle pulse, the streaking signal (p)(t) (center of momentum of the ionized electrons, circles) follows
approximately the vector potential A(t) as for a NIR streaking pulse (blue dash-dotted line). As the laser
excites the low-lying dipole-allowed transitions, the dipole moment of the Cq shows oscillations even after
the laser pulse is over (green solid line). After the pulse, the streaking signal traces the oscillations of the
dipole moment with a negative delay (advancement) of —203 + 2.3 as (red dashed line) and a scaling factor of
d/dy = 0.00504 4 8.1 x 10~°. Inset: 4 times magnified view of delay times larger than the pulse duration.

strong-field excitation, however employing an attosecond pulse train with time delay
between the attosecond pulses adjusted to the quantum beat period as a frequency
filter.

Eventually, the excess energy in the electronic system will decay either radiatively
(typically on a time scale of nanoseconds) or diffuse into other degrees of freedom
(coupling to transverse degrees of freedom or electron-hole excitations in the elec-
tronic system and coupling to the lattice on the sub-picosecond time scale). For Cg,
experimental and theoretical studies suggest that the dominant decay mechanism is
vibronic coupling on a time scale of down to 20 fs [Gunnarsson et al., 1995; Hands
et al., 2008; Iwahara et al., 2010; Faber et al., 2011]. Currently, ab-initio descriptions
including coupling to the nuclear degrees of freedom in real time are being devel-
oped [Rozzi et al., 2013; Falke et al., 2014; Fischer et al., 2014], and dissipation in the
electronic system may be included eventually by extension to time-dependent cur-
rent density functional theory [Wijewardane and Ullrich, 2005; D’ Agosta et al., 2007].
Here, we restrict ourselves to modeling the ultrafast excitation within TD-DFT and
focus on investigating the signatures of the molecular dipole and microscopic electric
field distribution in the streaking spectrograms. We point out, however, that repro-
ducing the time-dependent dipole moment of such a complicated system including
decoherence presents a challenging benchmark for the predictive power of ab-initio
theories.

The combined TD-DFT and classical trajectory Monte Carlo simulations proceed
as described in the preceding section, however the NIR laser field is replaced by
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higher energy radiation (310 nm). These laser parameters are similar to what is
achievable in contemporary experiments [Graf et al., 2008; Reiter et al., 2010]. Dur-
ing the pulse, the streaking signal traces the vector potential of the external field
(Fig. 5.8). The time-dependent dipole moment continues its evolution after the pulse.
The dominant oscillation frequency ~ 1/(1fs) corresponds to the excitation energy
of the lowest dipole-allowed states ~ 4eV. The beating frequency ~ 1/(5fs) cor-
responds to the energy difference between individual excited states ~ 1eV (see the
excitation spectrum in Fig. 5.3). The oscillations in the dipole moment are mirrored
in the observed streaking signal. After the pulse, the streaking signal shows oscil-
lations that coincide to good accuracy with the scaled and delayed dipole moment
d(t) = a x d(t + At) + b. Here b = 1.93a.u. is the momentum of the emitted elec-
tron in the absence of laser field and dipole, 2 = 0.00504 is a scaling factor, and
At = —0.203 fs is the time shift. We numerically find that the streaking signal ampli-
tude a scales linearly with the applied electric field strength. While these results were
obtained using the full time-dependent near-field derived from ab-initio calculations,
we verified that qualitatively similar streaking spectra are obtained for the simplified
near field distribution of a polarized sphere (Eq. 5.4), however with slightly different
fit parameters 4, b, and At but with a similar quality of the fit. Therefore, our results
illustrate that the mechanism that maps the time-dependent dipole moment onto the
streaking signal is independent of details of the near-field distribution.

The streaking spectrum can be understood as follows. We consider an electron
emitted along the laser polarization direction z in the near-field distribution Eq. 5.4
with no external field F(t) = 0 but with a finite dipole moment d(t). Notably, this
field distribution is symmetric around the origin and the corresponding potential is
antisymmetric. Therefore, the potential at the center of the cage and at infinite dis-
tance is zero. This implies that no momentum shift is incurred in emission from
the center of a static polarized sphere. However, the dipole moment changes on a
time scale of Ty;, /4 ~ 0.23fs which is of the same order as the electron traversal
through the Cgg radius, Rc,,/po ~ 0.12fs. Therefore, the electron samples a chang-
ing near field along its trajectory that can give rise to a net momentum shift. The
largest momentum shift is acquired when the electron is emitted around the zero
of the dipole moment so that only little deceleration is incurred during the traver-
sal of the Cgp cage and optimal near-field acceleration is acquired after the electron
emerges from the cage. The streaking signal therefore lags behind the dipole moment
by about 90 deg (Fig. 5.8). The amplitude of the streaking momentum shift is of order

a/ Rgphere ~ 0.005 a.u. in good agreement to full calculation (~ 0.01 a.u.).

In experiment, the C4p molecules would likely be randomly oriented. As the ex-
citation spectrum and polarizability are weakly orientation dependent, the individ-
ual dipole moments evolve slightly differently and will eventually be out of phase.
The signal will vanish on a time scale associated with this dephasing (“inhomoge-
neous broadening”). Performing simulations for several molecule orientations, we
found that during the simulation time the dipole moments are to a good approxima-
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tion equal and their time shift with respect to each other 8 fs after the pulse is only
< 0.05fs.

Our model indicates that a dipole excitation in a molecule leaves its trace in the
streaking spectra. The effect is independent of how the dipole is excited. In particu-
lar, we verified that also longer UV pulses up to a few fs pulse length lead to similar
shapes of the dipole moment after the pulse is over as the dipole signal in time do-
main is reconstructed from the convolution of the Cgp response with the incident laser
spectrum (Fig. 5.3). The dipole excitation could also be created by a strong laser-pulse
[Li et al., 2014] or by shifting the excitation spectrum of the Cgy down into the optical
range by an adatom layer [Rubio et al., 1994].

For endohedral fullerenes, the central rare gas atom provides a well-localized
source of distinguishable streaking electrons. For studying processes in more com-
plex compounds, for example in organic molecules containing several atomic species,
contributions from different locations within the molecule can be disentangled by the
final electron energy. We may envision time-domain visualization of charge-transfer
processes [Kuleff et al., 2013; Falke et al., 2014] and hot electron dynamics in small
clusters and nanoparticles [Schlipper et al., 1998; Klamroth and Nest, 2009; Nest,
2010] with sub-femtosecond time resolution.

5.10 Conclusions and outlook

In this chapter, we have studied near fields induced by optical laser pulses in fuller-
enes and endohedral fullerenes. While still tractable by ab-initio simulation, these
large molecules bridge the gap from atoms and molecules to nano-particles and nano-
structures. The electric near-field induced inside the molecule is reduced (screening)
and increased outside the molecule (field enhancement). We found a strong depen-
dence of field enhancement on the orientation of the molecule of the order of 20 %
that can lead to dramatic localization of non-linear processes on the Cgg surface. Our
real-time method incorporates non-linear effects and thus allowed us to study the in-
tensity dependence of field enhancement from first principles. We found that, some-
what surprisingly, field enhancement is slightly reduced with increasing intensity
due to the increased smearing out of the polarization charge. We demonstrated that
the linear response result remains a good approximation to the near fields for the
early stage of laser-matter interaction also at higher intensities up to 1 x 101 W /cm?.
For all investigated properties, we found that Ne@Cgy behaves very similarly to Cgp.
In the second part of this chapter, we studied a proposed protocol to scrutinize the
molecular near field with attosecond streaking. We found that the near fields signif-
icantly influence the streaking spectra leading to an effective time shift between the
streaking signal and the vector potential. We found little dependence of the streak-
ing spectra on the molecular orientation, but some dependence on details of the near
field distribution comparing a polarizable sphere model with the ab-initio results. In
the final section, we turned from studying the “virtual” excitations, the adiabatic fol-
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lowing of the driving laser field during the pulse, to “real” excitations that persist
even after the laser pulse is over. We employed an UV pulse as a pump to launch an
oscillating electron wave packet and the XUV pulse to probe the excited electron dy-
namics after the pulse. We showed that the amplitude of the streaking signal traces,
to a very good approximation, the instantaneous time-dependent dipole moment of
the molecule. The shape and amplitude of the streaking spectra can be understood
with a model based on a polarized sphere and the streaking spectra do not sensi-
tively depend on details of the near field distribution. This suggests extension to
other molecules, nano-particles, and nano-structures to study the onset of dephasing
and decoherence on the electronic time scale.

Further work will fall into two categories. Firstly, molecular near fields will be
studied in more detail. We will study other molecular species to find out if the phys-
ical picture derived from Cgg is transferable. First results for benzene and other
aromatic molecules point into this direction. However, the details of the molecu-
lar near-field enhancement depending on the constituting atoms and bond structure
have only begun to be understood. Comparison of the density-functional theory re-
sults with high-level quantum chemistry methods is desirable and can be most eas-
ily achieved for a static electric field. Extension from the single-molecule level to
the study of nano-structures on surfaces can proceed, for example, through study
of pyramidal structures made from a few palladium or platinum atoms on the sur-
face of nanometric tips [Kuo et al., 2004] possibly employing embedding schemes
to account for the influence of the infinite surface [Huang et al., 2014; Libisch et al.,
2014]. Another possibility to extend the present simulations to the mesoscopic scale
is the study of static field emission or strong-field photoemission from carbon nan-
otubes where large-scale TD-DFT calculations could reach spatial extension on the
nanoscale [deHeer et al., 1995; Saito and Uemura, 2000; Han et al., 2002; Zheng et al.,
2004; Driscoll et al., 2011]. Due to the spatial inhomogeneity of the molecular near
fields, strong localization of non-linear effects such as electron emission by tunneling
is likely. The emitted electron spectra from molecules or nano-structures are there-
fore expected to carry the imprint of these near-fields. Such electron spectra may be
calculated from the present simulations by the methods discussed in chapter 3. Ex-
periments employing rescattering could be used to investigate the near-fields. The
influence of near fields could also have spectacular consequences for electrons pho-
toemitted by circularly polarized fields, modifying the “attoclock” principle [Eckle
et al., 2008b,a; Pfeiffer et al., 2012].

Secondly, the study of molecular near field imaging by attosecond streaking will
be extended. For Cg, potentially important contributions to the experimentally mea-
surable time shift stemming from the quantum mechanical delay as well as from elas-
tic collisions of the streaking electrons with the Cg cores and electrons have to be
investigated in more detail. On their way out, streaked electrons may also undergo
inelastic scattering events with the Cgg shell electrons, and streaking may be able to
study the excitation of plasmons in real time. To some degree, such additional pro-
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cesses will be incorporated into the classical transport theory simulations presented
above. Streaking from larger molecules or nano-particles should include electron
transport effects [Lemell et al., 2009]. Investigations of other molecular species will
show if streaking of dipole moments can be generalized and how its features depend
on the molecular bond structure and composition. The study of electrons emitted
into other directions than along the laser polarization may allow reconstruction of
the time-dependent near field within the molecule. Attosecond streaking of resonant
dipolar excitations as demonstrated in the final section opens the door to the study of
the onset of decoherence and decay in molecules, nano-particles, and nano-structures
with unprecedented time resolution.
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CHAPTER O

Conclusions and outlook

This monograph has been dedicated to the study of the strongly non-linear electron
dynamics occurring when condensed matter is irradiated with intense few-cycle laser
pulses. The availability of intense laser pulses of custom-tailored shape and duration
allows the observation and control of electron motion and the corresponding high-
order non-linear response of matter with unprecedented accuracy. We have focused
on the description of the non-linear response of many-electron systems to such strong
time-dependent perturbations on the femtosecond time scale. Our work horse the-
ory was time-dependent density functional theory (TD-DFT) in real space and real
time that permits an ab-initio description of the time-dependent many-body problem
on the mean field level including non-linear response to all orders. As the study of
such high-order non-linear response of solid matter is still in its infancy and theoreti-
cal tools are being developed as experimental technology progresses, we emphasized
comparison with experimental results where available to establish that TD-DFT can
give a realistic description of processes in matter even under such violent pertur-
bations. Overall, we found that TD-DFT captures the essential physics very well.
While TD-DFT gives accurate results for experimental observables, interpretation of
the results and understanding of the underlying processes is often complicated by
the wealth of processes that take place at the same time and by the complexity of
the quantum-mechanical description. Wherever possible, we illuminated the quan-
tum calculations by comparing with simpler models based on back-of-the-envelope
estimates, classical electrodynamics, semi-classical methods, and classical trajectory
Monte Carlo methods.

In the course of this voyage through the world of strong-field response of solid
matter, we applied our theoretical framework to three realistic systems. Firstly, we
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investigated the interaction of ultrashort laser pulses with metal nano-structures,
specifically nano-tips, in chapters 2 and 3. The impinging few-cycle pulse is enhanced
and slightly distorted near the apex of the tip by the dynamic lightning-rod effect de-
scribed by macroscopic electrodynamics, leading to electron photoemission from a
nanometrically confined area. Experimental control over the tip design parameters
affords control of the electromagnetic response. The local electric field at the tip apex
enters a quantum simulation of the emission and motion of electrons along the laser
direction in the vicinity of the metal nanostructure with TD-DFT. The time-dependent
electric field controls the motion of the emitted electron wave packet on the sub-
nanometer length scale and sub-femtosecond time scale and can lead to a return of
the electron to the surface where it can scatter from the first layer of surface atoms,
leaving characteristic marks in the energy spectra of emitted electrons. This exquisite
control of electron motion leads to a distinctive dependence of the electron spectra on
the laser pulse shape. Its origin was interpreted by comparison with a semi-classical
model as interplay of highly non-linear ionization near the laser pulse maximum and
the probability for rescattering along a classical trajectory. Our simulation can re-
solve the time-dependent screening charge layer on the surface that is smeared out
by quantum mechanical uncertainty or, equivalently, the atomic-scale variations of
the local electric field, in agreement with very recent experimental results obtained
by attosecond streaking of metal surfaces. We extended our simulations to parameter
regimes where experiments will become available in the near future and predict sen-
sitivity of the electron spectra to the detailed surface structure for longer wavelength
radiation (1600 nm) and discussed possible high harmonic emission from metal tips.

Secondly, we investigated strong-field induced electron dynamics in dielectrics
(chapter 4). Recent experiments have established that the properties of dielectrics
can be changed on the femtosecond time scale in a controlled and reversible man-
ner by ultrafast intense laser pulses, holding the promise of ultrafast optical circuits
that can, in principle, operate with petahertz clock rates, several orders of magnitude
faster than conventional semiconductor electronics. We focused on studying a very
recent set of experiments by Schiffrin et al. [2013] that has demonstrated charge trans-
fer inside a dielectric by virtue of the electric field alone. Our fully three-dimensional
ab-initio calculations permit scrutiny of the electron dynamics on the atomic length
scale and sub-femtosecond time scale. We found that the observed strongly non-
linear increase of transferred charge with increasing laser intensity is connected to a
change in the excitation mechanism from vertical excitations to the tunneling regime
where electrons are forced to tunnel between neighboring atoms within the solid.
The directionality of the tunneling process can lead to quasi-free currents that per-
sist even after the laser pulse is over before equilibrium is established on longer time
scales in the 100 fs range by dissipative processes. An inherently local process, tun-
neling is strongly influenced by the three-dimensional bond structure, and we found
anovel non-linear bulk photogalvanic effect relying on this mechanism that may per-
mit ultrafast charge transfer in a dielectric even without the need for pulse-shape con-
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trolled laser pulses. We used our simulation to estimate the feasibility of petahertz
signal processing and found that dissipation of the thermal load will be a main design
constraint. Employing a pump-probe setup to investigate the transient properties of
matter during irradiation, we found that the non-linear optical properties of matter
are changed drastically on the femtosecond time scale while the linear response is
changed on the level of a few per cent for laser intensities slightly below the damage
threshold.

Thirdly, we studied the response of fullerenes and endohedral fullerenes to ultra-
short laser pulses as a realistic nano-sized model system where field enhancement
and screening are still tractable by ab-initio simulations (chapter 5), extending our
studies of mesoscopic metal nanostructures in the previous chapters 2 and 3 where
field enhancement and quantum response had to be treated separately. Even though
Cep contains only 60 atoms arranged in a spherical shell of solid-state density with a
diameter of merely 0.7 nm, we found that many aspects of its response to ultrashort
optical laser pulses can be understood by comparison to the classical electrodynam-
ics textbook example of a sphere in a static electric field. We found the laser field is
screened inside the Cgp that essentially works as a Faraday cage, and that the field
is enhanced near the poles of the sphere. The main difference to macroscopic elec-
tromagnetism is a smearing out of the near-fields on the atomic length scale. Taking
advantage of our real-time formalism, we studied the onset of nonlinearities as a
function of laser intensity as well as the dependence of near-fields on nearby molec-
ular bonds. These time-dependent molecular near-fields can be scrutinized by their
effect on electrons ejected from the endohedral atom by an attosecond pulse in the
framework of attosecond streaking chronoscopy. For somewhat higher photon ener-
gies of the streaking field in the UV range that can access the first excited states of Cgp,
excited states are coherently populated and oscillations of the time-dependent dipole
moment continues after the laser pulse is over. We propose to make these coherent
oscillations accessible to experiment by applying the well-established streaking pro-
tocol. We found a significant signal in the streaking spectra that essentially follows
the time-dependent dipole moment and elucidated its origin. Our proposed proto-
col may allow experimental observation of complex processes like charge migration
and the onset of dissipation and decoherence from small molecules to mesoscopic
nano-particles.

We have demonstrated that time-dependent density functional theory provides
a good starting point for the description of the strongly non-linear response of mat-
ter for a great variety of systems ranging from a bulk insulator to a metal surface to
a large molecule. A realistic description of the three-dimensional atomic structure
and bonding in real space is key to capturing the strongly non-linear response in
the non-adiabatic tunneling regime that is strongly influenced by local fluctuations
in the bonding environment. The concepts and methods presented in this work will
provide a realistic description for many applications becoming accessible to experi-
ment in the coming years, several of which are highlighted in the conclusions of the
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individual chapters. On a broader scale, we foresee three main upcoming challenges
for a successful theoretical description of ultrashort pulse physics.

Firstly, a consistent and tractable description of the coupling between the macro-
scopic dynamics of light propagation and the microscopic electron dynamics must be
developed. First promising efforts into this direction by Yabana et al. [2012] are, up
to now, feasible only for the simplest of macroscopic sample geometries even while
employing the largest of supercomputers. Extension to more complicated geometries
will require improvements in efficiency or effectivity.

The second challenge for a theoretical description is the inclusion of decoherence
and dissipative processes, that is coupling to a bath of many degrees of freedom de-
scribing the influence of macroscopic boundaries, defects, and impurities, as well as
the motion of the atomic cores both for an infinite solid as well as for a molecule. Such
effects will become important on the time scale of 10-100 fs and their tractable inclu-
sion into TD-DFT beyond a phenomenological description of “quantum friction” is
presently an open question. In fact, the main driving mechanism of decoherence and
dissipation for individual systems is often not known a priori as it can depend on,
for example, the number density of different types of defects and impurities, surface
quality, etc. One desirable outcome of the study of the interactions of intense laser
pulses with matter is an improved understanding of these relaxation processes for
realistic systems in real time that have so far remained unexplored. Experiments that
provide access to, for example, the relaxation dynamics of the quasi-free currents dis-
cussed in chapter 4 or the time-dependent dipole moment of large molecules as dis-
cussed in chapter 5 will provide important benchmarks for a successful description
of the underlying processes.

The third challenge for theory is the inclusion of strong dynamic electron corre-
lation into the quantum description of realistic systems with more than a handful
degrees of freedom. Recent improvements to the static exchange-correlation func-
tionals and the development of suitable extensions of the mean-field description in
terms of many-body perturbation theory and the Bethe-Salpeter equation for static
density functional theory have lead to great progress in the description of electron
correlation to a degree where chemical accuracy can routinely be reached for many
relevant materials. For time-dependent density functional theory, such a level of accu-
racy is not yet obtainable and a large number of processes involving single-particle
excitations far from the mean field are at present not included. Examples that were in
part encountered in the course of this work include photoionization of an electron by
an XUV pulse, charge transfer, Auger decay, electron impact ionization in a solid or in
non-sequential double ionization of atoms and molecules by short laser pulses, or ex-
citation of intrinsic and extrinsic plasmons and inelastic loss as an electron traverses a
bulk metal or a Cgg shell. An ab-initio description of these processes in real time is, in
general, currently not feasible. For such cases, theory resorts to lower-level methods
like the estimation of reaction rates and classical transport theory taking quantum
mechanical information as input along the lines of section 5.8. The underlying reason
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for this failure of the, in principle, exact reformulation of time-dependent many-body
dynamics by TD-DFT has been in most part traced to the neglect of memory, or in lin-
ear response, equivalently the frequency dependence of the exchange-correlation po-
tential [Lein and Kiimmel, 2005; Wijewardane and Ullrich, 2005; Ullrich and Tokatly,
2006; Ramsden and Godby, 2012; Elliott et al., 2012; Fuks et al., 2013; Thiele and Kiim-
mel, 2014]. Identifying the main mechanisms that lead, within a mean-field scheme,
to a correct description of these processes has so far remained elusive even as sus-
tained interest has sparked much work on the subject over the last decades. One
possible conclusion is that a mean-field description, even though in principle exact, is
ill-equipped for capturing such physics. Besides optimal basis expansions for treat-
ing the full time-dependent Schrodinger equation [Meyer, 2012], a way out might
be provided by recent advances in approximate methods that take the two-body re-
duced density matrix instead of the one-body density as basic quantity [Akbari et al.,
2012; Lackner, 2014]. Such approaches have yielded first promising results, however
for small low-dimensional model systems.

Resolution of the three challenges laid out above will occupy physicists in the
decades to come. Being aware of these difficulties, we have demonstrated in this
work that a large variety of realistic systems can be treated with presently available
time-dependent density functional theory in good agreement to first available ex-
perimental results. The vigorous interest in extending intense few-cycle laser pulse
physics to ever more complex molecular and solid-state targets will afford ample op-
portunity to apply the concepts and methods of this work to more and more systems.
The promise of femtosecond strong-field physics to observe and control the motion
of electrons within almost arbitrarily complex targets on the natural electronic time
scale remains to be realized.
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APPENDIX A

Simulation of plasmonic tips with the boundary element method

In this section, we show how the boundary element method can be used to reli-
ably extract the complex field enhancement factor for mesoscopic structures made
from plasmonic metals. In contrast to the results for tungsten presented in the main
text, some subtleties have to be noted. The dielectric function of tungsten has a
large imaginary part over the whole range presented in section 2.5. This imaginary
part leads to a rapid decay of surface plasmons that are excited at the apex of the
nanotip and propagate along the tip shaft. For example, the propagation length
of surface plasmons along a tungsten cylinder of 20 nm radius is only ~ 150 nm
for tungsten at a wavelength of 800 nm [Sarid and Challener, 2010]. It is there-
fore sufficient to extend the numerical tip somewhat out of the laser focus to reach
convergence. The situation changes drastically for “plasmonic” materials like gold
which have a lower imaginary part of the dielectric function at optical frequencies
(eau(A = 800nm) ~ —26.4 + 1.46i, Palik [1991]; Olmon et al. [2012]) yielding a
much increased propagation distance of ~ 3.5 pm or up to several tens of micron
for cylinder radii in the 100 nm range. The simulation of tips of several tens of mi-
crons in size is typically not feasible numerically. With other simulation methods,
such as finite-differences-time-domain or finite element simulations, numerical ab-
sorbers like perfectly matched layers can be employed to model the response of an
infinitely extended tip shaft and absorb such excitations [Taflove and Hagness, 2005].
Such absorbing boundary conditions are unfortunately conceptually absent from the
boundary element method restricted to material configurations with piecewise con-
stant material properties 12. However, plasmonic materials can still be simulated with

121 jkely, numerical “absorbers” could also be built from well-designed material configurations with piece-
wise constant dielectric function simulating, for example, the gradual turning on of an imaginary part of the
dielectric function at the cost of a larger number of materials and material boundaries in the simulation.

127



128 APPENDIX A. SIMULATION OF PLASMONIC TIPS WITH BEM

@ - 1 7 tip length (b) D 2
— 1./ ym tip leng 3
=12t — 25um 1 <z <\~
Ty -~ 4.5um Wy W= A1
= 10} 6.0 um | )
2 tip length
£ 8 .
g °r i tip length
% | . 1.7 um 4.5 um |
5° J L o 2[H'5 ™l6.0
% 41 ﬁ\f[\,\ N :% ‘,.N%MM vﬂvﬁv"'" |
2 4 VAN s it
2 2 ] N\ \ 2N )
laser spectrum = AT ]
[arb.u.] =l 1A VL N
600 700 800 900 100011001200 40 O 40 80 -
wavelength [nm] time [fs]

Figure A.1: Simulation of plasmonic materials. (a) Frequency-domain response of gold rods of varying
length (radius 20 nm, opening angle 0 deg). Red crosses: 1.7 micron, green crosses: 2.5 micron, blue open
squares: 4.5 micron; turquoise filled squares: 6.0 micron. Pink shaded region: spectrum of a typical few-
cycle laser pulse (800 nm, 8 fs). (b) Sketch of the mechanism giving rise to the interference fringes in (a).
(1) Excitation of surface plasmons at the tip apex; (2) propagation of surface plasmons along tip shaft; (3)
reflection of surface plasmons at the back side of the tip (and possibly out-coupling), (4) propagation back to
the tip apex. (c) Time-domain response of gold tips of varying length. The arrows indicate the revival time of
the reflected surface plasmon wave packet for the tip lengths employed. Inset: Magnified view around time
zero (grey rectangle). The short-time responses of all tip lengths agree perfectly (dashed lines in inset for
easier viewing).

the boundary element method as demonstrated in the following.

As a few-cycle laser pulse reaches the apex of the nanotip, a surface plasmon
wave packet is launched along the tip shaft (Fig. A.1b). The plasmon wavepacket is
dispersed and damped along its way to the back end of the numerical tip. Depend-
ing on the shape employed for the back end of the tip, the surface plasmon wave
packet is reflected and can also couple to delocalized modes leading to irradiation of
light from the back end of the tip and further damping of the surface plasmon wave
packet. After reflection, the surface plasmon wave packet propagates back to the tip
apex, where its arrival time depends on the tip length and details of the shape of the
tip (Fig. A.1 c). The arrival time is of the order of twice the tip length divided by the
speed of light (¢ = 299.9 nm/fs) so that for a tip length of 2 micron the total travel
time of the plasmon wave packet is about ~13 fs. The tip length should be chosen
long enough so that the revival of the plasmon wave packet is clearly separated in
time from the incoming laser pulse. On the other hand care must be taken to resolve
the surface plasmon wavelength along the geometry. The near-field response at short
times is not affected by the revival dynamics at later times (inset of (Fig. A.1c) so that
field enhancement and phase shift are converged and can be extracted by fitting to a
short pulse shape or by doing a windowed Fourier transform around the short-time
response. In frequency space, the signature of the two wave packets reaching the
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apex delayed in time relative to each other are interference fringes in the conjugated
variable, the laser frequency (“antenna resonances”, Fig. A.1 a). This mechanism is
analogous to the interference of particle waves described by the simple man’s model
for nanotips described in section 3.2. The distance of the interference fringes is in-
versely related to the time delay between the two wave packets, and the visibility of
the fringes is a measure for the damping of the surface plasmon wave packet as it
travels from the apex to the back end of the tip and back again. Taking only the short-
time response into account for the evaluation of the field enhancement and phase shift
(low-pass filter in the time domain) corresponds to filtering out the high frequencies
in frequency space, i. e., smearing out the interference fringes over the spectrum of
the laser pulse.

While the calculation of plasmonic materials is more costly as simulations must be
run at several frequencies, the qualitative behavior including field enhancement and
phase shift is similar to that of tungsten or non-plasmonic dielectrica. However, first
results indicate stronger field enhancement and a maximum field enhancement at
smaller opening angles that decreases as the dielectric function decreases (¢ — —o).
In simulations for gold at intermediate tip angles near the maximum field enhance-
ment, we observe that the charge density distribution along the tip shaft is strongly
localized at the apex and is phase shifted compared to the incident field. This local-
ization of the charge density distribution suggests that the incident field couples to a
surface plasmon mode localized at the tip apex. The importance of surface plasmons
is further corroborated by the work of Issa and Guckenberger [2007] who numer-
ically investigate the field enhancement at the apex of a nano-tip due to adiabatic
nano-focusing of surface plasmons along the shaft [Babadjanyan et al., 2000; Stock-
man, 2004]. They obtain maximum field enhancement at intermediate tip opening
angles in analogy to our results, indicating that surface plasmons also play a role for
field enhancement due to illumination by a laser beam. Finally, Vincent et al. [2011]
have investigated the relation between the surface plasmon resonance localized at a
singularity and the dielectric properties of the surrounding material. The resonance
condition for a cone with semiangle ag is

e+1
e—1"

cos(ag) = (A1)
The resonance wavelength Ag for a given tip opening angle is given by the solution
of the above equation for €(Ag). Eq. A.1 has also been given by Goncharenko et al.
[2006]. Notably, the resonance condition cannot be satisfied for dielectric tips where
Re(e) > 0 and the right hand side is > 1. The resonant angle is attained around ag ~
20 deg for typical plasmonic materials in the optical wavelength range. For materials
in the infra-red where Re(e) — —oo, the optimal angle approaches 0 deg. First results
comparing the resonance angle of the localized surface plasmon predicted by Eq. A.1
to the optimum angle resulting from our simulations as a function of the real part
of the dielectric function appear to substantiate that this resonance is indeed the root
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cause for the larger field enhancement at smaller tip opening angles for plasmonic
materials. Despite this apparent resonance behavior, we find for most geometrical
parameters that the time-domain field is still only enhanced and phase shifted as for
dielectrics except near the optimal angle &g at very small tip radii (S 5nm). This is
an indication that the tip resonance is strongly coupled to the propagating surface
plasmon modes at the tip that guide the excitation away from the tip apex efficiently
before a localized resonance develops so that broadband field enhancement is still
provided. Importantly, the electric field can, to a good approximation, couple to the
plasmon modes only at the tip apex so that there are no plasmons propagating to-
wards the apex in the absence of specifically designed gratings [Giugni et al., 2013].
This is in contrast to results from nano-particles and nano-fabricated metal structures
where localized plasmonic resonances are excited (see e.g. Feist et al. [2013], Feichtner
etal. [2012], Dombi et al. [2013]). Such localized resonances typically provide stronger
field enhancement at the cost of a sharp resonance that leads to a much longer near-
field response in the time domain. To provide well-controlled few-cycle laser pulses
at the surface of such a nano-structure, advanced pulse-shaping techniques would be
required, and experiments relying on exquisite control of the laser pulse shape would
be harder because the temporal pulse shape at the surface may strongly depend on
details of the geometry [Foldi et al., 2014].



APPENDIX B

Scientific environment

This section is devoted to a basic statistical evaluation of the population of scien-
tists I encountered during my PhD. The statistical sample consists of about n = 104
“collaborators”. To gain reasonable statistics, the term “collaborator” was used very
liberally and includes all persons I published a paper, a poster, or an abstract with.
It also includes all persons I was in correspondence with with the eventual goal of
doing any of the former. The statistical uncertainty of the results presented is of the
order of 1/v/N ~ 10 %.

My experience confirms the infamous gender gap in physics (Fig. B.1a) with a
male-to-female ratio of about 4-1. This is about average among physicists: In the US
in 2010, the fraction of PhDs earned by women was only 20 % and fraction of female
professors is substantially below this value (e.g., 7 % full professors) [American Phys-
ical Society, 2014]. The situation of women in physics is illustrated by the fact that
among my collaborators there is only a single scientist who is at the same time female,
permanently employed, and neither French nor Belgian: Stefanie Grife received an
offer from Jena University as a full professor in 2012. Congratulations again!

For reasons unknown to me, physicists like to part themselves into experimental-
ists and theorists. I worked with more experimentalists than theorists (2-1, Fig. B.1b).
While I like to think this reflects my drive to pursue applied topics with a direct
connection to experiment, it also reflects the baseline statistics. For example, at the
IMPRS-APS the ratio of theory groups to experimental groups is 13-6, at TU Wien
there are 3 experimental institutes and 1 theory institute, and a recent study also
found a ratio of about 2-1 [Boninsegni, 2008].

I worked with people from 11 different countries (counting affiliations, not na-
tionalities; Fig. B.1e). The largest fraction of collaborators comes from Germany. The
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large role of Germany is explained by my affiliation with the IMPRS-APS (Interna-
tional Max Planck Research School for Advanced Photon Science) of the Max Planck
Institute of Quantum Optics (MPQ) in Garching / Munich. Regular meetings with
people from MPQ fostered almost half of my collaborations (Fig. B.1d). Austria is
second, with collaborations mainly within Prof. Burgdorfer’s group and with other
groups at TU Wien.

A typical career in physics involves getting a PhD, doing a number of post-docs,
and eventually securing a permanent position as an assistant professor or a full pro-
fessor (group leader). The latter account for about a third of people I have worked
with (Fig. B.1c), which reflects the large number of different publications full profes-
sors tend to be involved in. Professors are usually funded permanently while PhD
students and post-docs have temporary contracts (Fig. B.1f). The “average” scientist
I encountered was a male German experimentalist group leader at MPQ Garching
with a temporary position, as realized by Peter Hommelhoff before he was appointed
professor at Erlangen.

The scientific population pyramid as viewed from my perspective is given in
Fig. B.1le. The overwhelmingly young population (PhD < 2010) is decimated along
the scientific career path until it converges around PhD 1995-99. Recent statistics
from England [Harris, 2012] suggest a two-step mechanism for the decline. First, a
little more than half of the PhD students go off to pursue careers outside science af-
ter their PhD. Next, more than 90% of early career researchers (post-docs) eventually
end up in careers outside of universities with the majority flocking to jobs outside of
science. A recent PhD graduate who has decided to pursue a research career has a
statistical likelihood of about 7.5% to obtain a permanent position at a university, and
the chance of becoming a professor is 1%.



133

ex-scientist erperitus

(b) theory /
experiment

(a) gender (c) position

experiment

N none

" Belgium

other, “ Sweden
group Israel

“Hungary
Egypt
PO Germany

temporary permanent

(g) relative age (year of PhD)

30

>=2015  2010-2014 2005-2009 2000--2004 19951999 1990-1994 1985-1989 19801984 1975-1979  <=1974

Figure B.1: Scientific environment. (a) Gender. (b) Theorists vs. experimentalists. (c) Position along
the scientific career path. (d) Origin of collaboration (MPQ = Max Planck Institute for Quantum Optics). (e)
Country. (f) Income. (g) Population pyramid by year of PhD defense.
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Symbols

Table B.1: Symbols often employed

Symbol  Meaning

r position vector (bold quantities are vectors)
t time

F electric field

e electron charge

Fy electric field amplitude (in vacuum)

Feft electric field amplitude (¢f — including field enhancement)
Fyc static electric field (for “direct current”)
Focal(r)  local microscopic electric field

A vector potential (A(t) = — [*_ F(#)dt))
I laser intensity (I[W/cm?] = (Fyla.u.])?/5.338 x 1077)
A (central) laser wavelength

¢cE carrier-envelope phase

w, wr, photon energy of laser

wxuv XUV photon energy

T pulse length

T laser period (T = 271/ w)

p dipole moment

d dipole moment

Ag shape factor of a spheroid

R (Rgp)  radius (of curvature of a nano-tip)

tip half opening angle of a nano-tip

€ dielectric function

CFE field enhancement

W work function

I ionization potential

Er Fermi energy

n(r, t) charge density at r at time ¢

no(r) ground state density n(r, t = —c0)

An induced charge density (n(r, t) — no(r))
j (microscopic) current density

J (macroscopic) current density
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SYMBOLS

Table B.1: Symbols often employed

Symbol  Meaning

P polarization density (P(t) f T J()atr)

Up ponderomotive energy (U, = [Fo / 2w)]?)

0% Keldysh parameter (y = wV2W/Fy = /W/ (ZUP))

Qquiver quiver radius (¢quiver = Fo/ w?)

4 (electron) momentum

v (electron) velocity

k wave vector (electron or photon)

E energy

E; energy eigenvalue labeled i (often i = 1, k, band index and wave vector)

H Hamiltonian

14 potential

Vs ground state potential

Ves electrostatic potential

Vxc exchange correlation potential

Vext external potential

P (time-dependent) wave function

¢ (time-independent) wave function

Zim position of image plane

(A(b))p, average of quantity A(b) over b A))p = fb2 A (b)db/ (by — b])
For probability distribution S(x), (A) = [ A(x)S(x)dx/ [ S(x

Ts Wigner-Seitz radius

w, plasma frequency

)(5) i-th order susceptibility

QL laser-induced transferred charge

At effective surface area

« polarizability

Ap momentum shift

At time shift




Acronyms

ADK - Ammosov, Delone, and Krainov

BEM - boundary element method

CEP or CE-phase — carrier-envelope phase

CTMC - classical trajectory Monte Carlo

FDTD - finite differences time domain

FEM - finite element

FWHM - full width at half maximum

HHG - high-harmonic generation

IR - infrared (here used loosely for radiation of 750 nm - 10 ym wavelength)
LDA —local density approximation

NIR - near-infrared (700 nm - 1400 nm wavelength)
SMMN - simple man’s model for nanostructures

TD-DFT - time-dependent density functional theory
TDSE - time-dependent Schrodinger equation

UV —ultraviolet (100 nm - 300 nm wavelength)

VIS — visible (300 nm - 700 nm wavelength)

XUV — extreme ultraviolet (~10 nm - 100 nm wavelength)
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