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Abstract 

One of the main tasks when dealing with the adjustment of geodetic networks is to 
estimate their accuracy and condition .  Generally two distinct ways exist for the 
assessment of the quality of geodetic networks: either a pure mathematical approach 
with exact criteria or fuzzy logic, where l inguistic terms are used. In order to produce 
reliable results in the case of many parameters and conditions, the networks under 
investigation are assessed with fuzzy logic. For this study a software for processing the 
results of the adjustment used as input variables for the fuzzy logic application has been 
developed. Its final task is computing rating values in the interval [O, 1 ]  showing the 
quality of the system, i .e. in our case the adjusted geodetic netwo rk. Conclusions are 
made, taking in mind the computed rating values for various geodetic networks. 

1. Introduction 

The classical way for assessing geodetic networks is based on various criteria 
(described in the next chapter), derived within the adjustment procedure. The human 
expert should decide which system amongst others has the best qual ity, based on each 
criterion . The technical problem is that some of the mathematical criteria known from 
literature are derived in  parallel with the processing, whereas for others additional 
computations are necessary. Due to this reason and because of the complexity of the 
problems in some occasions the geodesists use only a few criteria , neglecting the 
others. However, for a complete network analysis all available criteria for accuracy and 
condition should be considered in order to get reliable results. 

Generally, using fuzzy logic is a way to assess a system, which has a number of 
parameters varying between large and small values. It is in particular useful when no 
exact deterministic model exists for the problem, but rules can be found by human 
experts, solving the problem by their experience. In this case, fuzzy logic is an 
alternative for assessing both condition and accuracy of geodetic networks. One of the 
important questions in geodesy is the choice of appropriate weights. In some of the 
articles the application of fuzzy logic in geodesy is treated only under the assumption of 
equal weights. As it wil l  be shown here, in fuzzy logic weights have their significance, 
too. An application has been developed, which reads the variables, values, rules and 
after finishing al l processes calculates the rating value for the g iven system. 

2. Fuzzy logic 

2.1 Some general information 

The general concept of fuzzy logic is described e.g. by Wieser (2001) .  A fuzzy set 
consists of pairs of values of a given variable and relevant values of a characteristic 
membership function , often abbreviated as MF. The value of MF is in the range of 
[O, 1 ], indicating the so-called degree of membership. Value "O" indicates non­
membership, while " 1 "  indicates ful l  membership. The difference to the classical 
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concept of set theory is that with fuzzy sets, also degrees of membership between 0 
and 1 are possible. 

The main idea of fuzzy variables is l inguistic: e.g. "small", "not big", "rather big", "big". 
For example, one can treat a number around 0 . 1  as "small", a number around 0.6 as 
"not big" and a number around 0.9 as "big". The general scheme for the so-called fuzzy 
controller is: 

/nput>Fuzzification>lnference>Defuzzification 

I n  the first part certain values are entered, which are then fuzzified, this means with the 
relevant MF they get their value for the degree of membership. I n  the inference part the 
weights are given and the relevant operator ("and", "or") is applied. The final part called 
defuzzification is used to obtain a crisp value for the rating. There are several methods 
to perform this final part of the calculation, but the most appropriate and commonly used 
one is the centroid method of defuzzification. 

Fuzzy logic is a simple way to "plot" an input region into an output region. An example: if
I know how good was the lunch at your favourite restaurant today, I could tell you what 
is the tip you should give. 

Input region: 
quality of the 

food 

Controller Output region: 
the tip 

Figure 1: Graphical example for a fuzzy logic system 

The common structure of a rule is: input variables, resulting MF, weight, logical operator 
("and (1 )", "or (2)"). For example, if the user defines a, b, and c as input variables, the 
rules may look in the following way: 

b 1 resultingl-. ht !c MF I
0 0 ! 1 ! 0.4 ! 2 !1

-1 1 ' 0 9 j 2 Io 
· 
·- 2 

, o 2 : o.85 1 2
0 0 1 2 I 0 ,9 l . 2 

Figure 1a: Example and description for six rules 

In natural language the last rule has the following meaning: If (c is smal l) then the 
network is goodnetwork, (weight). 

After the calculation, the user wil l  get a value between [O, 1 ], tel ling the quality of the 
system. In this particular case, for example if we derive a rating of 0.85 we can say that 
the system is goodnetwork. In case we get 0.95 it can be said that the system is also 
goodnetwork, but much better. But if the rating is 0.25, the system is considered as 
badnetwork. One can assess any kind of system, with g iven i nput variables and user­
constructed rules. 
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2.2 Applications of fuzzy logic in geodesy 

The possible use of fuzzy logic for various geodetic tasks (GPS, data processing, 
landslide monitoring, etc.) has been described in several publications, e.g. by Heine 
(200 1 ), Kutterer (2001 ), Leinen (2001) ,  Wieser (2001 ), Haberler (2003), Wieser (2003). 
Many more applications of this logic might be possible in geodesy, depending on the 
specific needs. One new additional possible usage for the assessment of the quality of 
geodetic networks wil l  be given in this paper. 

3. Application of fuzzy logic for assessing geodetic networks 

3.1 Mathematical Basics 

A brief explanation of the used symbols in  the article wil l be given here: 

N - Normal equation matrix; 
Q - Co-factor matrix; 

cond(.) - Condition number of a matrix; 

TrO - Trace of a matrix; 

DetO - Determinant of a matrix; 

Mar Mean arithmetic error for the whole network; 
Msq 

-

Mean quadratic error for the whole network; -

mp - Mean error in the position of a new point; 

nn - Number of the new-determined points; 
n - Dimension of a matrix; 
aii - Element of a matrix; 

A.i - Eigenvalue of the Q matrix; 

B Hyper ellipsoid semi-axis. -i 
I n  this research the following criteria for assessing the quality of geodetic networks are 
used, all of them based on parameters obtained by a standard least-squares fit: 

Sum Tr(Q) of the diagonal elements of the co-factor matrix of parameters: 
n

Tr(Q) = LQ(i,i) ( 1 )
i=l 

Determinant Det(Q) of the inverse matrix Q of the normal equation matrix N : 
n

Det(Q) = TI"- (2)
i=l i 
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Msq=f·:& 

(9) 

Mean arithmetic error Mar for the whole network: 

nn 

Mean quadratic error Msq for the whole network: 

Mar= L:mP1 (3) 

(4) 

Semi-axes Bi of the ell ipse, respectively hyper ell ipsoid of errors: 

Bi=µfi:; (5) 
where µis the RMS for weight 1 .  This criterion is both used locally, i .e. for each new 

point, and g lobally, i .e. for the whole network. 

The product: 

s·cond(N) (6) 

described by Konstantinov and Vulchanov (1 987) , wheres =2 .2204e-016and N is the 
normal equation matrix. It is known, that if s · cond(N) << 1 , the matrix N is wel l  

conditioned. With cond(N) = jjNllllN-1 I I  the condition number of the matrix under 

investigation is denoted. 

We also use the criteria Nnumber and Mnumber , given in Faddeev and Faddeeva 
(1 963), using the design matrix A : 

Nnumber = _!_ N(NA)N(N;,1); Mnumber = _!_M(NA)M(N;,1); (7)
n n 

(8) 

It must be noted, that in order to avoid confusion, only in (7) and (8) the normal equation 
matrix is denoted with NA. 

P number: 

All criteria are derived from the adjustment process of the geodetic networks. Later on 
they wil l  be used as input variables in fuzzy logic. 

3.2 Software information 

I n  order to customize, ease and mechanize the calculation of the rating values, 
especially for geodetic purposes an application has been developed in the OS Windows 
XP environment. The actual aim of the application  is to assess the quality of a given 

8 



geodetic network (measured by triangulation and trilateration), based on the computed 
rating with appropriately assigned weights for each input variable. 

The main characteristics and capabilities of the application are: 

a) It is possible to enter the names of the variables and their values by hand or 
from file. 

b) A check for i nconsistency of the input parameters is performed. 

c) Appropriate weights are calculated for each variable, as wil l  be demonstrated 
in section 3.3. 

d) Construction can easily be performed, editing, addition and removal of the 
rules, more than one simultaneously. 

e) A check for blunders in the rules is also done. 

f) It is possible to perform sequential computations after changing the necessary 
parameters. 

g) The last computations are optionally saved for further referencing. 

h) The rating of any given system can be evaluated with minimum effort. 

i) For the current needs the case is considered with two linguistic terms, 
describing the output i .e. badnetwork and goodnetwork (see section 3 .4) . 

The input and editing of the rules is organized in a memo box, which allows the user to 
easily change the parameters of the rules, including the weights. 

In case the user enters the data from the adjustment by hand, the fol lowing is required: 

- names of input variables; 

- their values; 

- type of the input membership function - either ZMF (function, which has a 
shape as the letter "Z", figure 2); 

- or  SMF (function, which has a shape as the letter "S", figure 3) , the default is 
set to ZMF. 

Figure 2: View of the ZMF function Figure 3: View of the SMF fu nction 

- minimum and maximum input range; 

- required parameters for each input function ,  corresponding to each variable; 

- names of the l inguistic terms, two are necessary for current purposes; 

- values of the output parameters, there are default set values; 

- rules, simply with -1 , 0, 1 ;  

- weight for each rule, one by default; 

- resulting variable (badnetwork or goodnetwork); 
- logical operator in  the rule: or/and. 
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3.3 Weights of the rules 

The weights Pi can be calculated using the equation: 

MinParameterPi= , for Valuei :;t: 0 ( 1 0) Valuei 
where MinParameter is the smallest parameter of the relevant membership function 
used for the calculations. The values of the weights wil l  be between [O, 1 ]  . Thus, every 
variable will get its most-appropriate weight and the system (in our case the network) 
wil l  be assessed in  a strict way. 

In our investigation the weights were determined according to one of three different 
options, in order to compare the results: 

1 .  Each rule has the weight 1 ; 

2. Each rule has a weight calculated according to equation (1 O); 

3. Each rule, consisting of d ifferent variables has a weight determined by the 
human expert. 

3.4 Assessment of geodetic networks 

The following studies were done within this research: 

1 .  Construction of the rules with a single variable according to section 3.3. 

2 . lncluding only certain variables in the rules in  order to investigate specific 
characteristics of a given network. 

3. I nvestigating the quality of specific small networks and also of a big network 
based on sets of variables and the geographical positions of certain fixed 
points within the geodetic network. 

I n  order to decide which network variant from a given set has a g ood quality in terms of 
accuracy and condition, the values of the relevant criteria were determined according to 
section 3. 1 .  The key moment for the user is to define the rules, based on human 
experience, with appropriate weights. 

For example: 

If Tr(Q) is small then system is goodnetwork -> high weight, 

If Tr(Q) is small or Det(Q) is small then system is goodnetwork -> medium weight, 

If Tr(Q) is big then system is badnetwork -> small weight, 

where "badnetwork' and "goodnetwork' are the l inguistic terms, describing the 
quality of the system.  From the input data (values of variables, rules, etc.), the 
application computes the rating value. 

Experiments were performed with geodetic networks having various geometry and 
different number of fixed points which all are part of a big network (figu re 4) - along the 
parallel (figure 5), along the meridian (figure 6), and in a square area (figure 7). The 
tests were done in order to explore certain characteristics of the networks and also to 
detect eventual d ifferences of the rating values depending on certain input data. I n  
some of  the variants coordinates, treated as  measurements, were added to  the usual 
angular and distance measurements to improve the quality. 

1 0  



Figure 4: Plan of the netwo rk; M ᖒ 1 : 300 000 

Figure 5: Plan of the network along the parallel; M ::::i 1 : 200 000 
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Figure 6: Plan of the network along the meridian; M ᖑ 1 : 200 000 

590 

Figure 7: Plan of the network with a square area shape; M ᖑ 1 : 200 000 
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3.5 Results and remarks 

The comparison of the rating values using either equal weights or appropriately 
assigned weights is g iven in figure 8. 

0,90 

0,80 

0.70 

0,60 

1:11 0,50
c
i
Al: 0,40 

0,30 

0,20 

0,10 

0,00 
2 3 4 5 6 B 9 10 11 12 13 14 15 

Network number 

Rating with equal weights • Rating with different weights 

Figure 8: Rating of the meridian network, parallel network and network with a 
square area shape (see Table 1). Calculated with Tr (Q}, Det (Q}, maximum hyper 
ellipsoid semi-axis, eps*cond(N), Mnumber. 

Detailed descriptions of the various solutions, the variables and the rating values are 
given in table 1 .  For network M3 (fixed points 1 34, 1 53 from the network along the 
meridian with additional coordinate measurements) and also for network M4 (fixed 
points 99, 1 00 from the network along the meridian) the rating is higher in  comparison 
with network M1 (fixed points 49, 50 from the network along the meridian) and network 
M2 (fixed points 1 34, 1 53 from the network along the meridian). The difference between 
the rating values with equal or appropriately assigned weights in network M1  and M2 is 
due to the fact that they were not suitably chosen. Similar results are valid for networks 
P1 to P5. A high value is obtained when coordinate measurements were added, e.g. in 
P4, compared to P3, or  when the fixed points are positioned in  the opposite part of the 
network, see P2. From estimating the network with a square area shape it can be 
concluded, that the highest rating is derived when the fixed points are positioned in the 
central part of the network. As a resu lt it can be said that there is a slight change in the 
rating values when using different weights instead of equal weights. 
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The quality of a big classical network (figure 4) was investigated with in nine variants 
with various locations of the fixed points (table 2 and figure 9). Major differences of the 
rating values can be observed in network variant N6. The reason for this low rating are 
mainly the large values of the used criteria and the position of the fixed points on the 
western edge of the network. 
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Table 2: I nput variables and rating values of the big network (Figu re 4) with nine 
variants, using two sets of variables. 
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Figure 9: Values of the input variables and fuzzy logic rating for investigating the 
condition of the big network with nine variants. 
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The network with a square area shape (figure 7) was under investigation with variables 
and rating values summarized in table 3 and figure 1 0. For this case six input variables 
were used . The reason for the low rating of networks 1 ,  5, 7, 1 0  might be due to the 
small number of fixed points or their specific position. High rating between 0. 7 4 and 
0.79 was obtained when coordinates were added as "measurements" for improving the 
quality of the network. It should be noted that there is no sign ificant d ifference in the 
rating when the coordinate measurements were increased even to 8 (network 1 2-1 5) .  
As a result i t  can be said that almost the same rating was obtained when no coordinate 
measurements were added, but the fixed points are at the periphery of the network 
according to variant 1 1  . Thus, the quality of a network can be assessed with fuzzy logic 
to decide about the number of coordinates to be added. 
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figure 10: Values of the input variables and fuzzy logic rating of a network with a 
square area shape, fifteen variants 
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It should be noted that the rating value for an assessment with fuzzy logic might vary, if 
the input parameters of the functions are changed by entering additional results from 
the adjustment. I n  order to avoid such a casual change, all basic variables should be 
entered at once. Fuzzy logic should produce similar results as those derived by the 
human expert, as the rules are created from the user. However, fuzzy logic is more 
reliable than the human expert, when there are a lot of variables and conditions. 

4. Conclusions 

From the calculations and experiments done in this study, it can be summarized: 

When performing an assessment of a network, one should use al l  available variables 
and avoid construction of a sophisticated system of rules. In this case it is preferably 
that the rules are simple with one variable in each rule. It is proposed not to compose 
multiple variables-rules. 

Weights should be determined precisely, according to section 3.3. The user should not 
determine the weights by her/himself. It is recommended that the human expert 
examines whether the rating corresponds to reality. The output generally depends on 
the value of each variable and/or of the logical operator when using rules with many 
variables. It is proposed to apply both classical and fuzzy methods in order to get a 
complete and reliable network analysis. 

In this way a well-conditioned system can be quickly and easily chosen among others. 
Rating values derived with fuzzy logic could be used as an  additional information for the 
geodesists. 
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1. Introduction 

The IAU/I UGG (International Astronomical Union/I nternational Union of Geodesy and Geophysics) 
Working Group on "Nutation for a nonrigid Earth", led by Veronique Dehant, won the european 
Descartes Prize in 2003, for its work developing a new model for the Precession and the 
Nutations of the Earth. This model (MHB2000, Mathews et al .  2002) was adopted by the IAU 
during the General Assembly of Manchester, in 2000. It is based (i) on some improvements for the 
Precession model (with respect to the previous one of Lieske et al. 1 977) owing to the VLBI (Very 
Long Baseline Interferometry) tech nique, and (ii) on a very accurate nutation model, close to the 
observations (see Figures 1 .  1 and 1 .2). 

:OltalM ... , ......... ᖏWJ1u ' ' ' ' ' ' -i, -
ҵ •. -..,... ........................-.•••••-. ....... ......._ ............
... L..!.. ..J......L...L.L..J..:.. .. 

--- l· ·l..·-t-.. ····Ĵ·.. ··i··-·f·..·i·· .. 
.:1..., ·- ..... - ·- ·- .... ,_ -- ... ...... 

FIG. 1.1 - Celestial pole offsets ( d?/.i, d€), FIG. 1.2 - Celestial pole offsets (d.X, 
in longitude and obliquity (respectively), dY), with respect to the IAU2000 mo­
with respect to the IAU1980 model. del. 

Owi ng to this Prize, the Nutation researcher community could offer some grants for international 
scientists, in the fra mework of the Descartes-Nutation project, that refers to further improvements 
of the Precession-N utation Earth model. The fields being implied in such an effort have been 
pointed out (see Report of the WG Precession-Nutation): 

• The atmosphere and related ocean effects should be better taken into account, 
• The strategy for VLBI data based on more stable radio-sources should be considered 

(Feissel-Vernier 2003), 
• New couplings mechanisms at the core boundaries should be considered, such as the 

viscous coupling, 
• The effects of differential rotation between the inner core and the mantle, and the liquid 

core and the mantle, should be considered, 

• The free mode excitations by the atmosphere or any other phenomena should be 
considered (this is particularly the case for the Free Core Nutation (FCN) and the Free 
Inner Core Nutation (FICN)), 

• The coupling between the three components of the Earth rotation should be considered 
(e.g. effect of Length-Of-the-Day (LOD) variations on the nutations). 

In the framework of this Descartes-prize, I arrived on Monday 31 st of January 2005 at the 
University of Technology of Vienna (TU Vienna). I spent six months at the Institute of Geodesy 
and Geophysics (IGG), managed by Professor Harald Schuh. We decided that our contribution to 
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the improvement of the Precession-Nutation model could be part of the Nutations observation 
effort. At the IGG, the OCCAM software is used for analyzing the VLBI data. We decided to use it 
in order to compute the Earth Orientation Parameters (EOP) on the basis of the VLBI data, which 
is nowadays the most complete geodetic technique to determine Earth Rotation: 

• First I had to deal with this new software and the VLBI data to use. 
• Then I computed some tests for the models and options of fitting considered during the 

solving for the EOP. 
• I solved for the EOP (more particularly the nutations in which the Descartes-N utation 

project is involved) with the version 6.1  of OCCAM. 
• Finally, I compared our results with the other IVS (I nternational VLBI Service) analysis 

centers. 

The goal was to allow the IGG to compute the IVS VLBI sessions (with the OCCAM software) for 
the whole data span available. This step was the first one for: (i) the submission of the results to 
the IVS Analysis Coordinator, and (ii) the combination of the results for the EOP coming from 
OCCAM with the ones obtained with the Bernese GPS software used at the Institute. The 
combination wo uld be even more interesting in an a priori way (lets say on Sinex level). In the 
future, these results could be used with the Galileo ones and combinations at Sinex level could be 
undertaken. 

In this paper we present first our studies and results related to the EOP computed with OCCAM 
software and VLBI data. Then we focuss on the various seminars, talks and posters presented 
during these six months and finally we conclude about this collaboration.  

2. Project on EOP computed with OCCAM and VLBI data 

2. 1 Preliminary tests 

First we began to make some tests of the OCCAM options considered during the com putation of a 
VLBI session, solving for the EOP (see Table 2 . 1  ).  We considered two options for these 
preliminary tests: free solution or not for the station network (see Fig 2.1 ). The results are in good 
agreement. 
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OXILIARY 

TIST 3.SO BIB/SNO S �IF.STOCH Y 
WP JmF D!F :r+N G+N G+I l/C 

F 

CUTOJF ILIVATION: S.O

0 DOWIJWIIGHTIR'G FOR LOW iLIVATIONS: COSZ COSZ.,..*Z 
o.o cosz ....... , 

!OP OPFSIT RAT! PL COBSTIWT OJFSIT CONSTRHT RA.Tl 
T 99.99 0.00 N 0.000 (mas] 0.000 (mas/hl 

POL/YPOL 99.99 99.99 N 0.000 (mas] 0.000 (aas/hl
UTl 99.99 99.99 N 0.000 (ms) 0.000 hlls/hl 
6 .1REE SOLUTION 

. STATIOHS S V B I CONSTIWT %N_!CC %!_ICC H ICC 
TATION 0.000 Y Y y ·0.00000 0.000 0.000 

%
0н000 

0 

PARAHITlll 
TIHE DlT. ZD ZDR ZRS CO CR CRS GR GIUl 

99.99 1.00 0.00 99.99 1.00 99.99 99.99 0.00 
IICIVISI LINEAR FtDTCTIONS AND CONSTRAIBTS 
WI&! 11U.C.TIOHAL HIGHT OP COJISTRAlllTS: 99999 
lU.TIS RW ZDR PL P.W CLP. PL RW GRP. PL 

HK/SQRTCH) HK/SQRTCH) HM/SQRTCH)
10.000 Y 30.000 Y 0.000 N 

SIG ZDO EX SIG CLO EX SIG GRO IX 
HM HM HM

0.000 N 0.000 N 0.500 B 

ISTIMA.TIOU. OF SOURCES (UHP./FIX) HMR CALL/SIT) ALL 

ADDITIONAL LOOS! COBSTP.AINTS ON ALL 99.000 [•as] 

FIG. 2.1 - Input file for rullliing OCCAM software. 

TAB. 2.1 - Comparison of the EOP results for the OCCAM solution (at the mjd date 
52573.00), depending on various options : (1) No free solution, and (2) Free solution for 
the network (always ''no estimation of source positions"). The celestial pole offsets results 
are given with respect to MHB2000. 

de d·¢ Xp YP UTl 
µas µas µ813/d µas µas/d µs JJ$/d 

1 -356.1 
± 41.5 

-2.9 
± 94.6 

129434.1 
± 67.9 

-4180.1 
± 182.1 

157138.1 
± 51.5 

-1496.8 
± 141.6 

-246630.5 
± 2.2 

-239.9 
± 5.5 

2 -363.4 
± 40.1 

-56.4 
± 91.9 

129480.8 
± 85.9 

-4198.1 
± 175.7 

157137.0 
± 61.9 

-1432.1 
± 136.9 

-246635.2 
± 2.5 

-238.6 
± 5.3 

Then we undertook to make some tests with the new version of OCCAM (OCCAM 6.1 ) ,  
implemented recently at the Institute. Indeed, Volker Tesmer from DGFI (Deutsches Geodatisches 
Forsch ungsinstitut, Munchen, Germany) came to the Institute to implement this new OCCAM 
version. Then I began using it to solve for the Earth Orientation Parameters (EOP). 
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computed. 

First of all, I present here the comparisons i nvestigated for the EOP results between the old and 
new versions of OCCAM software. Then, I show some tests made taking into account various 
options and models during the OCCAM 6.1 computation. Finally, I compare our solution for the 
EOP obtained with OCCAM 6. 1 with the ones of the analysis centers. 

2. 2 EOP offsets solutions: OCCAM 6. O versus OCCAM 6. 1 

We computed OCCAM 6.0 and OCCAM 6.1  for the IVS (I nternational VLBI Service) R1 and R4 
sessions from the first half part of the year 2004: 

• The limit for the precision of our computation is 5 sigmas. 
• For the troposphere, we use the Vienna Mapping Function (VMF) during the computation 

(Boehm & Schuh 2004). 

• The cut-off elevation angle for the troposphere is set to 5.0 degrees. 
• We solve each day for: 

(i) the celestial pole offsets (ds, dljl}, with respect to IAU2000 model, 

(ii) the pole coordinates (xp, yp) and the corresponding rates, with respect to the C04 
series of the IERS (International Earth Rotation and Reference Systems Service) , 

(iii) the angle UT1 and its rate, with respect to C04 series. 
• At the same time solving for the EOP, we solve for some auxiliary parameters: 

(i) a zenith delay, a clock parameter and an atmospheric gradient each day, 

(ii) a zenith delay rate and a clock parameter rate each hour, and an atmospheric 
gradient rate each day, 

(iii) a second order clock parameter each day. 
• We do not solve for the station network nor for the radio source positions. 

The results are compared for each EOP in Figure 2.2. Taking into account the error bars of the 
figures, we can determine the mean precision of the computation for each EOP (see Table 2.2). 
We must add that there are some errors in terms of error statistics with the old version of OCCAM. 
We will use now OCCAM 6. 1 ,  with the input settings described above (the corresponding solution 
is named "classical solution ''). 

TAB. 2.2 - Mean EOP sigmas (using the IVS Rl and R4 VLBI sessions from the beginning 
of the year 2004), for the computations with OCCAM 6.1 ("rms" means root-mean­
square): we added up all the session sigmas for each EOP, and we divided by the number 
of sessions 

OCCAM 6.1 computation 

Mean rms of the residual delays (ems) 

Mean de sigma (µas) 

Mean d¢ sigma (µas) 

l\1Iean Xp sigma (µas) 

Mean YP sigma (µas) 

Mean UTl sigma (µs) 

Mean UTl rate sigma (µs/ day) 

1.12 

51.29 

121.47 

78.03 

73.86 

2.71 

6.38 
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µas 

±5.3 

3 

4 -357.4 

±5.5 

2.3 Tests for the OCCAM 6. 1 options and models 

Table 2 .3  shows some comparisons for the EOP results obtained computing OCCAM 6. 1 with 
various input setti ngs (the source positions are never estimated): 

( 1 )  We do not estimate the station network (th is corresponds to the "classical sol ution"). 

(2) We solve for the station network. 

(3) We do not solve for the atmospheric gradients. 

(4) We use a Lagrange interpolation (and not a linear one anymore) for estimating the EOP 
at each time interval. 

TAB. 2.3 - Comparison of the EOP res ults for the OCCAM 6.1 solution (at the mjd date 
52573.00), depending on various options : (1) No free solution, or (2) Free sol ution for 
the network (always "no estimation of source positions11). Not solving for the atmospheric 
gradients is also checked in (3), and a Lagrange interpolation (not a linear one anymore) for 
the EOP is tested in (4) (with no free solution and no estimation for the source positions 
in both case). The celestial pole offsets are given with respect to IAU2000 model. 

dE d¢ 
µas 

Xp 

µai; µai;/d 
YP 

µas/d 
UTl 
µs JU5/d 

1 -356.1 -2.9 129434.1 -4180.1 157138.1 -1496.8 -246630.5 -239.9 

± 41.5 ± 94.6 ± 67.9 ± 182.1 ± 51.5 ± 141.6 ± 2.2 ± 5.5 

2 -363.4 -56.4 129480.8 -4198.1 157137.0 -1432.1 -246635.2 -238.6 

± 40.1 ± 91.9 ± 85.9 ± 175.7 ± 61.9 ± 136.9 ± 2.5 

-362.5 -147.3 129459.5 -4074.4 157213.2 -1352.7 -246629.1 -240.1 

± 42.6 ± 96.6 ± 64.4 ± 187.8 ± 45.7 ± 145.3 ± 2.1 ±5.6 

-17.9 129432.2 -4163.0 157153.4 -1494.8 -246630.9 -238.2 

± 41.5 ± -17.9 ± 67.9 ± 182.1 ± 51.5 ± 141.7 ± 2.2 

We can see that the results are in good agreement, but for having a better idea of the setti ngs to 
really im plement, we compute OCCAM 6. 1 for a dozen of IVS R1 and R4 VLSI sessions in the 
beginning of the year 2004 (see Fig. 2.3 - Fig. 2.8) .  
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FIG. 2.8 - UTl rate, obtained with OCCAM (version 6.1) : offset with respect to C04 
series. 

Figure 2.9 shows the root mean square (rms) of the residual delays during the OCCAM 6.1 
computation, for each of the dozen IVS R1 and R4 VLBI sessions in the beginning of the year 
2004, depending on various input settings: 

• Solving for the gradients or not, 
• Use of ITRF2000 or another terrestrial frame {named "05R01\_PB.CAT": reference 

frame from DGFi global solution), 
• Use of various constraints for the zenith delays, the clocks and the atmospheric 

gradients offsets (less constraints than in the "classical computation") . 
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We can see that solving for the atmospheric gradients is better than not solving for them at the 
same time than for the EOP. The terrestrial frame used instead of ITRF2000 seems to give better 
results, but comparisons with the other analysis centers will be undertaken with ITRF2000 which 
is the classical one. And finally, the constraints implemented on the zenith delay, the clock and the 
atmospheric gradient offsets do not modify significantly the results for the EOP. 
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FIG. 2.9 - Root mean square (rms) of the residual delays during OCCAM 6.1 comput ation 
(in centimeters), depending on various input settings a.nd options considered. 
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2.4 Comparison with the solutions of the EOP analysis centers 

In  order to investigate further the reliability of our results computing OCCAM 6. 1 for solving the 
EOP, we compare our results with the ones of the IVS analysis centers. We use the series 
described in Table 2.4. 

TAB. 2.4 - Details about the EOP series from 6 IVS analysis centers (5 used for our comparisons). 

Analysis Gcoscience BKG Institute of Main Saint- United States 
Centers Australia Leipzig Applied Astronomical Petersburg Naval 

Astronomy Observatory University Observatory 
(Australia) (Germany) (Russia) (Ukraine) (Russia) (USA) 

Series ausOOOOl bkg00004 iaao0301 mao2003o spu00002 usn2005a 

Software OCCAM CaJcSolve OCCAM SteclBreezc OCCAM CalcSolvc 
5.0 9.12 /GROSS 2.0.2 5.0 9.12 

Solving for : 
celestial frame ? No Yes No No No Yes 
terrestrial frame ? No Yes No Yes No Yes 

A priori for : 
CRF ICRF'2000 ICRF-Ext.1 ICRF-Ext. 1  ICRF-Ext .1 ICRF-Ext.1 ICRF 
TRF ITRF'2000 ITRF2000 ITRF2000 ITRF2000 ITRF2000 ITRF2000 
Precession model IAU1976 IERS 1996 IAU2000A IAU2000A IAU1976 IERS1996 
Nutation model IAU1980 IERS 1996 IAU2000A

(+ FCN from MHB) 
IAU2000A IAU198 IERS1996 

Figure 2. 1 0  shows the solution for the nutations computed with OCCAM 6. 1 ,  taking into account 
the three different nutation models: IAU 1 980 (Lieske et al . ,  1 977) , IERS1 996 and IAU2000 
(Mathews et al. , 2002). For the comparisons with the analysis centers series, we use the IAU1  980 
model. 
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Figures 2.1  1 and 2. 1 2  shows then that our results with OCCAM 6.1  are in good ag reement with 
the results of the IVS analysis centers. 
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Fm. 2.11 - EOP offsets with respect to the C04 IERS series : comparison of our solution, 
computed owing to OCCAM 6.1, with the one of 5 IVS analysis centers. 
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FIG. 2. 12 - EOP offsets with respect to the C04 IERS series : comparison of our solution, 
computed owing to OCCAM 6. 1, with the combined one of the IVS analysis coordinator . 

To discuss further these EOP results, a point to investigate is the reason for the shifted Xp and YP 
solutions (obtained with OCCAM) with respect to the other analysis centers series. This seems to 
come from the use of ITRF2000 coordinates for positionning the VLSI stations (more particularly 
for Tigoconception). Then we could use another terrestrial reference frame for solving the EOP . 
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3. Scientific Communications 

3. 1 Seminar 

At the beginning of March, I gave a seminar at the Institute of Geodesy and Geophysics, which 
was entitled: "Earth Rotation and Variations of the Gravity Field". This talk was part of the 
conference series of the Institute, dealing with the modern researches done in Geodesy. 
presented my PhD Thesis work and general points about Earth Rotation. 

3.2 EGU General Assembly 2005 

At the end of April 2005, the annual General Assembly of the EGU (European Geosciences 
Union) took place in Vienna. This colloquium allows the geosciences scientific community to meet. 
It is an importa nt annual assembly for the international Geodesy scientists. I took part at this 
meeting, so during the month of April I prepared the poster I presented there. The poster was 
entitled "Length of day and polar motion, with respect to temporal variations of the Earth gravity 
field" (see Appendix A). This paper was a part of my PhD Thesis work, that I investigated further. 

(PhD Thesis, http://tel.ccsd.cnrs.fr/documents/archives0/00/00/82/86/index_fr.html) 

3.3 Retreat of the Institute of Geodesy and Geophysics 

On Monday 30th and on Tuesday 31st of May 2005, all the scientists of the Institute of Geodesy 
and Geophysics went together to a cottage in the south of Vienna for a brainstorming retreat. The 
goals were to present to our colleagues the work done in the last few months, the plans for the 
near future and further ideas for Geodesy in general and for the Institute research way in 
particular (see Appendix B). 

3. 4 IAG Scientific Assembly Colloquium "Dynamic Planet 2005" 

I n  the framework of the collaboration with Laura Fernandez, we obtained that the GRGS/CNES 
(Toulouse, France) let us use the series for the Stokes coefficients of degree 2 (order 0, 1 ,2) for 
comparisons with geophysical models. Indeed, Laura is interested in  the influence of the 
hydrology in the Earth Rotation perturbation (with some geophysical models). To compare these 
results with the temporal variations of the gravity field, we have the series coming from: (i) the 
positioning study of about 20 satell ites between 1 985 and 2002 (GRIMS model; see Gruber et 
al.-2000 and Biancale et al. 2000), and (ii) the positioning study of Lageos I and Lageos I I ,  
between 1 985 and 2004 (see my PhD manuscript and Bourda & Capitaine 2004) . Then we 
submitted an abstract for the IAG Scientific Assembly taking place this summer in  Cairns 
(Australia) (see Appendix D). 
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3.5 Journees 2005 

During June 2005, I decided to submit an abstract to the Journees 2005 meeting taking place in 
Warsaw (Poland) in  September 2005 (see Appendix E). This paper presents the work I have been 
doing in Vienna during six months, in the framework of the Descartes nutations prize (see Fig. 3 . 1  
- 3.2). 

ANALYSIS AND COMPARISON OF PRECISE LONG-TERM NUTA­
TION SERIES, STRICTLY DETERMINED WITH OCCAM 6.1 VLBI 
SOFT\VARE 

G. BOURDA1 2 3  , J. BOEHǶl3, R. HEINKEL1fk'lN3 , H. SCHUH3 
1 L3AB-UMR5804, Observatoire de Bordeaux, FRANCE 
2 SYR:l'E-UMR8630, Observatoire de Paris, FRANCE 
3 Institute of Geodesy and Geophysics, Vienna University of Technology, AUSTRJA 
e-mail: Geraldine.Bourda@obspm.fr 

1. INTRODUCTION 
The IAU/IUGG Working Group on "Nutation for a non-rigid Earth" , led by Veronique 

Dehant, won the European Descartes Prize in 2003, for its work de\reloping a new model for 
the precession and the nutations of the Earth. This model (MHB2000, :Mathews et al. 2002) 
was adopted by the IAU (International Astronomical Union} during the General Assembly in 
Manchester, in 2000. It is based (i) on some improvements for the prec:es.iion model (with respect 
to the pre\•ious one of Lieske et al. 1977) owing to the VLBI technique (Very Long Baseline 
Interferometry), and (ii) on a very accurate nutation model, close to the observations. With this 
prize, the Descartes nutation project could offer for international scientists some grants, to be 
used for further improvements of the precession-nutation Earth model. At the IGG (Institute of 
Geodesy and Geophysics), with the OCCAM 6.1 VLBI analysis software and the best data and 
models 1n'ailable, we re-analyzed the whole VLBI sessions available (from 1985 till 2005) solving 
for the Eart.b Orientation Parameters (EOP) . In this paper we present the results obtained for 
the EOP and more particularly for the nutation series. We compare them with the other IVS 
(International VLBI Service) analysis centers results, as well as with the IVS combined BOP 
series from the analysis coordinator. The series are in good agreement, except for the polar 
motion coordinates that show a shift with respect to the other ones and that we discuss here.
Finally, we analyse the nutation series in the framework of the free core nutation (FCN) effect. 

2. COMPUTATION 
In this study we use 2944 VLBI sessions from 1982 till 2004, described as suitable for de­

termining the EOP by the IVS Analysis Coordinator. They are computed at the IGG, from 
the NGS-format files corrected on the basis of the ECM"'"F meteorological data, in order to 
improve the height component of the stations and the determination of the trop08pheric pa­
rameters. Clock breaks and reference clocks were investigated and taken into account for each 
session (Heinkelmann et al., 2005). The VLBI analysis software used at the IGG is OCCAM 
6.1, in which the classical lea.st-squares method based on the Gauss-t.•!arkov model (Koch, 1997) 
is implemented. We used (i) the terrestrial reference frame ITRF2000, (ii) the Vienna Mapping 
FUnction (VMF; Boehm &: Schub 2004), and (iii) a cut-off elevation angle for the troposphere 
set to 5 degrees. We estimated atmospheric gradients, clock parameters and zenith delays, as 
the same time we solve for the 5 EOP: one per session, and its rate for the pole and UTl. But 
we do not estimate the stations and sources position. 

Fm. 3. 1 Proceedings of the poster presented at the Journees 2005 in Warsaw in the-

framework of the Descartes-Nutations prize. 
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3. DISCUSSION 
In Figure 1, we 11how the results obtained for t.he polar motion (xp component) compared to 

the tVS combined rapid solution (series ivi.-OOrle). Thia i;eriea was obtained ut.ing the IVS-Rl 
and R4 ses:1tions, very good one8 for determining t.he EOP, occuring after the year 2000. We 
can notice a shift in our aeries with reapect to the IVS combined one. We wondered if this 
shift oould be solved removing Tigoconception station. And we can realise that it is in better 
agreement after removing it. (aee Fig. 1 ). Thi:; C3D be explained by the fact that we u5ed 
1TRF2000 terrl!llt.rial reference frame, in which Tigoconception p06ition is not well det.ermined. 
But it still remains a difference at the end of the data time 11pan . In Figure 2, we plotted 
the Fourier apedntm of the Cell!lltiaJ Pole Offi;et11 (dV!, de) we obtained, with re1:1ped to the 
JAU2000 nutation model. Depending on the data t.ime span conaidered, we do not obtain the 
same periodical 11ignah;. The main ones are immmari7.ed in Table 1 ,  inveatigating the longeat data 
time span possible (bet\\-een 1982 and 2004). For further studies about the Free Core Nutation 
effet:t (FCN), we will investigate a wavelet analysis on the prograde and retrograde parts of the 
Earth nutationa. In the future, we will be able to uae also the intensive VLBI seaaions in our 
computations. 

I : 
Figure 2: Fourier spectnim oft.he celet."tial pole 

tained with OCCAM 6.1 and compared to the off'set11 obtained wit.h OCCAM 6.1, with re­

IVS combined aeries. spect. to I A U2000 model. 

Figure l: Polar motion Xp component., ob­

Period dE: df,P
450 dayi; 81 /"8S 181 µas 
570 daya 63 /UIS 168 JISS 

Tuble l: Amplitude8 of the higgei."t periodical signals for (d¢,dE:}, with ret.J>eet to IAU2000. 
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FIG. 3.2 - Proceedings of the poster presented at the Journees 2005 in Warsaw in the 
framework of the Descartes-Nutations prize. 
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4. Conclusion 

Owing to the Descartes-Nutations prize, I could spend six months in Vienna, at the I nstitute of 
Geodesy and Geophysics (IGG) (TU Vienna). I worked there with the OCCAM software to 
compute VLBI data in  order to determine Earth Orientation Parameters (EOP). These studies 
were the first ones to begin computing EOP with OCCAM and VLBI data at the IGG. 

On one hand, this experience offered me to get more specialized with the VLBI technique and to 
investigate the EOP computation analyzing VLBI data. On the other hand, I could work with a lot 
of international scientists and this allowed me to begin some collaborations. 
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Appendices 

A. EGU General Assembly 2005 

"Length of day and polar motion, with respect to temporal variations of the Earth gravity field" 

G .  Bourda (1 ,2) 

( 1 )  Paris Observatory - SYRTE/U MR8630, FRANCE 
(2) Now at: Vienna University of Technology - Institute of Geodesy and Geophysics, AUSTRIA 

Geraldine. Bourda@obspm.fr 

The masses distributions inside the Earth govern the behaviour of the rotation axis in the Earth 
(polar motion), as well as the Earth rotation rate (or eq uivalently, length of day). These masses 
distributions can be measured by space owing to artificial satellites, the orbitography of which 
provides the Earth gravity field determination. Then, the temporal variations of the Earth gravity 
field can be related to the variations of the Earth Orientation Parameters (EOP) (with the Inertia 
Tensor) . 

Nowadays, owing to the satell ite laser ranging (SLR) technique and to the new gravimetric 
satel lite missions (as CHAMP or GRACE), the temporal variations of the low degree coefficients of 
the Earth gravity field (i .e. Stokes coefficients) can be determined. 

This paper is one of the first study using gravity variati ons data in the equations already 
established (e.g. Lambeck 1 988, or Gross 2000) and linking the variations of the length of day and 
of the C20 Stokes coefficient (or, l inking the polar motion and the C21 and 521 coefficients). This 
paper combines the Earth rotation data (mainly obtained from VLBI and GPS measurements) and 
the Earth gravity field variations ones (Lageos I and II data, or GRACE data) , in order to complete 
and constrain the models of the Earth rotation. The goal is a bette r Earth global dynamics 
understanding, with possible application can be the constraint on the couplings into the Earth 
system (e.g. core-mantle coupli ngs). 
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B. IGG retreat 

Figures 4.3 and 4.4 show the talk for the retreat, presenting the work I was doing at 
the Institute from the beginning of February. 

FIG. 4.2 Institute scientific members retreat . -
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D. JAG Scientific Assembly Colloquium "Dynamic Planet 2005" 

"Earth gravity field and LOO variations related to hydrological excitations" 

G. Bourda (1 , 4) , L. Fernandez (2 , 3, 4), and H. Schuh (4) 

(1 ) Paris Observatory - SYRTE/UMR8630, FRANCE 

(2) UN La Plata - Facultad de Cs. Astron6micas y Geoffsicas, ARGENTINA 

(3) Consejo Nacional de l nvestigaciones Cientfficas y Tecnicas (CONICET) 

(4) Vienna University of Technology - Institute of Geodesy and Geophysics, AUSTRIA 

Geraldine. Bourda@obspm.fr; lauraf@fcaglp.unlp.ed u.ar 

Not only the motion terms but also the masses redistributions inside the Earth govern the 
behaviour of the Earth Rotation Parameters (ERP), and in particular of the Earth rotation rate or 
equivalently, length of day (LOO). Indeed, the dynamics of the internal processes that change the 
Earth's tensor of inertia also cause changes of the Earth's rotation. This distribution of masses can 
be measured from space by artificial satellites, the orbitography of which provides the Earth 
gravity field determination. Effectively, variations in the global mass distribution of the Earth cause 
changes in the gravitational field by changing the inertia tensor. Then, the temporal variations of 
the Earth gravity field can be related to the variations of the ERP. Nowadays the satellite laser 
ranging (SLR) technique and the new gravimetric satellite missions (as CHAMP or GRACE) 
provide the temporal variations of the low degree coefficients of the Earth gravity field (i.e. Stokes 
coefficients) with a good precision. In this work, variations of the Earth gravity field were analyzed 
for C20 estimated from (i) laser distances to Lageos I and I I  satel lites, and (ii) from GRACE gravity 
measurements. After tidal and decadal signals were removed from LOD, the results were 
compared with C20 from geophysical model predictions focussing on the hydrological estimations 
from LaD-Danube (Milly & Shmakin ,  2002) and NCEP/NCAR models. 
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E. Journees 2005 

"Analysis and comparison of precise long-term nutation series, strictly determined with OCCAM 
6. 1 VLBI software" 

G. Bourda (1 , 2, 3), J. Boehm (2), R. Heinkelmann (2), and H. Schuh (2) 

( 1 )  Paris Observatory - SYRTE/UMR8630, FRANCE 

(2) Vienna University of Technology - Institute of Geodesy and Geophysics (IGG), AUSTRIA 

(3) Bordeaux Observatory - L3AB/UMR5804, FRANCE 

Geraldine.Bourda@obspm .fr 

The IAU/IUGG Working Group on "Nutation for a non-rigid Earth", led by Veronique Dehant, won 
the European Descartes Prize in 2003, for its work developing a new model for the precession 
and the nutations of the Earth. This model (MHB2000, Mathews et al. 2002) was adopted by the 
IAU (I nternational Astronomical Union) during the General Assembly in Manchester, in 2000. It is 
based (i) on some improvements for the precession model (with respect to the previous one of 
Lieske et al. 1 977) owing to the VLBI technique, and (ii) on a very accurate nutation model, close 
to the observations. With this prize, the Descartes nutation project could offer for international 
scientists some grants, to be used for further improvements of the precession-nutation Earth 
model. At the IGG, with the OCCAM 6. 1 VLBI analysis software and the best data and models 
available, we re-analyzed the whole VLSI sessions available (from 1 985 til l  2005) solving for the 
Earth Orientation Parameters (EOP). I n  this paper we present the results obtained for the EOP 
and more particularly for the nutation series. We compare them with the other IVS analysis 
centers results, as well as with the IVS combined EOP series from the analysis coordinator. The 
series are in good agreement, except for the polar motion coordinates that show a shift with 
respect to the other ones and that we discuss here. Finally, we analyse the nutation series in the 
framework of the free core nutation (FCN) study and modelisation. 

52 



Fffi1 ·͞ 
!EiliS-.:: 

. •  1. uu.. O'eo eS'r e ᒹ 

f 200SJ 

Emphasized poi11r. To make an effort in thࡏ EOP and Gravity field variations:  PhD work 

CD :::::!. CD• C 
 J ::J -· CO:: ࡎ 0

Q :r. o GJ 

-. . ::J CD 

- a. = o 
3 Cl> CD :::; CD 0.: (I) ct> 
• CD ...,.. -

(/) -· c 

-n o. a  

0 Ill !!?. 

0 

0 -0  < a  
UI N 0 :::::!.ID 

..... 

:ii
)>c
I\.)0 
O> 

;:i. ,, .0CD O C :::;
Cf ::. Cl> CD 
N. UI ͚ CDCD CD ID ::Jr·Ƅ!1ƅ , , , , t  - Geraldine Bourda .Ifƃ͛  O Q) ::J Пo (/) - ruc: o -o ­a. ::J (i) )>-

(/)(J) "O Cl> (/)(/)C CD ...,. 3(I) "O CD r:T(J) Q) a. -C (D ID '< 
0 n>..... 

Institute of Geodesy and Geophysics r:T 
(Vienna Technical University) Austria)

Harald Schuh 

..... -

lese p ars o 

Descartes-Nutatlons Prize 2 

b tw: tJ 2 il f de ·een 

Descartes-Nutatlons Prize 1 

:::; ..... 

-
ro 

fiold of tll.e Nutation Obsetvatio11.ll' a.ud their ,GGOS L.Analym 
- a. )> 
(J) m -
-· 

<O ::::so CD .....CD ::JID 

Collahoration with I.aura Fernandez 
=:> Ri,tto1 · c.,us dcteon.inatioJt of the EOP 011 the
tolࡐl VLBI data O.'Jiart available: 

c:::> Comparison ofLength-of-the-Day (LOO)
obtained with:• R&.analyzing of-20 yrs ofVLBI se7ions. 

•11
:.... 5· g.

...... ::J5
͜ =r~ e!.)>
::1E 3 a 

(i) gravity field data (from SLR), and
(ii) Hydrological model (LaD model).• OCCAM 6.1 S(lftware + best models and

data available.{ 
........

Bourda. Ferfl011dez. & &:huh. 2005, !AO ScienlificDetermining the 5 EOP series, ASSllmbl.y - D)•namio Pia/Wt 2005,Comparison with AC's results, 3 ͝ 5'< 0 3ca1ms -AJistrolta, 22-26..August 2005 ::1E ࡍ O" 
..,.. 

Fourier Spectmm analysis·oftl1e
Cel&."1.ial Pole Offsets. Q o e!.7\ -h- ..... c..... :::; ::J

Boul'da, Boflhm, Hesnlrl/man. & Sc/wk, Pr<X. JSR ~ (J) (5".... 0 2.­CD CD -
(/) - ·c: 0 ::::s

FIG.  4.9 - Slide prepared for the IAU General Assembly 2006 : Descartes-nuttaions prize. CJ)Ui !!l )>ID Cl> c
::::s er coa. z c:
::r c: !!?.0 i.U I\.)::1E !:!: 0

CJ1 :::; ::J - o oO>w ­(J) (/) 



References 

Barnes, R. T. H .  , Hide, R. ,  White, A. A. , and Wilson, C. A., 1 983, "Atmospheric angular 
momentum fluctuations, length-of-day changes and polar motion", Proc. R. Soc. Lond. , Vol. A 
387. 

Biancale, R. , Balmino, G. ,  Lemoine, J.-M., Marty, J.-C. , et al . ,  2000, "A new global Earth's gravity 
field model from satellite orbit perturbations: GRIM5-S1" ,  Geophys. Res. Let. ,  27, pp. 361 1 -­
361 4. 

Bourda, G. ,  and Capitaine, N . ,  2004, "Precession, Nutation, and space geodetic determination of 
the Earth's variable gravity field", Astron.  Astrophys. , 428, pp. 691 -702. 

Bourda, G. ,  2004, "Rotation terrestre et Variations du Champ de gravite : Etude et apport des 
missions CHAMP et GRACE", These de Doctorat, Observatoire de Paris, France. 

Chen, J. L. , Wilson, C. R., Chao, B. F. ,  Shum, C. K. , and Tapley, B. D. ,  2000, "Hydrologic and 
Oceanic Excitations to Polar Motion and Length-of-day Variation", G. J. I . ,  Vol. 1 41 .  

Chen, J .L. ,  Wilson, C.R. , and Tapley, B.D. ,  2005, "lnterannual variability of low-degree 
gravitational change, 1 980-2002", J. Geodesy, 78 (9) , pp. 535-543. 

Dehant, v. , Brzezinski A. ,  Report of the WG Precession-nutation of the Comission 1 9  of the IAU: 
http://www.astro.oma.be/IAU/. 

Feissel-Vernier, M. , 2003, "Selecting stable extragalactic compact radio sources from the 
permanent astrogeodetic VLBI program", Astron. Astrophys . ,  403, pp. 1 05-1 1  0. 

Gross, R. S. ,  2000, "Gravity, Oceanic Angular Momentum and the Earth's Rotation", Gravity, 
Geoid and Geodynamics 2000, IAG Symposium 1 23. 

Gross, R. S. ,  Fukumori, I . ,  and Menemenlis, D. ,  2003, "Atmospheric and Oceanic Excitation of the 
Earth's Wobbles During 1 980-2000", J. Geophys. Res. ,  Vol .  1 08 B8 2370. 

Gross, R. S. , Fukumori, I . ,  Menemenlis, D. ,  and Gegout, P. ,  2004, "Atmospheric and Oceanic 
Excitation of Length-of-Day Variations During 1 980-2000", J. Geophys. Res. , Vol. 1 09. 

Gruber, T., Bode, A., Reigber, C. ,  Schwintzer, P., et al., 2000, "GRIM5-C1 : Combination solution 
of the global gravity field to degree and order 1 20", Geo phys. Res. Let . ,  27, pp. 4005-4008. 

Kalnay, E . ,  1 996, "The NCEP/NCAR 40-year Reanalysis Project", Bull. Amer. Meteor. Soc. , Vol. 
77. 

Lambeck, K. , 1 988, "Geophysical Geodesy: The slow deformations of the Earth", Oxford Science 
Publications. 

Lieske, J. H . ,  Lederle, T. , Fricke, W., and Morando, B., 1 977, "Expression for the Precession 
Quantities Based upon the IAU (1 976) System of Astronomical Constants", Astron. Astrophys., 
58, pp. 1 --1 6. 

McCarthy, D .  D. ,  Petit, G. ,  2003, IERS Conventions, I ERS Technical Note 32, Frankfurt am Main:  
Verlag des Bundesamts fur Kartographie und Geodasie. 

Mathews, P. M. ,  Herring,  T. A., and Buffett, B. A. , 2002, "Modeling of nutation-precession: New 
nutation series for nonrigid Earth, and insights into the Earth's Interior", J. Geophys. Res. , 1 07 
84, 1 0. 1  029/2001 JB000390. 

Munk, W. , Macdonald, G. ,  1 960, "The Rotation of the Earth: A Geophysical discussion", 
Cambridge University Press. 

Rochester, M.G., and Smylie, D.E. ,  1 974, "On changes in the trace of the Earth's inertia tensor", 
J. Geophys. Res. 

54 



Salstein, D. A, Rosen, R. D., 1 997, "Global momentum and energy signals from reanalysis 
systems", 7th Conf. on Climate Variations, American Meteorological Society, Boston ,  MA. pp. 
344--348. 

Wahr, J.M.,  1 982, "The effects of the atmosphere and oceans on the Earth's wobble - I .  Theory", 
Geophys. J. R. Astr. Soc. , Vol. 70. 

55 



DESCARTES Project: 

Integral influence of "geophysical fluids" 

to shape and rotation of the Earth 

Laura Isabel Fernandez Monteagudo 

Guest scientist at the IGG from 

01 -02-2005 to 31 -07-2005 

56 



Following we will describe the activities developed during 6 months at the Institute of Geodesy 
and Geophysics (IGG) (TU Wien; Vienna University of Technology) in  the frame of the master 
Descartes project "Pinpoint positioning in  a wobbly world" The following points, which wil l be 
developed later, condense the principal achievements of this stage. 

A. Computation of a hydrological excitation time series (Hydrological angular Momentum, HAM) 
as estimated by the LaO model. 

B. Analysis of the effectiveness of the Hydrology (LaO) in exciting inter-annual polar motion 
variations. 

C. Comparison of LaO hydrological mass term excitation to polar motion at annual periods with 
respect to other model estimation. 

0. Analysis of the polar motion budget at seasonal term s: 

01. Comparison of NCEP, LOAS and Lao. 

E. Study of the annual and inter-annual effects of the on LOO variations 

E1. Comparison with the respective Stokes coefficients (2, 0) from LAGEOS and GRACE 

A. Computation of the HAM time series 

1.  Getting data : Reading of groundwater values from Lao model 

Among all the output files from the Land Dynamics Model (hence after, LaD), I took the 
groundwater field, that is, the total water storage on spatial cells. (Milly and Shmakin, 2002) 

The groundwater density distribution data has been generated within the Continental Water, 
Climate, and Earth-System Dynamics Project and is provided on a global 1 °  x 1 °  grid. Data 
outputs are available in monthly intervals for the period between January 1 980 and May 2004. 
The numerical values refer to the first day of each month. Data quantities represent the mass of 
water per grid cell given in units of [kg/m2]. Frozen cells are assumed to be permanently glaciated 
and global ice melting and sublimation is considered. 

The water storage within a non-glaciated cell is composed of a snow pack store Ws, a root zone 
store Wn and a groundwater store w9• Glaciated cells consist of the snow pack store and a glacier­
ice store w1• In general form, the total water storage W of a cell is given by 

W = ws + wr + Wg + WJ 
(1)  

The whole information, is contained in  292 matrices of 1 80 x 360 values each, given at a large 
*.nc file format. Such file was read and converted into simple and easily manageable ASC I I  data 
files. 
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2. Data Time series calculation: 

In order to compute the time series of Stokes coefficients .b.C2o, .b.C21 and .6821 variations due to 
the continental water storage mass redistributions from LaD model, a FORTRAN program was 
written. 

80 . · 
.  . . · .so 

40 · :  . 
· . . .. .. . ;

20 
:. - ·· 

" ·\" • 

-80 
0 50 1 00 150 200 250 300 350 

-300 -250 -200 -1 50 -1 00 -50 0 50 

Figure 1: Shows an example of LaD groundwater data distribution. The white areas represent 
the continental water storage data distribution (in units of kg/m2) in latitude and longitude for 
the first epoch (1 .2. 1 980). 

According to Wahr et al. (1 998), we must solve the fol lowing integral equations: 

(2) 

where Pave = 551 7 kg/m3 is the average terrestrial density, Re = 63781 36.6 meters is the 
equatorial Earth's radii and kt = -0.301 is the degree 2 load Love number (IAG Numerical 

Standards, 1 999). <p refers to the latitude and J.. to the longitude. 

Referri ng the mass of the Earth as M = 4/3rrR3ePave = 5.976 E24 in kilograms and replacing the 
normalized associated Legendre Functions by 

P.lm = 
( 2l + 1) (/ - m)! P.

2 (/ + m)! Im 

which in this case adopts the values 
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f5 
V2 

• . d¢' d2 

4'zmass , 4'xmass and 4'ymass given by the Special Bureau for 

21 = e I Aa(¢1 ,..t) cos ¢1 si11 · ¢AC - 3 R 2 (1 + k !211Jc;: ., cos ..i
f1S21 5 M 0 0 Slll ..i 

- 1 ,P20 (cos ¢>) 2 (3 cos- ¢>-1)
= 

and 

}i1 (cos ¢) = -3 cos tjJ sin ¢ 
Replacing in  (2) we have 

{ }} 
(3) 

) 

where 8a(<p' ,A.) is the total water storage values in un its of kg/m
1 °  latitude x 1 °  longitude grid. The variable <p (latitude) , which takes the extreme values - 90° (S) 
to 90° (N), was replaced by <p' between 0° and 1 80°. 

The problem consists in  solving numerically the surface integral in (3). 

The integration was made in two steps. Fi rst, a numerical integration on latitude is performed 
addressing a two-dimensional interpol ate scheme and then the integral was approximated by 
Gaussian quadratures. 

The idea of this last is the approximation of the integral by a sequential sum of functional values 
evaluated at a set of equally spaced poi nts and multiplied by weighting coefficients. In order to 
test the programs, a first computati on was done using the Aa(<p' ,  J..) continental water storage data 

2 
from LaD model , provided in a 

from the NCEP (National Centers for Environmental Prediction, NOAA) reanalysis model. 

In figure 2, the results of our numerical integration were compared with AC20, 8C21 and 8821 

Hydrology (SBH) of the Global Geophysical Fluid Centre (GGFC). The period of computation was 
deduced from the excitation functions 

January1 st 1 980 till December 31st 2002 at 1-day interva l. 

Figure 3 shows the application of the same FORTRAN programs but on LaD groundwater data for 
the period January 1 980 til l  May 2004 at 1 -month interval .  
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Figure 2: Testing the performance of the nu  merical integration programme. Red curve our 
computation of C21 and 821 variations based on NCEP/NCAR groundwater model. Blue cu rve: 
C20, C21 and S21 time series computed from the continental water storage excitation functions 
(SBH, Sub bureau of Hydrology. IERS). Data is given daily. 
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Figure 3: The numerical integration program applied in the computation of .ll.C20, .ll.C21 and .ll.821 
from LaD model. Data time interval is 1 month. 

B. Hydrology (laD) in exciting inter-annual polar motion variations. 

With the purpose of qualifying the ability of the Hydrosphere to excite long term ERP (Earth 
Rotation Parameters) variations, we also estimates the Stokes coefficients, C21 and S21 , but from 
the Atmosphere and the Oceans. 

1. Atmospheric excitation function 

As a source for estimating the gravity variation signal from the Atmosphere, we used the 
atmospheric angular momentum (AAM).  It is that derived from the NCEP/NCAR reanalysis project 
at 6-hours interval.  AAM are real values multiplied by 1 07, with a 2.5°-by-2.5° spatial resolution. 

They were also obtained from the IERS, but in  this case from the Sub-bureau for the Atmosphere 
(SBA). 
As atmospheric pressure forcing is not taken into account by the global ocean circulation model 
ECCO, an inverse barometric (18) correction was applied to the pressure fields (i.e. the pressure 
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JP. sin ¢ cos2 efJ cos .:t dA.. d¢ 
(4) 

was set to zero over the oceans) prior to the computation of atmospheric angular momenta (AAM) 
(Salstei n et al . ,  1 993}. The data set spans the time interval between January 1 st 1 980 and 
December 31st 2002 at daily i ntervals. 

Following Barnes et al. ,  (1 983) 

3
-.y; = Q (C -A) g s 

3 -l .43 Re J(u sin <j> cos <j> sinA +  v cos <I> cos A.) dA dcj> dp Q (C -A) g s

'¥P = - 1 .00 R!
x (C - A) g s • 

'¥: = - 1  .00 R! 

-t .43 Re J(u sin <j> cos <j> c-0s A. - v cos cj> sinA.) dA. cL1> dp 

p. sin ¢ cos(C - A) 

-.y; = 

2 ¢ sin A.. d}., dt)
g Js (5) 

where the super-index w refers to the wind (or motion) terms and p to the pressure (or mass) 
terms. Re = 63781 36.6 meters is the equatorial Earth's radi i ,  g the acceleration of gravity, C and A 
the axial and equatorial moment of inertia of Earth and P is the surface pressure values, u(q>,h,p,t) s 
and v(<p,h,p,t) are the eastward and northward components of the wind velocity at pressure level 
p. Finally, <p refers to the latitude and h to the longitude. 

Thus, the atmospheric Stokes excitation functions, the add of the mass + motion atmospheric 
terms, were taken for the period January 1 st 1 980 till December 31 st 2002 at daily intervals. 

2. Oceanic excitation time series 

In  this case we used the global oceanic angular momentum (OAM) as estimated by Gross et al. 
(2003). The data were obtained from the IERS, Special Bureau for the Oceans (SBO). 

The global OAM mass term used in our computations is based on the Massachusetts Institute of 
Technology (M IT) model. The last is named as Estimating the Circulation and the Cl imate of the 
Ocean (ECCO) Program ocean general circulation model (Gross et al. 2003}. 

Calculation is performed at one day interval, on a grid of 72.5° S to 72.5° N. The grid points are 
1 /3° far apart at the equator and 1 °  at the poles. However, they are 1 °  of space between 
longitudinal grid points. Some other specific features of the MIT model can be found in Gross et al. 
(2003) and references therein. 

The ocean angular momentum can be expressed as Gross et al. (2003) 

( Px +i Py )::US = - Jp(r, t) r [sin <j> u(r, t) + i  v(r, tJ] eii. dV 
v (6) 

where <p refers to the north latitude, A is the east longitude, u(r,t) and v(r,t) are the eastward zonal 
and the northward meridional currents throughout the volume V of the modelled oceans. Finally, 
p(r,t) is the density of some mass element located at position r. Daily values were weighted 2
average mass terms of the oceanic excitation function in units of [kg m /s] . 

(7) 
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As before the total oceanic angular momentum, computed as the addition of the mass and 
motion terms, was taken for the period January 1 980 till middle 2002 at daily values. 

3. The polar motion excitation functions 

Conservation of angular momentum within the Earth system implies that polar motion and LOD 
wi l l  be excited by torques acti ng on the Earth as well as variations in  the Earth inertia tensor. 
Whereas the torques are caused by changes in winds and currents, the variations in the Earth 
inertia tensor are caused by global mass redistributions. 

In effect, the linearized conservation of the angular momentum equation is, (Munk and 
MacDonald, 1 960; Lambeck, 1 980) 

( i 
dt

dm (t) ) i R(t)) t -- ---m t  + -
a0 n dt (8) 

where a0 = 2TTfT (1 + i/2 Q) is the complex-valued frequency of the Chandler wobble, determined 
by period T and quality factor Q, n = 7.2921 1 5  E-05 rad/s. (JAG Numerical Standards, 1 999) 
refers to the angular velocity of the Earth. m(t) = mx(t) + i my(t), where mx(t) and my(t) are the 
direction cosines of the Earth's rotation axis relative to the axis of the rotating, body-fixed 
reference frame. 

Thus, if w = (wx,Wy,Wz) represents the instantaneous angular velocity of the Earth, the excursions 
of w from a uniform rigid rotation with angular velocity n can be written in terms of 3 small 
dimensionless quantities mi; (Munk and MacDonald, 1 960; Lambeck, 1 980) 

rox = mlt n; = my n; ©z = (1 + mz ) nro,. 
(9) 

hence the mi represent the direction cosines of w (instantaneous rotation axis) relative to the z­
axis of a fixed-body reference frame. 

4J = lVx + i lVy are the polar motion excitation functions. In absence of external torques is valid, 

of the Earth's inertia tensor and C, A the axial and equatorial principal moments of inertia of the 
entire Earth. The factors 1 .44 accounts for the yielding of the solid Earth to impose surface loads, 
and 1 .61 takes into account the core-mantle decoupling (Gross, 2000; Gross et al. 2003). 

Hydrological effects on inter-annual polar motion are mainly expected from variations of water 
storage, whereas the contribution from motions of continental water are viewed as inferior. 
Therefore relative angular momenta are neglected in our study (h(t) = 0). Eqs. (1  0) can be written 
into complex formulation as: (Lambeck, 1 980; Barnes et al . ,  1 983; Chen et a l . ,  2000; Gross, 2001 ) 

(Wahr, 1 982; Gross, 2000) 

1 . 6 1  [ 0 (Mn: (t) + iT(t) = h(t) + -
Q (C - A) 1 .44 

(1 0) 

where h(t) = hx(t) + i hy(t) is the relative angular momentum, b.lxz, b. lyz are the respective variations 

(1 1 )  
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i = +:1 .  This equation relates the excitation functions to mass variations in the Earth system 
which are described by time series of the second-degree and first-order Stokes coefficients. 

The whole previous formalism relates changes i n  the Earth angular momentum to changes in the 
Earth's rotation pole. However, the observed Earth rotation Parameters as given by the 
International Earth Rotation Service (IERS), are referred to the location of the celestial ephemeris 
pole within  the rotating body-fixed terrestrial reference frame (Gross, 1 992; Brzezi nsky, 1 992). 

So that, re-writing equation (8) in terms of the ERP as reported by IERS, 

i dp(t)p(t) + - -- = T(t) 
cr0 dt ( 12) 

where p(t) = Px(t) - i py(t) with Px(t) and py(t) the respective x and y components of the polar 
motion, following the convention of py(t) C{poie) being positive toward 90° W longitude. 

Addressing equations (1 1 )  and (1 2) ,  daily Earth Rotation Parameters (ERP) excitations for the 
period January 1 980- May 2004 are computed from the multi technique combined C04solution 
from the IERS. In particular, we applied the I ERS Earth Orientation Parameters Product Center 
(EOP-PC) online interactive tool (http://hpiers.obspm.fr/eop-pc/geophysicalexcitation/observed 
excitation). We set the Chandler period (T) at 433 days and the quality factor Q at 1 75. No filtering 
was applied to the output data series. 

4. Homogenization of data 

In  order to homogenise the different time series, a Savitzky-Golay filter was adopted to smooth the 
LaD hydrological Stokes coefficients at 30-day interval. The same procedure was applied to 
NCEP/NCAR hydrological, atmospheric, oceanic and the polar motion (observed) time series. 

The criteria followed for the adoption of this method as well as all the preliminary analysis was 
add ressed in the internal report N°2 (March 2005). 

5. LlC21 and LlS21 geodetic time series computed from observed polar motion 

From the above discussion, we could also deduce an atmospheric and oceanic C21 and 821 time 
series by using the mass terms of the excitation functions data series formerly described. 

From Chen et al. (2000) 

( 13) 

where 4Jx and 4Jy are the excitation functions due to mass redistributions of X and Y of polar 
motion and C21 and 821 the Stokes coefficients of degree 2 and order 1 .  

This computation was performed for the Atmosphere, the Oceans and also for the observed polar 
motion data. The period of the computation was January 1 980 till 2003 at daily values. Figure 4 
show us that the addition of the mass contributions from Atmosphere and Oceans can explain 
mostly of the features observed in the Stokes coefficients variations of the polar motion.  
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Fig ure 4: C21 and S21 temporal variations from ERP IERS C04 (blue curves} and atmospheric + 
oceanic models (red curve} at 1 5-day interval. 

6. Computation of "l..Jl free" 

We computed the "free" excitation fu nction as the subtraction of the geodetic (observed) excitation 
minus the atmospheric + oceanic contribution. Afterwards, we compared the free excitation with 
respect to the hydrological excitation functions due to mass redistri butions. 

Fig ure 5 shows the free excitation function, that is the observed polar motion excitation free of 
oceanic and atmospheric influence, for the period 1 980-2002 at 30-days interval. 

7. Data Filtering 

Seasonal variations of the Stokes coefficients must be attributed to similar mass changescaused 
by variations of the ocean dynamics as well as the atmospheric mass redistribution and the global 
hydrological cycle. 
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Figure 5: lj.l'x (up} and lj.l'y (down) compone nts of the lj.ltree excitation function in radians as 
function of time in years. 
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Figure 6: Inter-annual temporal variations of the mass excitation functions of polar motion. lj.lx 
(up) and lj.IY (down) in radians versus time in years. The blue curve represents the free 
excitation function while the red cu rve is the hydrological one from LaD model. 
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I n  order to study the possible hydrological excitements to the inter-annual variations of the polar 
motion, we eliminate the high frequency components from each data series by using a low pass 
filter. 

To accomplish with this, we applied a Vondra k filter with E = 35604.92 (Vondrak, 1 977). It 
corresponds to a cut-off frequency of 1 cycle i n  2.37 years, which is approximately twice the 
Chandler wobble. 

Figure 6 shows the two components of the excitation functions (4J = '+'x + i I.Vy) in radians as a 
function of time in years. I n  this case, each plot shows both: the free excitation function (blue) and 
the hydrological excitation function from LaD model. The Vondrak filtering was applied to all of 
them. The period for this plotted data is January 1 st 1 980 - May 2004 at 30-day interval . 

8. Time-frequency analysis: Wavelets 

In  order to analyze the behaviour of the filtered series in  the freq uency domain, we applied a 
mathematical tool that allows us to do this, but also to scan the performance of the time series 
along the ful l  time interval: January 1 980 - May 2004. 

We applied Wavelet analysis of filtered '+'tree and 4Jhydrologica1 time series. In particular we used the 
FORTRAN codes morlet.f and coherence.f from M. Schmidt (Deutsches Geodatisches 
Forschungsinstitut, DGFI). 

Morlet.f was applied to produce the prograde and retrograde wavelet scalogram for both mass 
excitation time series. The mother wavelet was Morlet with a w0 = 2n. 

In order to evaluate the relative importance of the maximums, we applied a significance test on 
the scalogram values; using a =  2 following Schmidt (2002). 

Figures 7 and 8 show the application of the morlet.f code to the filtered time series: "free" 
(observed polar motion deprived of the oceanic and atmospheric excitations) and hydrological 
mass excitations values. 
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Figure 7: Prograde wave let scalogram of the inter-an nual temporal variations of the free mass 
excitation function (left) and the hydrological one (right). 
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Figure 8: Retrograde wavelet scalogram of the inter-annual temporal variations of the free 
mass excitation function (left) and the hydrological one (right). 

Note that for the prograde component the annual remnant variation reaches a maximum at the 
free excitation, but this peak appears by apart 1 5  years. Because the time span is not enough to 
see a complete Markowitz period, we speculate that this feature should be related to that effect . 

Afterwards, we used the coherence.f program (also from M. Schmidt, DGFI) in  order to compute 
the cross wavelet scalogram as well as the normed coherence values. Again, these values were 
computed in agreement with the Schmidt (2002) procedure. 
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Figure 9: The square of cross wavelet scalogram (left) and normed coherency {right) for the 
prograde free and hydrological mass excitation functions. 
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retrograde free and hydrological mass excitation functions. 

Figures 9 and 1 0  show us the square of cross wavelet scalogram and the normed coherence 
values for the prograde and retrograde components. respectively. From these figures we can 
conclude that: At one hand, for the prograde components we can see the hydrological i nfluence 
with a period near 4-5 years, which is demonstrated by a normed coherence of 0.99. 

On the other hand , for the retrograde, groundwater redistributions excite variations at 4 years. 
However the irregular variations between 1 . 5  and 2.5 years are not clearly explained by 
hydrological excitation. They should obey to oceanic or atmospheric mis-modelling. 

C. Comparison of LaD excitation to polar motion at annual periods with respect to 
other mo del es timation 

The seasonal polar motion excitation is a set of 1 2  excitation functions. It is the sum of sinusoidal 
variations at 1 ,  2, 3, 4, 5 and 6 cycles per year (c.p.y.). We defined annual excitation to mean the 
1 c.p.y. sinusoidal component of the seasonal excitation. It is considered a pure sinusoid and 
thus, it correspond to a discrete line spectrum in the frequency domain. 

The annual excitation describes an ellipse centered at the North Pole, which can be written as the 
sum of prograde (west to east) and retrograde circular components, 

( 14) 

with v = 1 cpy the freq uency, t the time i n  months from January 1 st and A the phase-lag. 

We estimated the contribution to the annual excitation in polar motion from continental water mass 
redistributions. For that, by using a least squares adjustment, we fitted an annual sinusoid to the 
hydrological excitation functions time series. 

Table 1 shows annual contribution from other several hydrological models by (Chao and 
O'Connor, 1 988), (Hinnov and Wilson, 1 988), (Kuehne and Wilson, 1 988) , (Jochmann, 1 999) and 

I 
J 
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(Cheng and Wilson ,  2005) . Hereafter these models wil l be named as: CHOC, HW, KW, JOCH and 
LDAS, respectively. 

The values for NCEP/NCAR model were taken from (Cheng and Wilson, 2005) as well as the 
results for LDAS model. The results of the least squares adjustment applied on LaDDanube 
model were mentioned as LaD. 

*values from [Chen and Wilson, 2005] 

Table 1 :  Continental water storage excitation functions of the annual wobble of the polar 
motion. Un its of amplitude are milliarcseconds and phase in degrees. The reference phase for 
date is Jan uary 1 .  

Almost al l  the authors listed in Table 1 also considered the snow contribution along with the liquid 
water but (Chao et a l . ,  1 987) (CH). This last work only studies the snow pack effect on the Earth 
rotation and low degree zonal gravitational field. This contribution was also included to the 
comparison for being the first one of this type. 

In Figure 1 1  we have plotted the annual hyd rological excitation functions as estimated by the 
before mentioned references, along with the LaD estimation. 
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Fig ure 1 1 :  Phasor diagrams for the comparison of the annual prograde and retrograde wobble 
excitation induced by continental water variations. The reference date for the phase is 1 st 
January For the prograde annual component almost all the contributions have negative phase 
lag but HW's val ue, while phases are quite different for the ann ual retrograde excitation. 
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Taking into account only their amplitude, NCEP values are similar to HW or J. Regarding at the 
last developed two models, phases for LDAS and LaD are quite close for the prograde 
components. However, LaD is larger than twice the amplitude of LDAS . For the retrograde 
component, these models show a better agreement in amplitude. 

D. Analysis of the polar motion budget at seasonal terms: 

Besides the annual terms, the seasonal variations also alludes to the semiannual (2 c.p.y.) and 
ter-a nnual (3 c. p.y.) terms. With the purpose of qualifying the ability of the hydrosphere to excite 
long term ERP, we corrected the polar motion time series from atmospheric and oceanic 
excitations. After that, we evaluate the efficiency of NCEP, LaD and LDAS in closing the seasonal 
polar motion budget. 

The annual, semi-annual and tar-annual signals are subsequently extracted from the excitation 
functions by a least-squares fit. Finally the results are converted into prograde and retrograde 
components for January 1 st 1 990. 

The least squares adjustment was applied on the mass term contributions to the atmospheric, 
oceanic and hydrological excitation functions; but also to the geodetic time series. Previously, the 
Chandler wobble was el iminated from the last one. The respective amplitude and phase for 
Chandler are 29.24 mill iarcseconds and -1 50°. 1 5, respectively. 

The polar motion observed values were transferred into corresponding terms of the excitation 
function according to (Gross 1 992) and named as geodetic tpgeod. 
The amplitudes and phases of annual, semiannual and ter-annual variations estimated by least 
squares are listed in Table 2 discriminated by source. 
Figure 1 2  shows the annual phasor diagrams. For the prograde component there is a very good 
agreement in closing the polar motion budget, although the add of vectors of the geophysical 
contributions is not enough to explain the observed polar motion. 

For the retrograde component the amplitudes seem to agree, but the phases are such the vector 
add is far of justifyi ng the polar motion variation at that period. 
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Annual ProgiClde 
Geodetic {IERSC04) (22. 12. -76.49°) 
A..UI (wind + pressure) (20. 1. -90.28) 

(curt'emts + ocean bottom pnssure) (6.64, 53.{1°) 
LaD (2.98, -8.21°} 

(12.6, -115°) 
(5. 11 ,  -9°) 

Semi-annual Pro21·ade 
Geodetic (l.E.RSC04) <6.97, 1 1  5°') 
AA}[ (wind + p1·essu1·e) . (3.o3, -12.s1> . .
OA..\I (cmTents + ocean bottom pressure) ci.96, 160.89°) 
LaD <4.33, -142.91°} 

C3.8s. s9°) 
co.20. -81°) 

Ren·ogi·ade 
(6. 19, -142.92°> 
c16.6. 98.s3°) 
<4.84, s8. 22°) 
c1 .46, -4s.41°> 
<s.12. -30°> 
0.39, 116°) 

Retro21"ade 
(7. 34, 149.57°)
(4.46, 1 1  8.28°) 
(2.8|. -139}87°) 
(2.Cil, 98.89°) 

(2.6, -83°) 
(0.75, 24°) 

Terannual Prograde Retrograde 
Geodetic (IERSC04) (2.38, 142.34°) (2 .21, -38.67°) 

{1.28, 147.68) (0.93, -1 .59°) 
OAM (cmnnts + ocean bottom pressu1-e) (1 . 78, -75.69°) 
LaD (0.6, 28.41°) (0.31, -11.37°) 

Table 2: An nual, semi-ann ual and ter-a nn ual wobble excitations due to mass redistribution. 
Amplitude are in milliarcseconds (mas); phase in degrees.The reference phase for date is 
January 1 ,  1 990 
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Figure 12: Phaser d iagrams of the prograde (left) and retrograde (right) of the geodetic (geod), 
atmospheric (atm) , oceanic (ocn) and our estimate of the continental water (hyd) excitation 
functions at the annual freq uency. Units are milliarcseconds. These contributions were 
calculated from the C21 and S21 Stokes coefficients respectively. So that, they only consider the 
mass redistributions effects. The ocea nic bottom pressure values are from [Gross et al. , 2003]. 
The reference date for the phase is 1 January 1 990, O UTC. 
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Figure 1 3: The same as in figure 16 but for the semian nual excitation functions due to mass 
redistributions. 
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Figure 14: The same as in figure 1 6  but for the ter-annual excitation functions due to mass 
redistributions. 

Fig ure 1 3  and 1 4  show the same as in figure 1 2, but for the semiannual and the ter-annual 
components. For the semiannual prograde terms the agreement is fairly good. The vector add 
resultant for the geophysical excitation is 2.35 mill iarcseconds smaller in amplitude (a 36% less) , 
and less than 10  degrees of difference in phase lag , with respect to the geodetic excitation. 

I n  the case of the semiannual retrograde, the situation is different. The amplitude of the resultant 
is just 48% of the amplitude of the semiannual retrograde polar motion variation. 

For both tar-annual polar motion diagrams, the resultant amplitude for the vectorial sum of 
geophysical causes is only 53% for the prograde and 36% for the retrograde with respect to the 
observed polar motion. 

The phase lag for the prograde ter-annual terms is almost 12 degrees, while for the retrograde is 
larger than 1 80 degrees. 
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E. Study of the annual and inter-ann ual effects of the on LOO variations: 
Comparison with the respective Stokes coefficients C20 from LAGEOS and GRACE 

The main objective of this work is to compare seasonal and inter-annual hydrological mass 
redistri butions from LAGEOS with the estimations from LaD and to evaluate seasonal and inter­
annual hydrological effects to LOO. 

To that end we compared seasonal and inter-annual hydrological mass redistri butions from 
LAGEOS data with the estimations from LaD. The techniques applied were: Vondrak filtering, 
cross power spectrum and the computation of correlation factors. 

Variations of the Earth gravity field were analyzed for AC20 estimated from (i) laser distances to 
Lageos I and I I  satellites, and (ii) from GRACE gravity measurements. 

After tidal and decadal signals were removed from LOO, the results were compared with AC20 
from geophysical model predictions focussing on the hydrological estimations from LaD-Danube 
(Milly & Shmakin, 2002) and NCEP/NCAR models. 

After removing tides and atmospheric + oceanic contribution, the LOO residuals appears just 
hardly to disti nguish from the background noise. Low correlation factors were obtained. 

At seasonal periods (annual and semi-annual), the hydrological global mass redistribution can be 
clearly seen so much in  LAGEOS as in  LOO residual data series. 
At inter-annual time scales, the very well known and controversial change of rate in C20 
LAGEOS's time series can be seen as a spectral peak (-20y}. 

Although, we found out some evidence of hydrological excitation with a period of 2.92 years to the 
length-of-day, some more studies are stil l  needed for affirming it categorically. 

Production 

As a result, all the activities before described produced several papers and scientific meeting 
presentation, besides the internal presentations, even after the period informed in the present 
report 

Fernandez L. , Schuh H. (2005). Low degree gravitational effects of water storage variations on 
polar motion. EGU 2005, Vienna, Austria. 

Bourda G . ,  Fernandez L . ,  Schuh H. (2005) . Earth gravity field and LOO variations related to 
hydrological excitations. IAG meeting Dynamic Planet 2005. Cairns, Australia 

Fernandez L. ,  Schuh H. (2005). Polar motion excitation analysis due to global continental water 
redistribution. Proceedings Journees 2005 Systemes de Reference Spatio-

Temporels: "Earth dynamics and reference systems: five years after the adoption of the IAU 2000 
Resolutions", Warsaw, Poland. 
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Fernandez L . ,  Schuh H . ,  Brunini C. (2005} Obtenci6n de series Temporales de los parametros de 
Stokes a partir de modelos Geofisicos global es y su relaci6n con las variaciones en los ERP. 
Geoacta, 30, 93 - 1 02.  ISSN 0326-7237 

Fernandez LI.,  Schuh H . ,  Schmidt M., Seitz F. (2006). Effects of inter-annual water storage 
variations on polar motion. Accepted in Geophysical Journal Internacional. ISSN 0956-540X 

Fernandez L., Schuh H . ,  Brunini C. (2006). Hydrological excitations to polar motion. EGU 2006, 
Vienna, Austria. 

Fernandez L. ,  Brunini C .  (2006). Excitaci6n hidrol6gica al movimiento del polo. XXl l l  meeting 
A.A.G.G.  (Asociaci6n Argentina de Geofisicos y Geodestas), Bahia Blanca, Argentina (poster 
presentation). 

Fernandez L., Brunini C. (2006} Excitaci6n hidrol6gica al movimiento del polo, submited to 
Geoacta, ISSN 0326-7237. 

Referen ces 

Barnes R.T.H . ,  H ide R. , White A.A. , Wilson C.A. , 1 983. Atmospheric Angular Momentum 
fluctuations, Length-of-Day changes and polar motion. Proc. R. Soc. London, A, 387, 31-73. 

Brzezinski A 1 992. Polar motion excited by variations of the effective angular momentum 
function: Considerations concerning deconvolution problem. Manuscripta Geod. 1 7, 3-20. 

Chen J .L. ,  Wilson C.R., Eanes R.J. ,  Tapley B.D. ,  2000. A new assessment of long-wavelength 
gravitational variations. J. Geophys. Res. 1 05 ,  1 6271-16277. 

Gross RS. , 1 992. Correspondence between theory and observations of polar motion. Geophys. J. 
Int. 1 09, 1 62-1 70. 

Gross RS., 2001 . Gravity, oceanic angular momentum and the Earth's rotati on. In: Sideris M.G. 
(ed) , Gravity, Geoid and Geodynamics 2000, Springer, Berl in, 1 53-1 58. 

Gross RS., Fukumori I. , Menemenlis D .  , 2003. Atmospheric and Oceanic Excitation of the Earth's 
Wobbles During 1 980-2000. J. Geophys. Res. ,  1 08 (B8), doi: 1 0. 1  029/2002JB0021 43, 
20031 992. 

Lambeck K. , 1 980. The Earth's variable rotation: geophysical causes and consequences. 
Cambridge University Press. Cambridge. 

Milly and Shmakin, 2002), "Global Modeling of Land Water and Energy Balances: Part I :  The Land 
Dynamics Model (LaD)" Journal of Hydrometeorology, Pp. 283-299. 

Munk W. H. ,  MacDonald G.J .F. ,  1 960. The Rotation of the Earth: a geophysical discussion. 
Cambridge University Press, New York. 

Salstein D.A. , Kann D.M. ,  Miller J .A. , Rosen RD. ,  1 993. The Sub-Bureau for Atmospheric Angular 
Momentum of the I nternational Earth Rotation Service: A meteorological data center with 
geodetic applications. Bull. Am. Meteorol. Soc. , 7 4, 67-80. 

Schmidt, M . ,  Schuh, H . ,  2000. Abilities of Wavelet Analysis for Investigating Short-Period 
Variations of Earth Rotation. IERS Technical Note No 28, 73-80 

Vondrak J . ,  1 977. Problem of smoothing observational data I I .  Bull . Astron. Inst Czech. 28, 84-89. 

75 



Research Report: 

A phase delay connection for delta VLBI observations 

- estimation of maximum gap limits 

Tetsuro Kondo 

Guest scientist at the IGG from 

01 -03-2006 to 31 -08-2006 

76 



This report consists of research work sections of 6 monthly reports which were issued every 
month during my stay in Vienna. 
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Monthly Report (March, 2006) 

1. Kashima-Gifu VLBI experiment dedicated to the detection of TIO 

A test VLBI experiment was carried out on the Kashima-Gifu baseline (Fig. 1 )  on Mar. 1 6  in 
cooperation with the Gifu University and NICT. In this experiment, one strong source, 3C273B, 
was continuously observed for 1 hour (but divided into 1 2  scans each consisting of one 5 minute 
scan}. After the experiment, 2 scans of raw data of each station were transferred from Kashima to 
Vienna through the I nternet using SFTP and/or SCP programs. Data were correlated in Vienna 
using a KS software correlator, and a good fringe was successfully found after the first trial (Fig.2). 
Thereafter, all scan data were processed at Kashima also using a software correlator, and 
correlated results were transferred to Vienna for further analysis. All raw data were transferred to 
Vienna to estimate the turn-around time of data processing if all were carried out in Vienna. We 
found that it was possible to process all data within a few days in  case of one-baseline and one­
hour observation with a data rate of 1 6  Mbps. 

Fig.1 : Kashima-Gifu baseline. 
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Fig.2: Fringes detected by the software correlator. 
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A preliminary analysis result does not show any evidence of the detection of TIO event. 
Further analysis is going on to establish a method necessary to connect phase delays between 
scans. A fringe phase plot is shown in Fig.3 as one exa mple of the result of phase delay 
connection. Vertical bars show the boundary of scans. 

..... 
04' --G1'1111 

l IDO /......,࿞ ..r1..-..,,...,,...,......࿟......,.,.࿠""Y'V I 
.... I I I I I I 

-"" 
-

_ _  _...If 

J 
r .. ... • . . ..... 

.... 
-""_,.. 

Fig.3: Observed fringe phases for 1 hour period. U pper 2 panels are for X band and lower 2 for S band. 

A next experiment with a longer observation period wil l  be scheduled in Apri l .  
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(3) 

Monthly Report of April ,  2006 

1. Kashima-Gifu VLBI Experiment (TIO Experiment) 

As has already reported in the last monthly report, no TID event was detected in the 
Kashima-Gifu VLBI data observed on March 1 6  , 2006. Therefore a further analysis was made to 
investigate the relation between a scan length and an available scan gap to connect phase delays 
between adjacent scans. This issue is quite important for a differential VLSI technique that 
observes a spacecraft and a quasar alternately to measure their position difference. If we can 
connect observed phase delays from scan to scan, the accuracy of measurement wil l  drastically 
improve. 

We have connected phase delays from a scan "A" to the next scan "B" by extra polating a 
phase delay observed in scan A to that at the beginning of scan B using an observed delay rate 
from scan A. Hence the error of the extrapolated delay ( il:t )  caused by the error of the delay rate 
{ Ll.i: ) can be written as 

Ll. i: = tLl.1: 

where t is a scan gap length (sec) . We compute a delay rate from the changing rate of fri nge 
phase (fringe rate) , so that the fluctuation of the fri nge phase affects the accuracy of the 
determined delay rate. Assuming fluctuations caused by both, thermal noise and natural 
atmospheric characteristics, we can express Ll.i: as 

(1 )  

where Ll.1: snr is the error caused by thermal noise, i .e. ,  computed the signal to noise ratio (SNR), 
Ll.1: atm is the error due to the characteristics of the atmosphere. Ll.i: can be computed from 
observed fri nge phases, and Ll.1: snr can be theoretically computed from an observed correlation 
amplitude. Fig . 1  shows Ll.i: and Ll.1: snr for Kashima-Gifu VLSI data. From Eq.(1 ) ,  Ll.i: should be 
always greater than Ll.'t snr. however, Ll.-c snr takes larg er value than Ll.i: for X-band at the range of 
scan lengths less than or equal to 2 seconds. This is thought to be due to the underestimation of 
correlation amplitude, because we use that at 300 sec for computing Ll.'t snr • Using Ll.i: we can 
compute the phase error after extrapolating the phase for t seconds as follows. 

Ll.t) = 2JiftAt (2) 

where f is frequency. We assume that if the phase error is less than 1 radian, i .e. ,  Ll.<P<1 we can 
connect phase delays over scan gap t. In this case the condition where scan gap t should satisfy 
can be written as follows. 

1
t < --21(/!t 

Fig.2 shows a maximum gap t obtained from the actual VLBI data. 
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VARIOUS DELAY RATE ERRORS GAP LIMIT FROM ROOT VARIANCE 
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Fig.1 : Delay rate errors computed from SNR 
(signal-to-noise ratio) and from true phase 
variance for $-band (red lines) and X-band 
(dark green lines) data. 
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Fig.2: Gap limit obtained from fri nge 
phase variance for S-band (red lines) and 
X-band (dark green lines) data. 

In the meantime Eq. (2) is based on the propagation of error caused from Gaussian noise. If 
fringe phase variation does not follow this type, we cannot apply a simple error propagation to 
evaluate the connectivity of phase delays. Actually, phase fluctuations attributed to the 
atmosphere is known to be a random walk or flicker-noise type fluctuations at a time range 
concerned in this study. We hence compute the structure function of fringe phase to investigate 
the scan gap length independently from the discussion about Ai . The structure function at time T 

is defi ned as follows. 

(4) 

where 12 is the true phase variance. Fig.3 sh ows p{'t) obtained from the VLSI data. We can 
assume that if p('t) is less than 1 radian, we can connect scans l ike the assumption in the 
discussion about a Ai . This condition l imits the maximum gap lengths. By taking this condition 
into the discussion about At we obtain more realistic gap limits as shown in Fig. 4. 
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Fig.3: Root structure function obtained from Fig.4: Realistic gap limit taking both, the 
the VLSI data for S-band (red lines) and X­ structure function and delay rate error into 
band (dark g reen lines) data. account. S-band data are red lines and X­

band data are dark green l ines. 

A report describing details is being prepared. 

Second TIO VLBI experiment was carried out on April 1 9, 2006 for two hours. Unfortu nately, 
S-band data acqu isition at Kashima failed. So that the data cannot be used for the analysis of TIO. 
Now analysis is being made from the view point of atmospheric stability. 
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Monthly Report of May, 2006 

1. Kashima-Gifu VLB/ Experiment (TIO Experiment) 

So far four experiments have been carried out since March, among those two were failed in 
S-band observations (Table 1) .  Therefore two experiments can be used for a TID analysis. 

Date Comments 

No.1 12-13 UT, March 16, 2006 Rainy 
No.2 12-15 UT, April 19, 2006 No S-band data at Kashim.a 

No .3 12-15 UT, May 10, 2006 No S-band data at Gifu 

No.4 12-15 UT, May 11, 2006 

Table 1 :  Kash ima-Gifu TIO VLBI Experiments 

I have reported about a method to connect phase delays between scans and about available 
gap limits in the last two monthly reports. The method to connect scans was applied to the fourth 
experiment conducted on May 1 1 .  Some bugs in a program calculating a fringe phase at each PP, 
which is a unit integration period in a software correlator, were found in the process of scan 
connection. These bugs were fixed, and how to evaluate results of con nections has been 
established. 

1. 1 Phase delay connection and its evaluation 

A phase delay connection between scans is carried out as fol lows (only the essence of a 
method is described here) . In Fig. 1 ,  let ta be the time at the boundary of scan #1 and #2, and 
coarse delay and residual fringe phase observed for scan #1 at ta be t1 and F1 , and those for scan 
#2 at ta be t2 and F2, respectively. We can connect phase delays of both scans by adding tadd 
g iven by 

( 1 )  

to scan #2, where f is a RF frequency. iadd appears because the coarse search delay is  less 
accu rate com pared with that of a phase delay and it should be an integer number times of an 
ambiguity of phase delay (= 1 /f). Hence we can evaluate phase delay connections by usi ng the 
ambiguity number n defined as 

(2) 

A fractional part of n should be zero. 
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Fig.2 shows fringe phases after phase-delay connections for the fourth experiment. Fig.3 
shows a fractional part of n calculated from n-N/NT(n) where NJNT is a function converting input to 
the nearest integer. We can see that almost all ambiguity nu mbers are integers. This means that 
phase delay connection goes well. 
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Fig.2: Plots of fringe phases after Fig.3: Occu rrence frequency plot of a fractional 
phase delay connections for fourth part of ambigu ity numbers. 
experiment (May 1 1  ) 

Now I am worki ng on the investigation of available gap l imits between scans by using actual data 
listed in Table 1 .  
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Monthly Report of June, 2006 

1. Kashima-Gifu VLBI Experiment (TIO Experiment) 

A method to con nect phase delays between scans has been eva luated by using the 2 hour 
period data observed on May 1 1 ,  2006. 

1. 1. 1 An evaluation method 

A phase difference, Đ<I>, between an estimated phase <l>c and an actual phase <l>o is 
evaluated statistically, where <l>c is a phase calculated using the data with the period of ts for the 
time separated by И from the data span as shown in Fig .  1 .  The data span used for estimation of 
phase is shifted by 1 0  sec and the calculation of the phase difference is repeated. 

;t scan t., 

- t  
Fig.1 : How to evaluate phase difference. 

Fig .2 shows an example of occurrence distribution of ࡂ<I> in the case of ts=1 OOsec and 
tG=1 0sec for 8234.99 MHz data. Standard deviation is 1 7.6 deg in this case. Fig.3 shows the 
relation between gap length and standard deviation of Đ<I> in the case of ts=1 OOsec. Sta ndard 
deviation increases as gap length increases, and it reaches 1 rad (=57.3 deg) at tG=1 1 6sec. 

IOO 1 00e(,)zw so 80
0: ...::>(.) 60 s" 
0
Lo..
0 40 0 40 
0:w ....m!!! 20 

I:> 
20

:>z 
-ao -60 -40 -20 0 20 40 60 &l 0 50 100 150 200 

Ptiose <Jlffere nce (deg) CAP (sec) 
Fig.2: An example of occurrence distribution of Fig.3: The relation between gap length 
A<I> in the case of t8=1 OOsec and tG= 1 Osec for and standard deviation of A<I> in the case 
8234.99 MHz data. Standard deviation is 1 7.6  of t8=1 OOsec. Sta ndard deviation reaches 
deg. 1 rad (=57 .3 deg) at tG=1 1 6sec. 

Assuming that the standard deviation of 1 rad gives the limit of gap length, we can obtain the 
relation between span length and gap length as shown in Fig.4. In the figure, the symbols are 
those obtained in this way and the solid lines are for those obtained by the method described in 
the previous report (April Monthly Report) . Both coincided weil with each other for S-band data 
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(red lines and square symbols), but discrepancy can be seen for X-band at spans from several 
tens to several hundreds of seconds, i .e. ,  results obtained this time are less than previous 
estimations. This means that the assumption used for previous estimations is not correct for these 
span lengths. In the previous estimation, the Gaussian distribution of phase fluctuations is 
assumed for all time ranges. Actually it is not a Gaussian distribution (white phase fluctuation) but 
rather a random walk fluctuation for X-band at the time scales from several tens to several 
h undreds of seconds as shown in Fig.5. Thus it is important to evaluate an available gap limit by 
using the method used this time. 

FRI NGE PHASE (CONNECTED) FRINGE PHASE (CONNECTED) 
KASHIM.34- GIFU1 f 2006/1 31 KAS HIM34-GtFU 1 1  2006/ 1 3  1 

i 
; 

,,,,. 

; .,,. 
.,,,.

1 0° ""' 
10 100 1000 1 10 100 1000 1 0000 

SCAN LENGTH (sec) TIME(sec) 
Fig.4: Gap limit obtained from the fringe Fig.5: Results of Allan standard deviation 
phase variations (solid lines: red for S-band, analysis. S-band (red lines) shows white 
dark green for X-band) and those obtained phase characteristics for all time range, while 
from this study (symbols: square for S-band, X-band (dark green lines) shows random 
triangle for X-ba nd). A green dashed line walk characteristics at 1 0-200sec 
represents (scan length) = (gap length) 

A green dashed l ine in Fig. 4 represents (scan length) = (gap length). Hence, it is possible to 
do a phase-delay connection after switching VLSI observations only in the case when gap length 
is located on the left-side from this line because gap length can be longer than scan length. 
Considering that, 1 00 sec is a limit scan length (switching period) for X-band switching 
observations. As for S-band, no limitation appears from an atmospheric stability. Of course, this 
depends on the condition of the atmosphere, so that current one just shows a case study result. 
Moreover we may take a 3-sigma criterion (i .e. , 3p=Tt) to make a phase connection more robust. In 
this case, switching period becomes shorter. 
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Monthly Report of Ju ly, 2006 

1. Kashima-Gifu-Koganei VLBI Experiment (last TIO Experiment) 

The fifth TIO VLSI experiment (maybe the last one) was carried out on July 21 , 2006. 
Koganei station was involved in this experiment besides Kashima and Gifu. Table 1 summarizes 
all  TIO VLSI experiments. The data transfer from Gifu and correlation processing for the fifth 
experiment was carried out by using PCs at Kashima, which were remotely executed from Vienna. 

Date Stations Source Comments 
No. 1 12-13 UT 

March 16, 2006 
Kashi.ma(34m) 
Gifu(l lm) 

3C273B Rainy 

No.2 13-15 UT 
19. 2006 

Kasbima(34m) 
Gifu(Um) 

3C273B No S-band data at 

No.3 13-15 UT 
10, 2006 

Kashima(34m) 
Gifu(llm) 

3C273B No S-band data at Gifu 

No.4 13-15 UT 
11, 2006 

Kashim.a(34m) 
Gifu(llm) 

3C273B 

No.5 15-17 UT 
July 21, 2006 

Kashim.a.(34m) 
Gifu(llm) 

30454.3 Rainy at Gifu? 
GPS lHz observation except 
for Gifu (failed at Gifu) 

Table 1 :  Summary of TI D VLBI Experiments 

Scan #4 in Kashima data has a problem in header data. Header data were accidentally 
corrupted due to a sampling board problem. Detailed investi gation of corrupted header showed 
that it was possible to recover header data, then a new program "data_recov" has been developed 
for this purpose. However correlation results using header recovered data shows a sub-peak 
shifted in delay domain by -2 micro seconds (corresponding to 8-bit data) (Fig . 1 ). This means that 
data were somewhat affected (corrupted) at a sampled data field as well as a header field .  The 
correlation amplitude at the main-peak was diminished by 44% compared with other scans, but it 
shows a correct delay and fringe phases. Therefore we can use the data fo r a phase-delay 
connection. 

___ , ..,II) 

Fig.1  : Coarse search function for header recovered data. See in the text for details. 
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Fig .2 shows gap limits obtained for three experiments on the Kashima-Gifu baseline by using 
the method described in the June report. Weather condition and elevation angle during the 
experiments are summarized in Table 2. 

200613116 2006/5/1 1 2006/7121 
FRINGE P>...sE (COflfi£C1tO) f'RINClE SW.SC {CONHECltl>) l'RINCE PHASE (CONIECIO>) 
ICASttll.34 -GIN1 I 2006 KASHlll.34-Glf\Jl l 2C06 131 KASHlll.34-CINI I 2006 

.... 

i 1rl 

•r,,,. 
1114 1141

! 1r J: u1'
! !" ' 1a" .. 

•o ' ..... 101 ....  
1rP . .  · 

ID ICll 11,W ID 11l1J ·- 10 •aa 
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Fig.2: Gap limit obtained from fringe phase variations (solid lines: red for S-band, dark green 
for X-band) and those obtained from this study (symbols: square for S-band, triangle for X­
band). A green dashed line represents (scan length) = (gap length). 

T 
(deg) 

p 
(hP) 

H 
(%) 

Weather Elevation 
angle (deg) 

2006/3/16 

(12-13h UT) 

3C273B 

Ka shim.a 

Gifu 

13.3 

10.2 

997.6 

991.4 

88.5 

97.0 

Rainy 

Rainy 

36.2 

33.6 

200615/11 

(13-15h UT} 

3C273B 

Kashim.a 

Gifu 

15.1 

15.9 

1015.8 

1017.3 

83.9 

55.9 

Cloudy 

Cloudy 

44.7 

47.3 

200617/21 

(15-17h UT) 

3C454.3 

Kashima 

Gifu 

20.7 

21.5 

999.2 

999.7 

91.9 

99.9 

Cloudy 

Rainy 

61.2 

58.S 

Table 2: Weather condition and elevation angle at experiments. Meteorological data are 
averaged over each observation period. Elevation angle is at a center of observation period. 

Besides the May 1 1  experiment it was rain of either one of stati ons. Gap limits by means of 
the method described in the June report are 1 3  sec, 1 00 sec, and 40 sec for March 1 6  , May 1 1 ,  
and July 26 experiments, respectively. We can say that gap limit is easily affected by weather 
condition even though we consider the difference in elevation angle. 

Fig.3 shows an analysis result as same as Fig.2 but for Kashima-Koganei baseline. Gap limit 
is obtained at about 90 sec. I n  the mean time, as for Koganei-Gifu basel ine, we exclude it from 
this analysis because the signal to noise ratio at the unit integration period of 1 sec is too low to 
obtain a reliable result. 
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FRINGE PHASE (CONNECTED) 

KASH1M34-KOGAN EI 2006 

10  100 1000 
SCAN LENGTH (sec} 

Fig.3: Same as Fig .2 but for Kashima-Koganei baseline on July 21 experiment. 

Inhomogeneous distribution of water vapor is a main cause of fluctuations in fringe phase. 
The scale size of inhomogeneous distribution is about a few kilometers, so that the fluctuation of 
fringe phases on a baseline longer than this scale is affected by local weather condition rather 
than the difference of baseline lengths. 
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Monthly Report of August, 2006 (DRAFT) 

1. Summary of VLBI Experiment 

Five VLBI sessions dedicated to detect TID events were carried out during March - July, 
2006. Each session observed a strong source, 3C273B or 3C454.3, for 1 or 2 hours continuously 
using 4 channels of geodetic-VLSI backend outputs of which RF freq uencies are set to 8234.99 
and 8584.99 MHz in X band and 2269.99 and 2344.99 MHz in S band with video bandwidth of 2 
MHz. Kashima 34m antenna and Gifu 1 1  m antenna participated i n  all sessions, but Koganei 1 1  m 
antenna participated only in the last session. At all stations a hydrogen maser oscillator was used 
as a system reference signal . We failed to observe at S band in the two sessions among five, and 
also fai led in conti nuous observati on in these two sessions. Therefore three session data were 
analyzed for detecting TID events. H owever no TID event was detected. By the way, a continuous 
observation of one source enables us to investigate the fluctuations of fringe phases at various 
time scales. We have therefore analyzed the three session data to investigate an adequate 
switching time in a delta VLBI observation. 

Delta (or differential) Very Long Baseline Interferometry (VL BI) is a technique to measure the 
angular separation between two nearby celestial radio-sources accurately by observing each 
sou rce alternately. Common error sources such as those introduced by the receiving systems, 
clocks, propagating media, and station locations are nearly cancelled by differencing observed 
delays between sources. If the position of one source is well-known, we can measure the position 
of the other sou rce through the well-known source position. The technique has been used for the 
navigation of a spacecraft (SC) cruising in deep space by observing an SC and a nearby 
extragalactic radio source (EGRS) alternately since the late 1 970's (e .g. ,  Brunn et al . ,  1 978; 
Christensen et al. , 1 980). Since an antenna tracks SC and EG RS alternately, gaps in each data 
stream are inevitable. Consequently fringe phase of each data segment (scan) has an ambiguity 
of 2Tr. When observations are carried out with a narrow bandwidth like reception of carrier signals 
emitted from an SC, it is an important issue for improving the accuracy of measurements to 
con nect fri nge phases of corresponding scans. Wu (1 979) developed a scheme to connect fri nge 
phases among consecutive scans based on the iterative adjustment of i nteger ambiguity 
numbers. He applied the method to delta VLBI observati ons of Voyager 1 and OJ287 and 
concluded that when there was no sizable localized phase fl uctuation mainly due to atmospheric 
disturbances the scheme connected VLBI fringe phases faultlessly. Both scan and gap lengths 
were about 5 minutes in this case. A l imitation about gap lengths was not mentioned in his paper. 

Recently the position measurements of NOZOMI, which is a Japanese Mars explorer 
(Yamamoto and Tsuruda, 1 998) , and HAYABUSA, which is a Japanese mission for near-earth­
asteroid sample return (Fujiwara et al . ,  1 999) , by means of delta VLBI were carried out in Japan 
(Ichikawa et al . ,  2004; Sekido et al . ,  2004; Ichikawa et al . ,  2006). In the measurements the 
connection of fringe phases among consecutive scans is recognized again as an important issue 
to improve the measurement accuracy. Fluctuated fringe phases limit a gap length over which 
fringe phases can be connected . Thus one antenna switching period should be less than this limit 
length. Therefore the maximum limit of gap length as well as source strength is a critical 
parameter fo r preparing an observation schedule. This parameter thought to be strongly related to 
weather condition and locality. A number of researchers investigated stati stical characteristics of 
atmospheric phase fluctuations by using radio interferometry including VLBI (e.g. , Rogers and 
Moran, 1 981 ; Rogers et al . , 1  984; Kasuga et al . ,  1 986; Liu et al . ,  2005). Some hints regarding a 
gap limit may be obtained from their results of Allan variance and/or structure function, but it is not 
a straightforward one and the location of antenna is different from our concerned one. We have 
therefore analyzed the TI O session data to investigate an adeq uate switching time in a delta VLBI 
observation. 
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Firstly, we developed a scheme to connect phase delays (fringe phases) over a short gap by 
using observed delay and delay rate (see the May report for details). By using this scheme, we 
can obtain fri nge phase data connected over 1 or 2 hours. The fringe data were further analyze d 
statistically to estimate the maximum gap length to connect fri nge phases by using the two 
methods as follows. 

Method A: using the true variance of fringe phase fluctuations (see the April report for 
details) 

Method B: using the linear fitti ng of fri nge phases (see the June report for details) 

Gap limits obtained by the two methods are summarized in Table 1 and depicted in Fig. 1 for 
X band. As for S-band, maximum gap limit is longer than 1 000 s for both methods. As for X band, 
they varies from 60 to 486 s for method A and from 16 to 1 26 for B. Furthermore gap limits 
obtained from method B are always shorter than those obtained from method A by about 28-74 % 
as shown in Fig . 1  . This means that the assumption used in method A is not correct for these scan 
lengths. In method A, the Gaussian distribution of phase fluctuations is assumed for all time 
ranges to propagate the errors over a gap. However it is not a Gaussian d istribution (white phase 
fluctuation) at time scales from several tens to severa l hundreds of seconds as shown in Fig.2. 
Hence the available gap limits estimated by using linear fitti ng of fri nge phases are thought to 
reflect a more actual condition. 

Session 

March 16, 2006 

Kasbima-Gifu 

May 11, 2006 

Kashim.a-Gifu 

July 21, 2006 

Kashima-Gifu 

July 21, 2006 

Kashim.a-Koganei 

Frequency 

Band 

x 
s 
x 
s 
x 
s 
x 
s 

Gap Limit (sec) 

Method A Method B 

60 16 

>1000 >1000 

486 126 

>1000 >1000 

80 58 

>1000 >1000 

335 96 

>1000 >1000 

Table 1 :  Summary of gap limits 
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Fig. 1 :  Gap limits (comparison of method A and B). 

It was raining at least at one station except for the May 1 1  session. Drastic shortening of the 
maximum gap limits occurred when it was rai ning as we can see for the Kashima-Gifu baseline. 
So far we have no data observed with weather condition of clear sky. We would like to conduct a 
session regularly at least once a month to investigate the relation between scan length and 
maximum gap length statistically under wider range of weather conditions. 
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