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Kurzfassung

Cyber-physische Systeme (CPS) bestehen aus unterschiedlichsten Komponenten, un-
ter anderem aus Sensoren, Aktoren, Steuerungsgeräten oder HMIs (Mensch-Maschine-
Schnittstellen). Üblicherweise sind die einzelnen Komponenten der CPS eng miteinander
verbunden. Für übergeordnete Verbindungen (z.B. Verbindungen zwischen Steuerungsge-
räten) spielt IP-basierte Kommunikation eine immer wichtiger werdende Rolle. Weiters
kann das Betriebssystem Linux in vielen CPS eingesetzt werden, solange die dahinter
liegenden Komponenten die Anforderungen erfüllen.

Sind diese CPS-Komponenten Teil einer sicherheitskritischen Infrastruktur (SCCPS),
sind weitere Security-Anforderungen gefordert. Daher werden in dieser Arbeit drei Si-
cherheitsmaßnahmen für Linux basierte Komponenten einer SCCPS vorgestellt. Zuerst
wird ein sicherer Startprozess für Linux basierte SCCPS Komponenten präsentiert, der
sicherstellt, dass auf den individuellen Komponenten eines SCCPS nur signierte Software
ausgeführt werden kann. Des Weiteren wird ein sicherer, IP-basierender Kommunikati-
onsansatz für die eng miteinander verbundenen Komponenten eines SCCPS diskutiert.
Abschließend wird ein sicherer Updatemechanismus für die Komponenten eines SCCPS
erläutert, der sicherstellt, dass nur signierte Software-Updates installiert werden können
und der für ein abgebrochenes Update eine Fallback-Lösung bereitstellt.

Um diese Sicherheitsmaßnahmen analysieren zu können, wird ein Threatmodell erstellt.
Dieses umfasst die genannten drei Sicherheitsmaßnahmen und kann daher als Startpunkt
für die Sicherheitsanalyse verwendet werden. Weiters wird in einem Proof-of-Concept
gezeigt, dass diese Maßnahmen durchführbar sind. Da die vorgestellten Sicherheitsmaß-
nahmen Linux und IP-basierte Kommunikation voraussetzen, muss Linux auf den ent-
sprechenden SCCPS Komponenten lauffähig sein und IP-basierte Kommunikation zum
Einsatz kommen.
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Abstract

Cyber-physical systems (CPSs) consist of a heterogeneous set of components like sen-
sors, actuators, control devices or HMIs. Typical for these CPSs are the ubiquitous
interconnections between their components. Especially for higher level connections (e.g.
connections between control devices), IP-based communication plays an important role.
According to current observations IP will become even more important in the future. Ad-
ditionally, the OS Linux can be used in many CPSs as long as the underlying components
fulfill the requirements.

If the CPS components are part of a safety critical infrastructure (SCCPS), additional
security requirements may be demanded. Therefore, this thesis proposes three major
security measurements for Linux-based components of SCCPSs: First, a trusted boot
mechanism for Linux-based SCCPS components ensuring that only signed software is
executed on the individual components of a SCCPS. Second, a secure communication
approach for IP-based communication enhancing the security for the ubiquitous commu-
nication between several components of a SCCPS. And finally, a secure update mecha-
nism ensuring that only signed software updates can be installed on the components of
a SCCPS and providing a fallback for aborted update processes.

In order to analyze the approaches regarding the security properties, a threat model is
introduced. It covers the three approaches and can be used as a basis for a security
analysis. To ensure that the proposed approaches are feasible, a proof of concept is
performed. In conclusion, the presented security measures may not be applicable for
some (legacy) parts of a SCCPS, whenever the underlying components are not capable
of running Linux or do not use IP-based communication.
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CHAPTER 1
Introduction

1.1 Motivation

The digitizing of the world, as well as the huge adoption of Internet of Things (IoT)
systems and cloud computing in industrial applications has led to Industry 4.0. This
fourth industrial revolution (also known as smart manufacturing) is induced by the trend
to interconnect the system components from the management level down to the field level.
In many cases, this interconnection approach has already been used in fields that are
safety critical (like nuclear power plants, water treatment systems, telecommunication
systems, energy distribution or fire alarm systems). In order to describe the Industry 4.0
concepts, the Reference Architecture Model for Industry 4.0 (RAMI 4.0) was introduced.
It is a model that consists of three axes (and is shown in figure 2.2): 1. The first
axis describes six unique layers that are required to define the assets, their data and
functionality. 2. The second axis represents the life cycle and value stream of the assets
and the processes. 3. The third axis denotes the hierarchy levels (extended levels of the
automation pyramid that is introduced in section 2.1.1) [1].

One feature of RAMI 4.0 is that it covers the complete life cycle of assets and processes
that is defined in EN 62890. Thus, it covers everything from the development (type) to
the production, maintenance and usage of the products (instances) [1]. According to EN
62890 the product type consists of a product ID, development documents, manufacturing-
and test descriptions as well as technical documentation. Each product is a unit of a
product type. To identify each individual product, a product serial number can be
used. EN 62890 contains a generic life cycle model of a product type and a product
instance. It is shown in figure 1.1. The life cycle model of the product type consists of a
development phase, a sales phase and an after-sales support phase. After the “after sales
support phase” the product (type) becomes obsolete. It is important that the standard
service of the product starts when the first product has been delivered and ends when
the product becomes obsolete (product is abandoned). This standard service typically

1
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1. Introduction

Product (type):

Development Sales After-sales support Obsolete

Development Maintenance of type

Manufacturing

Standard service

Product (instance):

Product instance lifetime

Standard service
Additional service agreements

Warranty period

Figure 1.1: Generic life cycle model of a product type and a product instance [EN62890].

includes software/device updates and upgrades, repairs or provision of spare parts. The
lifetime of the product instance starts when the product instance has been manufactured
and ends with the disassembling or disposal (can be much longer than the life cycle of the
product type). However typically, the time in which the product instance is in use is less
than the lifetime, as it doesn’t take outage time and installation time into account and
ends with decommissioning. Furthermore, the warranty period as well as the standard
service starts when the customer had received the product, even though, it may not be
in operation at this point [EN62890].

In cases in which a system (type) consists of several components (types) and each com-
ponent has its own life cycle, the system integration can be challenging. Thus, the more
components that are involved in an automation system, the more challenging the inte-
gration is. Therefore, compatible components are required that satisfy the requirements
of the original (abandoned) component. Additionally, due to the life cycle, it may be
required to provide a secure software update mechanism for some devices in order to
add additional features, ensure compatibility or to fix bugs and errors in the future.
Usually, it is required that these components are able to communicate with each other.
This requirement is the basis of Industry 4.0 which requires the interconnection of the
involved components as well as the communication with cloud services. Thus, Industry
4.0 automation systems can be labelled as CPSs as they consist of a compound of inter-
connected devices (see section 2.2). Due to the huge set of interconnections between the
components, CPSs enable new facilities like remote control or remote software updates,
too. Furthermore, if these CPSs are connected to the Internet, the involved devices can
communicate with cloud services. It may therefore be desired that all these commu-
nications are secured as well. Some components of these automation systems may be
part of a safety critical infrastructure (like railway signaling systems, fire-alarm-systems,
telecommunication systems, energy distribution or nuclear engineering). These safety

2
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1.2. Problem statement

Fault Error Failure

Figure 1.2: Relationship between faults, errors and failures.

critical automation systems are responsible for controlling several safety critical physical
processes. If CPSs are part of a safety critical infrastructure, in which a failure or a mal-
function leads to severe issues, these systems are called safety critical CPSs (SCCPSs)
(see section 2.2.2) [EN62890], [2].

To avoid any misunderstandings in the following chapters, faults, errors and failures are
defined as follows (and shown in figure 1.2):

Failure: A failure is “[...] an event that occurs when the delivered service of a system
deviates from correct service” [3].

Error: “An error is the part of the system state that may lead to a failure” [3].

Fault: “A fault is the cause of an error” [3].

A SCCPS typically consists of several different device types (including sensors, actuators,
human machine interfaces (HMIs), programmable logic controllers (PLCs) or control
devices). All of them must be interconnected to control and monitor the physical process.
Generally, safety critical automation systems consist of several devices that are scattered
across the installation location. Therefore, communication security plays an important
role for SCCPSs. In particular, the authentication of the communication partners and
the message authentication is absolutely required, too. Additionally, some applications
require confidential communication and therefore rely on message encryption. Especially
if some SCCPS components communicate with cloud services on the Internet, message
encryption can be desirable.

Additionally, as already mentioned, due to the long life cycle of an automation system,
there may be devices of a SCCPS (e.g. control devices) that facilitate software updates.
Thus, the devices must be engineered in such a manner that the installed software can
be updated. In order to prevent malicious software update packages from being installed
on these safety critical devices, it may be demanded that only trusted vendors are able
to perform a software update. Furthermore, each updateable device must be able to
verify the installed software before it is executed. This step is required to make sure
that the software on the device has not been manipulated by adversaries [2].

1.2 Problem statement

Some parts of SCCPSs may be installed in environments with many passersby (like public
transport stations or agencies) where people potentially have malicious intent. Thus,
adversaries may have physical access to the devices or to the network infrastructure that
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1. Introduction

interconnects the SCCPS components. In order to prevent eavesdropping- or man-in-
the-middle (MITM) attacks, authenticated and encrypted communication is desirable.
Furthermore, as the trend towards interconnecting the components of safety critical
systems is ever increasing, this topic will become even more important in the future.
Moreover, the number of SCCPSs with connections to the Internet is also increasing.
Thus, it is important to provide a secure communication channel to other devices in the
Internet [4], [5], [FR1].

Unfortunately, the built-in security mechanisms of several devices may be insufficient
or weak (e.g. weak passwords, revealed keys or weak algorithms). Additionally, some
security facilities may be configured improperly. In order to address all these issues for
devices that have already been installed in the field, a software update can be applied.
Therefore, the components of a SCCPS must particularly be capable of software updates
that can be applied in the future. Ideally, all components of a SCCPS receive software
updates in time and are supported with software updates during the whole product life-
cycle. Otherwise adversaries may be able to utilize known weaknesses in order to perform
attacks on the SCCPSs. However, if the software of some SCCPS components can be
updated, adversaries may be able to inject malicious software. Thus, it is important to
authenticate the software that will be executed on these devices. This authentication
can be achieved by a trusted booting mechanism. In order to implement this trusted
booting mechanism for each individual SCCPS component, special hardware facilities
are required [6], [7], [FR2], [FR3].

A major problem for SCCPS is the heterogeneity of the SCCPS components as a SC-
CPS typically consists of many different devices and device types. Moreover, many
different network technologies can be used to interconnect the SCCPS components (see
section 2.1.3). Unfortunately, some SCCPS components have constrained resources and
several components and network technologies have different security capabilities. Thus,
a system wide basic security level may be hard to achieve (see section 2.1). Therefore,
it is challenging to provide a universally applicable secure update-, trusted booting- and
secure communication mechanism for all devices in a SCCPS.

Since Linux based systems are becoming more and more attractive also in the automation
field, this thesis concentrates on SCCPS with Linux operating systems.

1.3 Aim of the work

In order to increase the security of SCCPSs, three basic concepts for Linux based SCCPS
components are introduced:

1. A trusted boot mechanism for Linux based SCCPS components ensures that only
signed software is executed on the individual components of a SCCPS. Thus, this
mechanism ensures that these devices do not execute unvalidated (potentially ma-
licious) code. A possible way to achieve this is relying on a Read-only Memory
(ROM), in which the execution-code is stored read only. However, if a ROM is
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1.4. Methodological approach and structure of the work

used, it is not possible to apply any future software updates, as the content in
the ROMs can’t be modified. Therefore, and because remote updates are neces-
sary nowadays, an approach of authenticated booting for re-writeable memory is
introduced.

2. A secure communication approach for IP based communication enhances the secu-
rity for the ubiquitous communication between several components of a SCCPS.
This approach ensures that the communication between two control devices and
the communication between control devices and cloud services as well as other
devices can be carried out authenticated and encrypted. This approach is a trans-
parent unicast communication layer which encrypts and authenticates the payload
of upper layers. As the proposed secure communication layer operates on top of
the Internet Protocol (IP) layer, it is required that the communication is IP based.
However, in section 5.2.1 a concept is introduced that enables IP communication
for EIA-232 connections. Thus, even if the utilized network technologies are not ca-
pable of IP communication, it may be possible to upgrade other network protocols
to support IP communication.

3. A secure update mechanism ensures that only signed software updates can be in-
stalled on the components of a SCCPS and providing a fallback for aborted update
processes. This is required in order to fix security related bugs and increase the fea-
ture set of the SCCPS devices in the field. Additionally, the update-process should
be resilient against connection-loss and power-loss. Moreover, if an update fails,
the device should recover by starting the previous system-software state. Further-
more, the update image must be signed by a trusted entity and optionally partly
or fully encrypted.

Furthermore, to analyze the security concepts, a threat model is created (see chapter 3).
This threat model is created for an abstract system model that provides all minimal
requirements in order to apply the three concepts.

In practice, a SCCPS generally consists of a heterogeneous set of distinct devices with
different capabilities. However, if the minimal requirements (see section 3.3.2) are ful-
filled, all three concepts can be applied. These requirements may be hard to achieve,
particularly for lower level devices like sensors and actuators. But as such devices are not
the main target of this approach, these components of a SCCPS are omitted. Neverthe-
less, if these minimal requirements are met, the concepts can be applied to other device
types or lower level devices, too. This uniform device requirements and homogenous
security mechanisms make it easier to provide a basic level of security. Furthermore,
these uniform security facilities can be configured similarly across multiple devices.

1.4 Methodological approach and structure of the work

This thesis introduces several security related approaches for control devices of a SCCPS.
First, a state-of-the-art analysis for common security concepts that suit the requirements
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1. Introduction

of SCCPS is performed in chapter 2. It is based on literature and Internet research
and contains definitions of automation systems as well as CPSs. It introduces crypto-
graphic properties of cryptographic algorithms, cryptographic communication protocols
and hardware security schemes. Furthermore, the Linux startup process is introduced,
as it is required for the trusted boot approach. Finally, some common software update
approaches are introduced.

Chapter 3 contains a short introduction about threat models. It includes a system model
for a fictitious SCCPS. This system model is used as the basis for the threat model in
section 3.4

In chapter 4, a trusted boot approach, a secure communication concept and a secure
update procedure for control devices of a SCCPS are introduced. These rely on the
requirements that have been introduced in section 3.3 and mitigate the threats that
have been identified in section 3.4. In order to demonstrate that these approaches are
feasible, chapter 5 introduces a possible implementation for the trusted boot approach
on an NXP i.MX7Dual platform as well as a secure communication layer that relies
on Internet Protocol Security (IPSec). Furthermore, some hints for a secure update
implementation based on SWUpdate are given in section 5.3.

Finally, chapter 6 concludes this thesis with a short recap of the presented approach and
the proof of concept. Furthermore, some hints regarding future work are given.
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CHAPTER 2
State-of-the-art

2.1 Automation systems

An automation system is a technical system which completes a specific task without hu-
man intervention. As human perception and environment interaction are very complex
and hard to be imitated by machines, automation was initially used in controlled environ-
ments where the limited capabilities of the automation systems could only handle small,
monotonous tasks. Some examples are periodic switching functions, switching hysteresis,
sorting plants or robot-based drilling. All of these are straight-forward and monotonous
tasks which, if repeated by humans, would result in more frequent errors. Therefore, the
main reason for automation is the execution of such repeating tasks with increased accu-
racy and more reliability than would be achievable by humans. Additionally, automation
helps reducing costs and can also be deployed in hazardous environments [8].

Automation trends like sensor fusion use different technologies of the domains artificial
intelligence (AI), statistical estimation, pattern recognition and many more to create
more sophisticated automation systems. These systems can even be used within the field
of transportation and autonomous driving, in which growing demand can be observed
[9], [10]. Furthermore, these developments lead to automation systems that can make
semi-automated or automated decisions.

In summary, automation systems are used in different areas and domains including
automotive, railway, aerospace, process and factory automation as well as the building
automation domain [8], [11]. Depending on their respective domain, automation systems
themselves as well as their requirements and properties vary greatly. Here are some
examples:

Building automation and control systems (BACSs) may consist of many nodes.
For huge buildings or building complexes, even more than 10,000 nodes are possible.
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2. State-of-the-art

Most of the time, only soft real-time requirements are needed, as many BACSs are
event-driven and do not need much regular traffic. However, installations that
contain video-surveillance require BACSs that are capable of high data traffic.
BACSs must be adaptable as buildings in general have a long lifespan, and it is
likely that the system will be modified or extended in the future. Over the last few
years, fire alarm and intrusion detection systems have become very popular and
extend the BACSs domain [8].

Automotive systems typically have fewer nodes than BACSs in large buildings. As
automotive systems have a much shorter lifespan than buildings, these systems are
not as adaptable as BACSs. However, the data transfer is more time-critical, and
transmission errors should be detectable [8]. For autonomous driving, in which light
detection and ranging (LIDAR) sensors, radar sensors, video cameras or infrared
cameras are used, automotive systems must be capable of transmitting at high
data rates [10].

Industrial systems are similar to automotive systems regarding time-criticality and
transmission errors. If the automation system relies on sensors that require high
data rates (such as cameras), the system should be able to handle high trans-
fer rates. However, large systems typically consist of many nodes. Like BACSs,
industrial systems can also have long lifespans [8].

Thus, modern distributed automation systems consist of numerous nodes. These involve
sensors, actuators, PLCs, HMIs, information & communication technology (ICT) de-
vices like PCs, workstations or servers. Furthermore, network coupling devices such as
switches or routers are used [12], [13], [14], [15], [16].

2.1.1 Automation pyramid

Although the diversity in the field of automation systems has led to many different
communication variants, the automation pyramid concept has permeated all of them.
Initially, the automation pyramid was finely segmented into four to six levels categorizing
the means of communication and process automation (see figure 2.1a) [17], [18], [11],
[EN62264-1], [19]. This number may vary, but typically the following levels were used:
“company level”, “factory level”, “shop floor level”, “cell level”, “process level” and “field
level” [11].

Company level is the top level, which is responsible for rough production planning
and order handling.

Factory level is below the company level and is responsible for detailed production
planning, defines the production processes and performs quality checks.

Shop floor level collects the data from the sensors in the lower levels and monitors
the system. Additionally, this level is responsible for data archiving, can control
the machines in the plant and react to extraordinary situations.
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2.1. Automation systems

field level

process level

cell level

shop floor level

factory level

company
level

(a) Early automation pyramid consisting
of six levels [11].

field level

automation/
control level

manage-
ment level

(b) Modern automation pyramid consist-
ing of three levels [EN16484-2], [16], [11].

Figure 2.1: Different automation pyramids

Cell level controls each machine in the plant individually.

Process level is the interface between the sensors and actuators in the field level and
the controlling devices in the cell level.

Field level consists of sensors and actuators [20].

The form of a pyramid lends itself well to the structure of an automation system: Lower
levels like the field level are populated by many nodes, while the number of nodes
decreases in higher automation levels. Furthermore, at lower levels, data validity is
short, while data storage mechanisms are located at higher automation levels. Due to a
possible large number of devices in the field level, many systems store only a fraction of
all available sensor and actuator data at the company or management level. Therefore,
at higher levels, data-filtering becomes more important [21], [FR4].

Nowadays, due to the advent of ICT, the pyramid has collapsed to three levels: “manage-
ment level”, “automation/control level” and “field level” (see figure 2.1b) [EN16484-2],
[16], [17]. The evolution of ICT-systems in modern distributed automation systems has
led also to enterprise resource planning (ERP)-systems that mostly form the manage-
ment level of the three-level pyramid. These ERP-systems are responsible for several
different business processes such as asset management, logistics, sales, maintenance, con-
trolling, interfaces with customers. While control devices like PLCs or HMIs are part of
the automation/control level and sensors or actuators are part of the field level [16].

Going by current observations, the projected future form of the pyramid would be con-
densed into only two levels: An automation level and a “field level”. This is because
many modern systems no longer have strict level boundaries anymore. As ICT tech-
nology plays an increasingly important role even at the “field level”. Therefore, the
boundaries between the levels of the automation pyramid are increasingly blurred. How-
ever, this gives rise to new challenges, as typical automation systems have a much longer
life cycle than ICT systems [17], [11], [19], [11].
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2. State-of-the-art

2.1.2 RAMI 4.0

In section 1.1, the Reference Architecture Model for Industry 4.0 (RAMI 4.0) (RAMI
4.0) has already been presented. It was introduced in 2015 to satisfy recent requirements
of modern Industry 4.0 systems. Thus, RAMI 4.0 is an enhancement of the classic
automation pyramid, as it covers two additional perceptions beside the automation levels
of the automation pyramid: The product life cycle and the system architecture [22].
Thus, RAMI 4.0 is a 3D model which consists of three axes (see figure 2.2):

1. The vertical axis is the architecture axis. It consists of six unique layers: “As-
sets”, “Integration”, “Communication”, “Information”, “Functional” and “Busi-
ness”. The “Asset” layer represents the assets in the physical world. The layers
above always correspond to an object in the “Asset” layer. Thus, the “Informa-
tion” layer provides the transition between the physical- and the digital view (e.g.
HMIs). The “Communication” layer is responsible for the communication/remote
access between the individual components of the system. The “Information” layer
handles the data as well as events that are used in the “Functional” layer. The
“Functional” layer can be considered the brain of the system. As it defines the
functions to monitor and control the assets. Thus, all functions, applications and
systems intersect at this layer. Finally, the “Business” layer forms the big picture,
as it is the result of the previous layers and defines the organization and business
processes [1], [23].

2. The first horizontal axis is the complete life cycle of assets and processes accord-
ing to [EN62890], which has already been explained in section 1.1 and shown in
figure 1.1 [1], [23].

3. The second horizontal axis defines the hierarchy levels: These levels are structurally
similar to the levels of the automation pyramid in section 2.1.1 and [EN62264-1],
as it covers field devices, control devices, work centers as well as the “Enterprise”
which denotes the company level. Furthermore, the pyramid levels have been
extended with the “Connected world” level that represents connected industrial
plants as well as external companies that are involved in the development/pro-
duction processes. Additionally, the “Product” level has been added too, as the
product is considered in RAMI 4.0 too [24], [22].

2.1.3 Fieldbus

As mentioned in section 2.1, there are very specific requirements needed at the field
level depending on the domain of the automation system. Additionally, the number
of devices in the automation system has increased over time. Therefore, star-topology
(dedicated), point-to-point connections between sensors, actuators, HMIs, PLCs, single
loop controllers and control or monitoring devices have become very expensive. Thus,
the goals of the fieldbus systems are a reduction of wires and package pins on the
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2.1. Automation systems

Development
M

aintenance
Production

M
aintenance

Instance

Type

Operation of

production system.

Development of

production system.
Product

Field Device

Control Device

Work Centers

Enterprise

Conn. World

Asset

Integration

Communication

Information

Functional

Business

Figure 2.2: The Reference Architecture Model for Industry 4.0 (RAMI 4.0) [1], [25], [26].

integrated circuits (ICs) and the enhanced possibilities for accessing the sensor values and
actuator commands. Additionally, the specific requirements of the domain of automation
mentioned in section 2.1 must be met [EN61158-1], [11], [8], [27], [19].

Fieldbuses lead to an increased flexibility and modularity of the installation, but also
the system configuration, commissioning and maintenance is simplified. These fieldbuses
typically contain only the lower layers 1 and 2 as well as the application layer 7 of the
Open Systems Interconnection (OSI) model. Typical fieldbus properties are serial trans-
mission of data, support for long distances, master-slave communication models and
integrated controllers. These properties were all present in the MIL 1553-bus, which was
released in 1970 and can be considered as the first “real” fieldbus. Even though when
the first industrial fieldbus systems were introduced in the early 1970s, they only started
to emerge en masse in the 1980s. The first fieldbus systems were specially designed for
automation domains, which in turn led to many different approaches and protocols being
introduced because many companies were developing their own fieldbus systems. This
era has been called “the fieldbus war”. Due to the enormous investment that had already
been made to create active systems as well as due to national interests, the war persisted
even when several companies had decided to create open specifications. So, even national
standards competed against other national standards, but in the long run, open systems
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2. State-of-the-art

finally became accepted and international standardization has become increasingly im-
portant. From this point on, different vendors have been able to produce compatible
network nodes that has led to more customer choice. The fieldbus war ended with the
release of the IEC 61158 norm at December 31st, 2000. This norm was created by Comité
Européen de Normalisation Électrotechnique (CENELEC) and includes the specification
of several important fieldbus systems such as Process Field Bus (PROFIBUS), Factory
Instrumentation Protocol (FIP) or Foundation Fieldbus (FF). In contrast to that of the
industrial fieldbus networks, a much less controversial standardization process took place
in the fieldbus networking area of building automation (BACSs) [28], [11], [27], [19], [29],
[EN61158-1], [11].

Today, there still exist many different fieldbuses that address similar application domains
and can technically be used for similar applications. The main differences are the physical
transport media that form the individual characteristics of each fieldbus (e.g. in terms
of reliability, distance, data rate, latency, etc.) [19].

This diversity also leads to a big challenge as the networking concepts that are used are
mutually incompatible in general. Thus, many people tend towards Ethernet as the phys-
ical transport medium to achieve a homogenous enterprise network not only for office use
but also for automation device interconnection. In the early days of Ethernet, real-time
capabilities were missing. Nowadays, there exist several techniques like Process Field
Network (PROFINET), Ethernet Powerlink or Ethernet for Control Automation Tech-
nology (EtherCAT) that all support real-time traffic. Additionally, some approaches like
time-division multiple access (TDMA) exist, in which non-real-time traffic like TCP/IP
(TCP/IP) or UDP/IP (UDP/IP), can be used alongside real-time traffic [11]. These
changes are also preparations for the upcoming IP-based networks in the field level.

2.1.4 WSN

As already stated in section 2.1, there are many distributed automation systems that
contain several thousand nodes each that all need to be interconnected. Several of
these connections can already be realized by wireless technologies that replace tradi-
tional physical fieldbus systems. Providing more flexibility and lower connection costs,
wireless connectivity has been adopted in industrial systems, building automation and
e-Health applications to name a few, and its importance is expected to continue to rise
in the future [8], [30], [31]. The term wireless sensor networks (WSNs) has been in-
troduced to define the wireless connections between the sensors, actuators and control
devices. From a current point of view, wireless connectivity will not completely replace
wired connections in the future, but rather that both will coexist. Most wireless proto-
cols use standard technologies as the Institute of Electrical and Electronics Engineers
(IEEE) 802.x-standards that include 802.11 (Wi-Fi), 802.15.4 (wireless PAN (WPAN))
and 802.15.1 (Bluetooth) [11].

Many devices in WSNs are low cost, energy-efficient devices, that are interconnected
wirelessly and battery-powered. Very often, WSNs are sensing systems that can be
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2.2. CPS

easily updated or extended by additional wireless devices. Particularly in cases in which
additional nodes are added to the network, scalability and self-organization features are
required [32].

For WSNs, a shift to IP-based communication can be observed: This refers not only to
Wi-Fi, which is already capable of IP, it corresponds more so to WPAN-systems with
additional IP capabilities as those defined in IPv6 over Low Power WPAN (6LoWPAN)
[11]. Additionally, there also exists a Requests for Comments (RFC) for Bluetooth to
enable 6LoWPAN (IP) support [RFC7668].

2.1.5 Hybrid networks

In the future, the hybrid approach consisting of wireless field networks, traditional field-
buses and modern Industrial Ethernet networks on the field level will play an important
role [11]. Additionally, IP is seeing more frequent adoption in networks built on both
wireless and wired connectivity. The clear advantage of IP is that the underlying trans-
port medium plays only a secondary role, because it is transparent to the application
under the assumption that requirements like real-time capabilities, latency or throughput
are met.

Even though wireless connectivity brings many benefits at field level, wired technologies
like Ethernet or even fiber remain the first choice at the upper levels of the automation
pyramid (backbone networks). This is mainly due to wired connections allowing for
higher data rates and not being as prone to electrical interference.

2.2 CPS

“CPSs are integrations of computation and physical processes. Embedded computers
and networks monitor and control the physical processes, usually with feedback loops
in which physical processes affect computations and vice versa.” [33] According to this
definition, a CPS is an embedded system or automation system connected with many
devices, capable of sending and receiving data via networks. Because modern automation
systems already monitor, coordinate and control the required operations and data in
distributed ways, there exist many CPSs today. Also, in the future, more and more
objects in the physical environment will gain computing and communication capabilities.
This includes many areas such as critical infrastructure control, process control and
factory automation, distributed robotics, building and environmental control, assisted
living and traffic control systems. These systems form the connection between the cyber-
world and the physical world [33], [34], [5], [2].

2.2.1 IoT, M2M and Industry 4.0

As the data exchange and the interconnection between CPSs or even to the Internet
is the most important feature of CPS, IoT can be realized with CPS. The main idea
with IoT is that many low-cost CPS-nodes (computing devices, sensors, etc.) with small
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2. State-of-the-art

form factors and even wireless connections are part of an overarching distributed system
(system of systems). Furthermore, through the connection to the Internet, data transfer
from the nodes to the cloud may also be possible [34], [5].

Therefore, IoT and CPS are the basis of the growing Industry 4.0 initiative. Which
is the fourth iteration of the industrial revolution. The first industrial revolution was
“mechanization”, the second was “mass production”, the third was “digitization” and
the fourth is the usage of CPS in the industry [34].

When considering IoT and Industry 4.0, machine-to-machine (M2M) communication
also must be mentioned, which is exactly the main feature of CPSs: Devices that are
highly interconnected communicate with each other. Based on this communication, these
devices make automated decisions. Due to the huge interconnection of CPSs, the strict
separation of distinct systems, is not feasible anymore [35]. Hence, a holistic security
approach is needed.

2.2.2 SCCPS

Safety is defined in [EN61508] as “the absence of unacceptable risk of physical injury
or damage to the health of people”. Hence, safety-related systems deploy mechanisms
that reduce the risk to a particular level or that embed appropriate countermeasures.
Furthermore, when a fault induces a fatal error, which leads to physical injury or damage
to the health of people, the system can be described as a safety critical system [8]. CPSs
that can be safety critical systems are called SCCPSs.

Fatal failures that become critical may be caused by defect hardware, environmental
damage, unintended operating errors and much more. However, security threats can
also lead to critical failures. Some example domains, in which a failure can lead to
severe consequences are aerospace, energy, automotive, railway, BACS and healthcare
[2].

A concrete example of a SCCPSs is a fire alarm system, in which malfunctions may
lead to health hazards. Furthermore, security flaws may be used, to produce enormous
damage or even physical injury. Such a fire alarm system is depicted in figure 2.3 [36].
This example shows typical characteristics of CPSs like the interconnection between all
involved devices, the Internet connection as uplink connection to other systems, the
actuators and the sensors. These, in the form of field devices that monitor and interact
with the physical processes. Furthermore, the fire alarm control panels (FACPs), that
collect and visualize the sensor data, perform the actual computation and control the
actuators.

This fire alarm system is a simple safety critical BACS arranged in a 2-level architecture
(field level and management level). At the field level, manual alarm triggers, sprinklers,
alarm lights, sirens and fire detectors can be seen. The field devices are connected via
a fieldbus directly with the responsible FACP and the fieldbus forms a physical ring
for reliability reasons. The FACPs itself are part of the management level and are
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2.2. CPS

Field levelField level Mgmt level

Internet

FACP 1

FIRE

Press the Button

FIRE

Press the Button

FACP 2

FIRE

Press the Button

Figure 2.3: Fire alarm system as an example of a SCCPS. Backbone connections are
marked with a green line, while fieldbus connections are marked with a brown line.

interconnected by fiber connections. FACP 2 is further connected to the Internet by
fiber connections as well. Via this Internet connection, alarms can be sent directly to
the fire department or software updates can be pushed to the devices. Additionally, if
FACP 2 has Internet sharing capabilities, it is possible for FACP 1 to gain access to the
Internet as well.

Due to the possible damage or physical injury of SCCPS, not only functional safety is
an important goal of SCCPSs, also device and network security is a substantial task
during the design of such systems. As the complexity and the adoption of safety critical
systems increase, it is very important to focus on the system security. In particular,
because many system developers considered security as a marginal issue for many years
[2], [36].

Several security concepts for automation systems rely on the concept of physical sepa-
ration (“air-gapping”). However, as mentioned in section 2.2.1, for CPSs that operate
in several dimensions (electrical, mechanical, pneumatic, hydraulic or kinetic), this is
not feasible anymore and thus need to be revisited, because all these operation modes
are potentially penetrable. Additionally, new trends like remote system access, ubiqui-
tous connectivity, or cost reduction by reusing of existing networks lead to dependencies
that contradict the physical separation principle. Even at field level, many measure and
instrumentation application trends to distributed data acquisition arise [35], [36], [11],
[37], [8].
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2. State-of-the-art

Another problem of modern communication techniques is that sufficient security mech-
anisms are often not supported or not sufficient enough. This may be because these
security mechanisms are not mandatory or they lead to some drawbacks at the commu-
nication [37], [38], [39]. Therefore, this work covers mechanisms to enhance the security
of SCCPSs. In section 2.3, a short summary of common security mechanisms is given.

2.3 Security considerations

A goal of this work is to establish a holistic security concept for SCCPSs. In this section,
some basic understanding of existing security measures is conveyed.

2.3.1 Security objectives

Confidentiality, integrity and availability are three important targets in the context of
security and are therefore often abbreviated as CIA [38], [37], [39], [40]. In figure 2.4,
this CIA-triad is shown. It contains the three primary security goals: [8]

Confidentiality: Confidentiality means, that protected data is kept secret, as long as
no authorized entity has successfully authenticated itself. It is important, that
authentication is not part of this property [41], [42].

Integrity: Integrity ensures, that information was not altered or modified. If the infor-
mation is transferred, integrity ensures that the content was not changed by some
entities between the sender and the receiver [41], [42].

Availability: Availability ensures, that authenticated entities have data access each
time they needed it. This means, that the system needs to be in a functional state.
Stopped systems may be highly secure, but they are not functional and therefore
no entities are able to request data [8], [40].

Even though some additional objectives are often used:

Confidentiality

Integrity
A
va

ila
bili

ty

Systems
and

Data

Figure 2.4: CIA-triad [40]

16

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

2.3. Security considerations

Authentication: Authentication consists of two parts; one is responsible for entity
authentication (i.e. to ensure the correct identity of an entity) and the other part
is responsible for message authentication. Authentication ensures therefore the
identity and origin of communication [43], [42], [8].

Authorization: Authorization is preventing illegitimate entities from doing actions,
that require special legitimation (access control) [8], [37].

Non-repudiation: Non-repudiation is a combination of integrity and authentication.
It allows an entity to be sure, that another particular entity is responsible for a
particular action [44], [42].

If the focus lies on cryptography itself and not at the system, instead of the CIA-triad, the
main four objectives of cryptography are used. They are: 1. confidentiality, 2. integrity,
3. authentication and 4. non-repudiation [41], [42].

2.3.2 Cryptographic algorithms

There exist three main categories for cryptographic algorithms: Symmetric cryptography,
asymmetric cryptography and hashing algorithms.

2.3.2.1 Hashing algorithms

Integrity can be achieved with the use of hashing algorithms. The purpose of a hashing
algorithm is the creation of a unique digital fingerprint of a given input data set. This
digital fingerprint is always equal for the same input data (comparability). A secure
hash function is a function which generates a fixed size output of an input of arbitrary
length and can’t be reversed. Hence, it should not be possible, to generate the same
hash with two different data sets (collision). Furthermore, it shall be hard to infer a
data set of a given hash. Therefore, hashing functions have no inverse function and are
often called “one-way” functions [45], [42], [46].

2.3.2.2 Symmetric cryptography algorithms

Symmetric cryptography algorithms provide confidentiality and use one single key for
de- and encryption. Therefore, each entity that needs to decrypt the enciphered text
must have knowledge of the key. In contrast to hashing algorithms that only generate
fingerprints, all data must be restorable. Therefore, symmetric cryptography algorithms
are often called “two-way” functions. Hence, it should be hard, to extract the original
data or the used key of the enciphered text. Symmetric cryptography is well suited for
large data and is in general faster than asymmetric cryptography [40].

2.3.2.3 Asymmetric cryptography algorithms

Asymmetric cryptography algorithms are also known as public key cryptography algo-
rithms. In contrast to symmetric cryptography, asymmetric cryptography uses two keys:
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2. State-of-the-art

A public key and a private key. Because these keys are mathematically related, both are
generated by a single entity and no one can conclude from one of both keys the other
corresponding key. While the private key must be secretly stored by the owner, the
public key can be given to everyone [45], [40], [42].

When Bob encrypts data for Alice, Bob uses the public key from Alice to encrypt the data
and send the enciphered text to her. Finally, Alice uses her own private key to decrypt the
enciphered text from Bob. Additionally, both keys can be used in the reversed direction
as well (encrypt data with private key and decrypt with public key), as the encryption
operation applied with one key can simple be reversed by the other key. Therefore, not
only symmetric cryptography, but also asymmetric cryptography provides confidentiality.
Additionally, asymmetric cryptography provides non-repudiation under the assumption
that the private key is kept private, as the only entity which has knowledge of the private
key can perform the required operations [42], [40], [45].

2.3.2.4 DH

One major problem in symmetric cryptography is the transfer of the encryption key. As
the symmetric key should in general not be transferred in plain text via public accessible
transport media. To overcome this problem, key agreement protocols can be used. One
of the first key agreement protocols that is also widely used today is the Diffie-Hellman
(DH) key agreement protocol1 [47]. This key agreement protocol relies on the public and
private keys of two communication partners and creates a common secret key based on
these keys.

Assume Alice and Bob want to derive a symmetric key that should later be used for
symmetric encryption: First, Alice and Bob agree on two integers p ∈ P

2 and g ∈ P. In
the next step Alice chooses a random integer a and Bob chooses a random integer b3 as
their private key. For the corresponding public keys Alice calculates A = ga mod p and
Bob calculates B = ga mod p. As both calculated their public keys on their own, Alice
sends A to Bob and Bob sends B to Alice. Once Alice receives B, she calculates with
her private key a the equation (2.1):

( B
︸︷︷︸

=gb mod p

)a mod p = (gb mod p)a mod p
︸ ︷︷ ︸

=(gb)a mod p

= (gb)a

︸ ︷︷ ︸

=ga·b=gb·a

mod p = K (2.1)

And when Bob receives A he calculates with his private key b the equation (2.2):

( A
︸︷︷︸

=ga mod p

)b mod p = (ga mod p)b mod p
︸ ︷︷ ︸

=(ga)b mod p

= (ga)b

︸ ︷︷ ︸

=gb·a=ga·b

mod p = K (2.2)

Therefore, both Alice and Bob get the exact same result K that can further be used as
an encryption key for symmetric encryption. Thus, with this protocol it is possible that

1The DH key agreement protocol is also known as DH key exchange. However, no key is exchanged,
instead two parties agree on a common key [47].

2p should be sufficiently large.
3Also, a and b should be sufficiently large.
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2.3. Security considerations

two parties that are connected via a publicly accessible media are able to agree on a key
that is only known by themselves without the need for Pre-shared keys (PSKs) [47], [40],
[48].

2.3.2.5 PFS

Some cryptographic protocols support Perfect forward secrecy (PFS). In this operation
mode the derived symmetric keys are only valid for a certain lifetime or a session. If the
session is closed or the lifetime of the symmetric key is expired, both parties must agree
on a new symmetric key (e.g. by doing a new DH). Once the new symmetric key was
created, previous symmetric keys can be destroyed. Thus, even if adversaries can get
a symmetric key, they are able to decrypt all messages that were encrypted with this
particular key. However, if the symmetric keys change sufficiently often, it is hard for
adversaries to decrypt other messages. In order to implement PFS correctly, new keys
must be generated independently of each previous key. Otherwise, adversaries may be
able to derive future/past keys from a captured key. [49], [47]

2.3.3 Hybrid cryptography

As mentioned in section 2.3.2, none of the algorithms presented provides support for
all four objectives of cryptography. Thus, these algorithms are in practice combined
to obtain the properties of all cryptography objectives. These combinations are called
hybrid cryptosystems [42].

2.3.3.1 Digital signatures

The aim of digital signatures is to achieve Integrity, Authentication and Non-Repudiation.
This can be achieved by a combination of asymmetric cryptography and hashing: In
more detail, the first step is to use the hash function, to generate a hash of the data
which should be signed. The second step is the asymmetric encryption of the hash with
the private key. The encrypted hash is further called signature and can be distributed
along with the data and the corresponding public key. With this signature, everyone
who knows the public key corresponding to the private key, which was used to create
the signature, can prove (by decrypting the signature with the public key) that the
signature was created by the private key. Therefore, the entity which signed the data
can be verified (authenticity of the sender) and the signed entity cannot disown the
signature by claiming that it was forged (non-repudiation). Hence, if the signature
was successfully decrypted, the hash of the data is received. If both, the hash of the
distributed data and the decrypted signature are equal, it is guaranteed that the data
was not changed by someone (integrity). Thus, a digital signature is similar to a real-
world signature, which also doesn’t provide confidentiality, but ensures that the signing
entity agrees to certain terms and conditions (e.g. for contracts) [45], [42], [50].
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2. State-of-the-art

2.3.3.2 Hybrid encryption

Many cryptography implementations combine also symmetric and asymmetric encryp-
tion algorithms, to achieve the performance of the symmetric encryption and the key
exchange advantages of asymmetric cryptography: When Bob encrypts data for Alice
using hybrid encryption, Bob creates at first a random symmetric key, which is used for
the symmetric encryption algorithm. After Bob encrypted the data with a symmetric
encryption algorithm, the symmetric key is then encrypted from Bob with the public
key of Alice by an asymmetric encryption algorithm. Once Alice received both, the
encrypted key and the encrypted data, she simply uses her private key, to decrypt the
symmetric key. Furthermore, with this decrypted symmetric key, she can decrypt the
encrypted data also [48].

2.3.4 PKI

A huge disadvantage of the presented methods is the vulnerability against MITM attacks.
If two entities do not know each other, it may be hard for them, to safely exchange their
public keys. In figure 2.5, this problem is sketched. In figure 2.5a, a regular public
key exchange mechanism can be seen: Alice sends Bob her public key (A) and Bob
responds with his public key (B). This mechanism works well, if both know each other
and are certain that the received key comes for sure from Bob or Alice. However, if
Alice can’t be sure that the received key comes really from Bob and Bob can’t be sure
that the received key was sent by Alice, a MITM-attack is possible. In figure 2.5b, this
case is sketched: Alice and Bob think both that they are exchanging the keys with each
other, but Mallory catches the public keys (A and B) of both and acts as the respective
opponent. This means that Mallory sends her own public keys (M1 and M2) instead of
the expected keys (A and B) to Alice and Bob.

As both of them send only the public key and the public key can be published everywhere,
the cryptosystem itself is not broken by this attack, but when Alice encrypts data for
Bob, she uses the public key M1, which she got at the key exchange step before. Because
M1 was from Mallory and not from Bob, Alice encrypts the message directly for Mallory
with it. Even though because Bob thinks that Mallory is Alice, Mallory can encrypt the
decrypted message received from Alice and encrypt it again with the public key (B) for
Bob. In this case, Mallory acts as a transparent MITM-attacker, in which both Alice
and Bob think that they are talking to each other encrypted, but Mallory can decrypt
all encrypted messages.

2.3.4.1 public key infrastructure components

Public key infrastructures (PKIs) can be used, to prevent MITM-attacks. A PKI consists
of the following components: A certificate, a certificate authority (CA), a registration
authority (RA) and a certificate revocation list (CRL) [51], [48]. The following descrip-
tions mean the simple direct trust model, when trust is stated in the text. It is explained
in more detail (even with additional trust modules) in section 2.3.4.2.
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2.3. Security considerations

Alice Bob

I’m Alice, and A is my key.

I’m Bob, and B is my key.

(a) Regular public key exchange without an attacker.

Alice Mallory Bob

I’m Alice, and A is my key.

I’m Bob, and M1 is my key.

I’m Alice, and M2 is my key.

I’m Bob, and B is my key.

(b) Public key exchange with Mallory, who performs a MITM-attack.

Alice

Clara

Bob

I’m

Alic
e,

I want a cert for my key A.

A
lic

e,
C

rtC
(A

) cert
ifies your key A.

I’m Bob, I want a cert for my key
B

.

Bob, CrtC (B) certifies your key
B

.

I’m Alice, and I have a public key A, signed by Clara: CrtC(A)

I’m Bob, and I have a public key B, signed by Clara: CrtC(B)

(c) Public key exchange with certified keys. Clara acts as a CA/RA and issues the certificates
for the public keys.

Figure 2.5: Initial public key exchange example. Alice and Bob try to exchange their
public keys. In order to prevent the interception of the messages by Mallory, the certifi-
cates from Clara can be used.
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2. State-of-the-art

CA: A CA is comparable to a passport office, which issues passports [48]. Normally, a
passport vouches a person, therefore if the passport office is trusted, each passport,
that was issued by this passport office can be trusted too. Consequently, it is
enough, to look at a passport, to make sure that a person is really the person, it
pretends to be. For CAs, the situation is similar, but instead of passports, they
issue certificates. Hence, if the CA is trustworthy, also the issued certificates are
trustworthy, and a certificate vouches an entity [52].

RA: One of the tasks that must be accomplished at the passport office is checking
the identity of the passport requesting persons. In a PKI, the registration and
authentication are typically carried out by a RA. Even though CA and RA are
defined as two separate entities, they may be also combined in one entity or one
CA can have several RAs [46].

CRL: In the event of a failure in the PKI process (e.g. a leaked private key or an insuf-
ficient authentication by the RA), an already issued certificate might be revoked.
All revoked certificates are collected and published by a CA. Therefore, before a
certificate is trusted, it should be checked, if this certificate is listed in the CRL
[40].

In figure 2.5c, a public key exchange with certified keys is sketched: Alice and Bob do
not know each other, but both know Clara, which acts as a CA/RA in this example.
Both, Alice and Bob got already the public key of Clara via a secure channel and trust
the certificates issued by her. Furthermore, Alice and Bob can distinguish between
certificates from Clara and certificates issued by other CAs, as Clara uses her private
key to generate the certificates for Alice and Bob (see section 2.3.3.1). This is denoted
in figure 2.5c by CrtC , which means that the certificate is issued by Clara and can be
checked with the public key C of Clara. Before Alice and Bob start the key exchange
process, they ask Clara, to issue a certificate for each of their public keys. When Bob
receives the certified public key of Alice, he can be sure that the key is from Alice without
knowing Alice before. Therefore, Mallory has no chance to pretend that her keys are
the public keys from Alice or Bob, because Clara would not issue certificates for Alice or
Bob to Mallorys keys, as Clara verifies the identities of the certificate requesting entities.

2.3.4.2 Trust models

In section 2.3.4.1, the concept of PKIs is introduced and explained with an example in
which Alice and Bob trust Clara which acts as a CA/RA. This trust-dependency to the
CA leads to another challenge: How can the trust be established in a generic fashion?
In large networks like the Internet, where many devices communicate with each other
and it is not practicable, that each entity directly exchange their public keys via a secure
channel. In order to address this challenge, there exist some several trust models:

Direct trust is the simplest trust model. It comes into play, when two entities can
identify each other [45]. All other trust models rely on direct trust [53]. For
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2.3. Security considerations

example, if Alice gets Bobs public key face to face and therefore trusts his key or
Bob and Alice trust Clara in her role as CA (see section 2.3.4.1).

Third entity trust is also a simple trust model, in which a trust path between two
entities is established, by a trusted third entity. For example, if Alice and Bob do
not know each other but both already direct trust Carol and Carol directly trusts
Alice and Bob, the trust path between Alice and Bob can be established via Carol.
[45].

Trust lists contain a list of trusted public keys, root certificates or self-signed certifi-
cates, which are unconditionally trusted. Trust lists are used, to support certifi-
cates of more than one CA. The advantage of this approach is that many CAs can
be trusted at the same time and none of the CAs must be related to each other.
Modern operating systems (OSs) and Web browsers are already shipped with a
preinstalled trust list [53], [52].

Hierarchical trust is a very common and heavily used trust model. It is based on an
unconditional trust to a root entity, which itself is related to several sub-entities.
As a particular entity trusts the root entity, the trust path to the sub-entities can
be established. For example, if a PKI consists of several CAs (a root CA and an
arbitrary number of intermediate CAs), hierarchical trust can be used to establish
a trust path to all intermediate CAs once the root CA is trusted. Therefore, if
certificates are issued by intermediate CAs, they can be backtracked to a root CA
[40].

Cross trust is a model, which is used between the PKIs of different organizations. The
idea is that two CAs mutually sign their certificates to establish two-way trust of
all certificates, belonging to one of both CAs. Thus, both organizations can retain
their own root CAs, but can also trust the certificates issued by the other CA [40].

Web of trust is a special case of a trust model, which doesn’t necessarily require PKIs
or CAs. In contrast to hierarchical trust, it is a decentralized trust model, where
the entities trust a public key, if they have directly obtained it from the owner or if
enough trusted entities trust the public key. In this model, each user is responsible
for certificate exchange und signing [45], [53].

2.3.4.3 public key infrastructure in practice

As mentioned in section 2.3.4, PKIs exist, to authenticate the public key owner [51].
PKIs are widely used in the Internet Protocol Transport Layer Security (TLS). It is
part of Hypertext Transfer Protocol Secure (HTTPS) connections that are established
between Web browsers and Web servers [53]. As mentioned in section 2.3.4.2, the root
of trust is provided by a trust list for root CAs that is shipped by each OS and each
Web browser [52]. However, as stated in section 2.3.4.2, not only the root CAs are able
to issue valid certificates, there are additional models of trust that can be used. Besides
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2. State-of-the-art

the trust lists, also hierarchical trust and cross trust can be used. In this case, the PKI
is called hybrid PKI, because it uses arbitrary combinations of the trust models [54].

2.4 Cryptographic communication protocols

In section 2.1.3 and section 2.1.4 several different communication protocols are intro-
duced. Not only these communication protocols are different, also the cryptographic
protection possibilities are very protocol specific. Some protocols already provide cryp-
tographic functionality out of the box. This is the case for many wireless protocols
such as 802.11 (Wi-Fi), 802.15.4 (WPAN) and 802.15.1 (Bluetooth). However, in the
domain of BACS the two most common systems KNX and LonWorks also support sev-
eral security mechanisms. Furthermore, in the field of industrial and process automation
PROFIBUS or FF provide amongst others some basic security functions [55]. Other pro-
tocols have cryptographic extensions or work on top of already existing communication
protocols. Examples for this kind of protocols can be found in the Internet protocol
suite (e.g. IPSec, TLS, Datagram TLS (DTLS)).

Although many mentioned protocols already have built-in basic security functionality
several extensions and proposals exist to upgrade the security. Because some of them
provide only rudimentary security mechanisms (like authentication without encryption)
or contain flaws in their security implementations [38], [56]. One example for LonWorks
is proposed in [38], where smartcards are integrated in the fieldbus nodes.

If a heterogeneous set of different security mechanisms and protocols is used in a system
it is hard to provide a consistent basic security level, due to the different security capabil-
ities each of them provides. Thus, in terms of security it is important to provide a basic
level of security which is supported by all used communication protocols. If a system
doesn’t provide a consistent basic security level, potential attackers may combine the
weaknesses of several protocols to achieve a weaker total level of security in the system.
In the example sketched in figure 2.6 a system uses Protocol A (with message authen-
tication but no encryption facilities) and Protocol B (with encryption but no message
authentication facilities) side by side. Furthermore, a gateway is used which translates
passing packets between both protocols. On one side attackers may be able to inject
encrypted (e.g. by replaying packets) packets at Protocol B because it doesn’t use mes-
sage authentication. On the other side attackers may be able to decrypt the messages
by sniffing on the Protocol A side in which no encryption can be used. Therefore, if the
packets pass the gateway the security features of both protocols can simply be bypassed.

2.4.1 Internet protocol suite

Thus, from a security perspective CPS intercommunication would benefit from a commu-
nication protocol that are used in the whole CPS: The continuing emergence of Industry
4.0 and IoT led to an increasing adoption of the Internet protocol suite for CPS in-
terconnection. The Internet protocol suite consists of four layers. They are defined

24

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

2.4. Cryptographic communication protocols

GW

A1A2 B1 B2

Protocol A Protocol B

MalloryMallory

Figure 2.6: A System of different devices that communicate via two different protocols.
In order to translate the messages from Protocol A to Protocol B (and vice versa) a
Gateway with two attack points is used.

by [RFC1122] as the following: 1. link layer, 2. Internet layer, 3. transport layer and
4. application layer. In figure 2.7 these layers are listed inside the Internet protocol
stack.

The OSI model (defined in [ISO7498-1]) is similar and also widespread used as a network
communication model but it consists in contrast to the Internet protocol suite of seven
layers: 1. the physical layer, 2. the data link layer, 3. the network layer, 4. the transport
layer, 5. the session layer, 6. the presentation layer and 7. the application layer . The
physical layer (OSI layer 1) is responsible for transmitting the communication bits. The
data link layer (OSI layer 2) handles the packet transfer between the communicating
endpoints. The network layer (OSI layer 3) is responsible for package routing and host
addressing. The transport layer (OSI layer 4) is responsible for data transfer between
communicating nodes. All layers above OSI layer 4 are application specific and therefore
not considered furthermore [57].

As both models describe different levels of network communication, the OSI layers can
be compared to the Internet protocol suite layers [58]:

• The link layer corresponds to the OSI physical layer and the data link layer,

• The Internet layer corresponds to the OSI network layer.

• The transport layer corresponds to the OSI transport layer.

• The application layer corresponds to the OSI session layer, presentation layer and
application layer.

Because the Internet protocol suite was defined with the IP-based protocols in mind
(e.g. UDP/IP, TCP/IP, IP or Internet Control Message Protocol (ICMP)), it is used
henceforth [58], [RFC1122]. Thus, the OSI model is omitted in favor of the Internet
protocol suite. Furthermore, due to the huge adoption of the Internet protocol suite
several different security approaches exist. Each solution can be applied at different
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2. State-of-the-art

protocol levels. In the remaining part of this section, some common security approaches
based on one of the four Internet protocol suite layers are discussed. However, this list
of approaches is not exhaustive.

2.4.2 Security layers related to IP

TLS is a very prominent application of hybrid cryptography combined with digital sig-
natures and a PKI. TLS works between the Transmission Control Protocol (TCP)
layer and the application layer of a TCP/IP stack. It encapsulates the applica-
tion layer payload and applies cryptographic functions to ensure confidentiality,
integrity and authenticity. It works on top of a socket connection: Once a secure
socket is established between two peers the whole data is protected. TLS is used
in HTTPS, which is a secure variant of Hypertext Transfer Protocol (HTTP) [53],
[48], [46], [RFC2818].

DTLS is similar to TLS but uses UDP/IP instead of TCP/IP as transport protocol.4

On one hand, it is very similar to TLS as the development goal was to maximize the
code and infrastructure reuse from TLS. On the other hand, it must be designed
in a way that the protocol is capable of operation via unreliable links (reordered,
replayed or even got completely lost datagrams) [46].

IPSec is strictly speaking no protocol on its own but is more a protocol suite than a
single protocol. It contains the components Authentication Header (AH), Encap-
sulating Security Payload (ESP) and Internet Key Exchange protocol (IKE). As
it works parallel to IP, all Internet applications can use secured IPSec connections
between two IP peers. During the development of the IP version 4 (IPv4) stan-
dard several security aspects were neglected. For IP version 6 (IPv6) attention was
payed to security in which the IPSec protocols evolved. Finally, the IPSec proto-
cols were also backported to IPv4. Either AH or ESP can be used at the same
time [RFC4301], [46], [47]. ESP can be “used to provide confidentiality, data origin
authentication, connectionless integrity, an anti-replay service (a form of partial se-
quence integrity), and limited traffic flow confidentiality.” [RFC2406] whereas AH
can be “used to provide connectionless integrity and data origin authentication
for IP datagrams (hereafter referred to as just ‘authentication’), and to provide
protection against replays” [RFC2402].

Kerberos is an authentication and key distribution protocol [46]. It works on the
application layer and is used to prove identities in the network, but not integrity
or confidentiality (see figure 2.7).

4It can also be used also on top of Datagram Congestion Control Protocol (DCCP). DCCP can be
seen as User Datagram Protocol (UDP) plus congestion control [46].
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2.4. Cryptographic communication protocols

Link layer

Internet layer

Transport layer

Application layer

MACSec/L2TP

IPSec

TLS/DTLS

Kerberos/SSH

PGP

MAC

IPv4/IPv6

UDP/TCP

Application layer

UDP/TCP/IP stack Internet protocol stack

Cryptographic protocols

Figure 2.7: Different cryptographic transport protocols for the Internet protocol stack,
visualized at which layer they operate [46], [RFC1122].

Secure Shell (SSH) is a protocol which was originally developed as a secure replace-
ment for Telnet5. Additionally, it supports tunneling of any applications that can
be run remotely via an encrypted tunnel. An example for such an application is
File Transfer Protocol (FTP) tunneled over SSH. The SSH File Transfer Protocol
(SFTP) is something similar but natively included in SSH. Furthermore, a tunnel
variant with Point-to-Point Protocol (PPP) over SSH is possible. This approach is
similar to a virtual private network (VPN) [47], [40]. SSH “[...] performs server host
authentication, key exchange, encryption, and integrity protection” [RFC4253].

Pretty Good Privacy (PGP) is a protocol suite which is often used to secure emails.
In figure 2.7 PGP is above the application layer as it can operate on top of tra-
ditional application layer protocols. PGP is an Internet Engineering Task Force
(IETF) RFC and is defined in [RFC4880]. PGP provides “confidentiality, key man-
agement, authentication, and digital signatures.” [RFC4880] In contrast to TLS,
PGP uses the web of trust model which is described in section 2.3.4.2 [46], [40].

MAC Security (MACSec) has been published under the name IEEE 802.1AE and
provides security extensions for the link layer (Medium Access Control (MAC)).
It provides connectionless security with “user data confidentiality, frame data in-
tegrity, and data origin authenticity” [IEEE 802].

Layer 2 Tunneling Protocol (L2TP) is an encapsulation protocol which has been
created out of Point-to-Point Tunneling Protocol (PPTP) (Microsoft) and Layer
2 Forwarding (L2F) (Cisco). L2TP does not provide authentication or encryption,
but it is possible to use IPSec for this purpose on top of L2TP [40], [RFC3193].

5Telnet allows to attain access to a local shell via a remote console. However, it has insufficient
security mechanisms [40].
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2. State-of-the-art

Figure 2.7 shows that different cryptographic protocols are working on different layers
of the Internet protocol stack. The applications are generally more involved the higher
the cryptographic protocol is in the IP stack [46]. For example, if the OS establishes a
secure IPSec channel security is transparent to the application.

The drawback of low-level security protocols is their possible inference with already
existing network infrastructure [46]. In this case higher layer protocols like TLS or SSH
can be used as both work above the UDP/TCP layer. A special case is PGP which
works on top of the application layer and can thus be used to enhance the security of
unsecure application layer protocols like electronic mails.

Another issue is the protocol overhead for security at higher levels of the IP stack. If
the encryption is enabled on lower levels the protocol specific information (like header
information) of the upper layers is protected. However, if the security mechanisms are
applied on higher levels protocol specific information can easily be extracted. If PGP is
used for email protection, the sender and the receiver of the emails are stored in plain
text.

2.5 Hardware security

2.5.1 Important Hardware components from a security perspective

In 1971, Intel released the first microprocessor and five years later Intel introduced the
first microcontrollers that combine Central Processing Unit (CPU), instruction memory
(ROM), data memory (Random Access Memory (RAM)) and input-output-functionality.
This has become the basis for the following embedded systems [59]. Even today’s micro-
controllers and CPUs are related to these first devices available and they consist even
nowadays of the same basic components that were used decades ago.

From a security perspective, the data stored on these devices may be sensitive. Therefore,
a short introduction into important memory parts of embedded systems is introduced
here:

RAM defines in general volatile memory (even though also non-volatile RAM is already
available) which has been used to read or write data during runtime [59], [60].

Dynamic RAM (DRAM) holds the data in small capacitors, but with the drawback
that the data must be refreshed every few milliseconds. This requires special refresh
controller hardware but is widely used in traditional PCs [60].

Static RAM (SRAM) memory chips are less dense and more expensive than DRAM
chips but hold the data as long as power is provided and allow higher transfer
rates. Microcontrollers mostly use SRAM, because they are also less temperature
sensitive and require in general less memory than PCs [60].
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2.5. Hardware security

ROM defines a group of read only, non-volatile memory which has been used in different
forms since the early days of computers, microcontrollers and other embedded
devices. Its main application domain is the program memory [59], [60].

Mask ROM (MROM) defines a special case of ROMs, in which the content of the
memory is stored by the semiconductor manufacturers. Compared to other non-
volatile memory, MROMs can be produced very dense but require large investment
costs. Additionally, the data on the memory can’t be changed [60].

Programmable ROMs (PROMs) are also special cases of ROMs, but with the dif-
ference, that the system developers can program the memory. It is important to
mention, that PROMs can be programmed only once [60].

Erasable PROMs (EPROMs) are PROMs that can be erased and reprogrammed.
Some EPROMs can be deleted by a very intensive UV light source. This operation
can take up to 30 minutes [59].

Electrically EPROM (EEPROM) are more modern EPROMs that can be repro-
grammed electronically. The reprogramming step is possible up to hundreds of
thousand cycles. Compared to UV-EPROMs, the programming can be accom-
plished much faster [59].

Flash are EEPROMs of a more modern generation that are widely used and can be
programmed very fast [59], [61].

As mentioned in this section, the program is mainly stored in memory of the ROMs
group. Thus, not only the communication between the devices needs special security
considerations, also the software which is stored in the memory and runs on the device
needs special care and should be protected. Also running unintended software on the
device should be prohibited. Additionally, it may be required that copying or modifying
the application should be prevented. In the last decades several approaches to enhance
the security for the program memory were developed: Those, which rely only on the hard-
ware hardening are explained in section 2.5.2. However, there also exist approaches that
involve hardware as well as software. These approaches are explained in section 2.5.3.

2.5.2 Hardware hardening approaches

More than forty years ago, the main components of an embedded system (CPU, RAM
or ROM) were only available separately. Components that are today available in single
System on Chips (SoCs) were soldered together on the boards and could be replaced
easily. This was also the time, when ROMs were mostly made from mask-ROMs. At
this time, there were no protection methods against ROM chip cloning or even chip
replacing. For attackers, it was simple, to replace the ROM chips with other ROMs or
EPROMs and execute unintended code [59].
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2. State-of-the-art

In the late seventies, microcontrollers with internal memory and security protection
against unauthorized access to the internal memory contents became popular. Even
though the first microcontrollers required separate non-volatile memory chips, the next
generation already contained EEPROM storage inside the same plastic package. Getting
access to the data on these microcontroller packets required already special equipment
with microprobes or special bonding technologies. However, also exploiting a software
bug to attain access to the data became feasible [59].

Other security mechanisms against data access were hardware fuses that disabled data
access (e.g. disabling the read-back function of the programmers). However, using parts
of the main memory to control the data access has been a feasible way too. It has
been realized by latching the information at a specific address at power-up or using
passwords to grant access to the memory. Additionally, several EEPROM data memory
bus encryption methods were implemented as well as a top metal sensor mesh, where all
sensors in this mesh were continuously monitored and if an abnormal event was triggered,
the EEPROM memory gets deleted. Both approaches were implemented as a protection
against micro-probing attacks [59].

2.5.3 Hybrid (software and hardware) hardening approaches

At the beginning of the nineties, a slightly different approach has been taken with soft-
ware based cryptographic security implementations that rely on hardware supplements.

2.5.3.1 HSM and TPM

One approach for these supplements is called Hardware Security Module (HSM). These
modules have often been used in the financial sector. One example is the crypto processor
IBM 4758 or its successors (4764, 4765 or 4767) [62].

Like HSMs work Trusted Platform Modules (TPMs). They have been introduced by
the organization Trusted Computing Group (TCG) which itself has been founded as
an industrial initiative to standardize trusted computing functionality and requirements.
TPMs are special hardware security modules that have been designed for mass market
devices and are therefore very cost-effective. Because these tamper-evident modules
can be connected directly via common embedded interfaces like Inter-Integrated Circuit
(I2C) or Serial Peripheral Interface bus (SPI) they are predestinated for many embedded
and IoT platforms [63], [64], [62], [65], [66].

Both, HSMs and TPMs have been developed with the goal of creating a Trusted Platform
(TP). Even the term TP has been defined by the TCG as a system with at least the
following three features:

Protected Capabilities involve shielded locations that can be accessed by special com-
mands, storage of integrity measurements, key storage, key management, Random
Number Generation (RNG) and data sealing [67], [FR5].
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2.5. Hardware security

Attestation guarantees accuracy of information and provides information about the
identity and the state of the TP [67], [68], [FR5].

Integrity Measurement, Logging and Reporting: Integrity Measurement mostly
checks integrity of components by digests or hashes. These integrity measurements
are stored inside the shielded locations from where they may be logged and attested
[67], [68], [FR5].

Even though HSMs and TPMs have similar goals, they are used for different applications.
HSMs are typically used in applications that require high performance cryptography or
storage for many keys, but also if the module should be upgradeable with new proto-
cols or applications like in financial applications [62]. TPMs in contrast were designed
amongst others for devices like Notebooks or PCs. Additionally, TPMs have been a
requirement for each Microsoft Windows Vista capable device [69] and are still a require-
ment in Windows 10 if BitLocker or device encryption is used6.

2.5.3.2 TEE

However, TPMs or HSMs are not the only approaches that extend hybrid hardening
approaches. Another concept is Trusted Execution Environment (TEE) that is also a
special hardware feature which support isolated execution environments for parts of the
running software. To better distinguish between the isolated and the normal execution
environment, the terms TEE and Rich Execution Environment (REE) are used. The
term TEE denotes all hard- and software components that are required to serve secure
storage and an isolated execution environment. In contrast to TEE-applications, REE-
applications are executed outside of the TEE (like classic applications on a processor
without TEE). However, there exist defined interfaces in which REE-applications can
communicate with the applications running inside a TEE. The goal when writing appli-
cations that use TEE facilities is to write REE-applications that require that sensitive
operations are run inside the TEE and the corresponding data never gets out of the TEE
[70], [71], [72], [73], [FR6].

Closely connected to the TEE specification is another prominent organization: Glob-
alPlatform (GP) which focuses on the security of smart mobile and connected devices
and creates specifications for these devices. Part of this specifications are the TEE
specifications that are in general architecture independent of the underlying hardware
and provide a generalized set of Application Programming Interfaces (APIs) to imple-
ment trusted applications. Some common examples for TEEs are ARM TrustZone, Intel
Trusted Execution Technology (TXT)/Software Guard Extensions (SGX) or AMD Se-
cure Processor. There also exist special TEE operating systems like Open Portable -
TEE (OP-TEE), Trustonic or SecuriTEE that are typically tiny OSs running parallel to
the REE-OS. Due to the small code base and limited communication abilities of TEE-
OSs, the attack surface is limited. OP-TEE has been ported for several ARM-platforms

6https://www.microsoft.com/en-us/windows/windows-10-specifications
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2. State-of-the-art

with enabled ARM TrustZone. It is an example which fulfills the GP specifications for
TEE [72], [73], [FR6].

The first mobile phones with TEEs appeared more than ten years ago and since several
years, almost every sold smartphone and tablet supports TEEs. Possible applications for
TEEs are also software based TPMs that can be run on ARM TrustZone devices, even if
they do not provide any TPM features. This is possible, because TEEs provide Root of
Trust (RoT) facilities and can protect secret keys (RoT is explained in section 2.5.3.3).
As all devices with a TPM are in general capable of TP features, this applies also to
devices that support a TEE, because TPMs can be run inside the TEE [71], [73], [74].

2.5.3.3 Trusted boot

As mentioned in section 2.5.3.1 and section 2.5.3.2, the adoption of TPMs (in particular
on PCs or Notebooks) and TEEs (in particular on mobile devices) is currently quite high.
Therefore, TP is currently not only a concept which exists in theory it can already be
widely used. The trusted boot concept is the first step on the way to a TP [75]. These
mechanisms involve boot integrity checks that verify the boot sequence and try to detect
unauthorized modifications of the instructions involved at the boot steps. They can’t
prevent attacks to the TP, but they should prohibit that the TP executes unintended
code during startup [76].

This involves two of the three (see section 2.5.3.1) features of a TP: 1) Measurement and
2) attestation. These features are the important steps during the boot process [75]. In
this context, “measurement” means that a hash value for each particular component is
computed, while “attestation” denotes that this hash-value is verified against accepted
authentic values. If the attestation step succeeds, the component can be trusted [75],
[77], [78]. If one of these measurements differs from the accepted values, the component
can’t be trusted anymore, and the boot process must be canceled [65]. Because the
validation of the first steps during the boot processes must happen very early after
the system reset, (well before the bootloader or even the basic input/output system
(BIOS)/Unified EFI (UEFI) is started) parts of these mechanisms must be implemented
in hardware [79]. As it is very hard to detect failures in the components that are invoked
early at the boot process, it is essential that these elements are trusted unconditionally.
These unconditionally trusted components are therefore also called RoTs and they are
key elements of each TP [FR5].

The TCG defines the RoTs for a TP as three components: 1) Root of Trust for Measure-
ment (RTM), 2) Root of Trust for Storage (RTS) and 3) Root of Trust for Reporting
(RTR) [FR5].

RTM is a RoT which is the first part in the transitive trust chain. Transitive trust
means in this context that a parent element (i.e. the RoT) has the ability, to
generate a unique and trustworthy id/measurement (i.e. a hash value) of an un-
derlying element (i.e. software). The goal of this component is the ability of doing
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2.5. Hardware security

reliable integrity measurements. Therefore, it is called Root of Trust for Measure-
ment. It applies the required integrity measurements on the components and sends
the results to the RTS. It is important that it runs on tamper proof hardware. In
a particular device, a RTM is typically implemented by a Core Root of Trust for
Measurement (CRTM). This CRTM contains the instructions that ensure, that
the code of the next booting stage can be trusted. Therefore, it contains the first
instructions that are executed during system boot or reset. On a PC, it would first
measure the BIOS/UEFI and if it is trustworthy, it would then pass control to it.
Therefore, the CRTM is the unconditional RoT [80], [67], [75], [81], [77], [78], [82],
[FR5].

RTS and RTR both can be designed generically for many platforms, in contrast to
RTMs or CRTMs that are distinct for specific platforms. Therefore, it is very
common that the RTS- and RTR-capabilities are combined into a TPM which is
itself usable from different platforms. The main task of the RTS component is to
store the integrity measurement results of the RTM in a confidential and integrity
protected way. Furthermore, the RTR is an entity which reports the integrity
measurements to the platform configuration [83], [67], [68], [81].

Even though TPMs or TEEs can be used to provide trusted boot, they are not the only
ways to provide this feature. High Availability Boot (HAB) is another example which has
been created by NXP Semiconductors and is available on some of their i.MX-Platforms.
It provides boot integrity checking without a TEE or a TPM. In the HAB case, the
boot ROM acts as a CRTM [65], [FR7]. Even though, HAB doesn’t provide all features
TPMs or TEEs have, they are enough to provide boot integrity checks.

Furthermore, it must be mentioned that TPMs, TEEs or HAB are not solely used to
provide boot integrity checks, they can also be used as a part of the key derivation
process which is used to generate the decryption keys for encrypted program memory.
This enables encrypted storage or even full disk encryption facilities too. As long as
the decryption key remains unique for each device, this form of key derivation prevents
off-box attacks, because the TPM, the TEE or the HAB feature of the device is needed,
to obtain the decryption key [81], [40], [84], [85].

Thus, not only the execution of unintended code can be prohibited, also the code which
is executed at startup and during the whole runtime can be stored encrypted in the
program memory (e.g. EEPROM or flash), as it can be automatically decrypted during
startup. In order to combine the terms TPM, TEE, HAB and HSM for the task of
providing a trusted boot mechanism, the term Trusted Boot Module (TBM) is used in
the following sections. Therefore, the term TBM stands as a synonym for hardware
modules that can be used to ensure boot integrity as well as well as confidentiality.

Concluding this section, it is easy to see that combined software and hardware security
mechanisms are very efficient in prevention of arbitrary code execution. Additionally,
full device encryption provides a modern and effective method against code extraction.
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2. State-of-the-art

Both goals exist since decades (see section 2.5.2) but in contrast to hardware hardening
approaches that were used earlier, the hybrid approaches with hardware (in the form
of TBMs) and software are currently state of the art. Furthermore, these hardware
security mechanisms may be supplemented by additional hardware based and security
related mechanisms like instruction set extensions (e.g. the AES New Instructions (AES-
NI) that have been proposed by Intel [FR8]) or Hardware Random Number Generators
(HRNGs).

2.5.4 2FA

Another domain in which hardware security mechanisms are used is the domain of user
authentication. In particular, for safety critical systems it is extremely important to keep
the credentials used for authentication on devices or services secret and use passwords
that are hard to guess [86].

A very popular mechanism to enhance the security of the authentication procedure is
the so called two-factor authentication (2FA) which introduces beside the password an
additional second factor. In general, there exist two common approaches of 2FA:

One-time passwords (OTPs) that are either generated by the server or the client.
Client generated OTPs contain an identifier that enables the server to distinguish
between several different clients. Some examples are the HMAC-Based One-time
password (HOTP) algorithm published in [RFC4226] or its extension Time-Based
One-time password (TOTP) in [RFC6238]. In contrast, server generated OTPs
are transmitted to the client and must be sent back to the server. One example
for this type is the OTP-SMS approach, where the OTP is sent to the client via
an additional SMS communication channel [87].

Challenge-response approaches are slightly different, as the server creates a chal-
lenge which is sent to the client. Once the client receives this challenge, it creates
a response by using cryptographic functions and private key(s). This response
is than sent back to the server. When the server receives the response, it can
distinguish easily, if the response was created by the correct private key(s) [87].

This second factor can be either pure software approaches, OTPs via a second channel
or dedicated hardware like Smartcards, USB token or near-field communication (NFC)
token. The recommended approach is using hardware-based solutions, that have a built-
in security chip for this second factor. As OTPs through separate channels like SMS
or pure software solutions have several drawbacks. One advantage of these hardware
approaches is that the security chip provides a RoT similar to a TBM, as it contains a
fixed public and a private key that are created during the device manufacturing process.
Additionally, they can act as crypto processors [62], [88], [87].

A common protocol which implements hardware-based 2FA is the Universal Second Fac-
tor (U2F)-protocol. It initially has been developed by Google and has been standardized
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2.6. Linux startup

by the industry consortium Fast Identity Online (FIDO), which itself has been founded
2012 [86]. FIDOs goal is therefore the design of secure authentication protocols. Thus,
U2F is an example of a hardware-based challenge-response approach [87].

2.6 Linux startup

The CPS definition in section 2.2 states that a CPS consists of several interconnected
devices. In general, each of them is different and thus runs distinct software. Some
devices of a CPS may have only limited computation capabilities as they are driven by
simple microcontrollers (like lightweight sensors). Thus, they may not be able to execute
full-fledged OSs. These devices are not targeted in this section, as they typically run
very device- and application-specific software and therefore, the startup process is very
device specific. Even though, many devices are not capable of running a full-fledged OS,
this doesn’t apply to all such devices. Examples for such devices are the control devices
that are introduced in section 2.1. For these devices, the Free and Open Source Software
(FOSS) Linux kernel is often used. Due to its huge hardware support, the rich user space
toolset and the zero royalty fees, Linux is used in many embedded systems and devices
in a CPS [89], [90], [91], [92].

Due to the diversity of all devices that are supported by Linux, some preparation work
must be done before the Linux kernel can be executed. This part is explained in sec-
tion 2.6.1. Once the Linux kernel has been invoked, the kernel starts with its initializa-
tion (section 2.6.2). The next step is the init-process, that is started by the kernel. This
step is explained in section 2.6.3. Finally, the system services running in the user space
(section 2.6.4) are started and the system transitions in the operational state. Some
possibilities of the Linux startup are shown in figure 2.8.

2.6.1 Initial booting sequence

The main purpose of the initial booting sequence is to set up the components of the device
into an operational state. The kernel relies on this. As only the SRAM and the CPU
core are directly operational at system start, the initial booting sequence involves the
setup of DRAM controllers, NAND-flash controllers, MMC controllers, USB controllers
or network interfaces (if network boot is desired) [93], [94].

Since several different possibilities exist, how the initial booting sequence can be imple-
mented, three of them are explained in more detail here: An execute in place (XIP)
bootloader, the multi-phase boot sequence with a boot ROM, and a UEFI multi-phase
boot sequence. These three approaches are also visualized in figure 2.8.
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2. State-of-the-art

2.6.1.1 XIP bootloader

If memory with XIP7 support is used (like NOR-flash), the program memory can be ad-
dressed like the SRAM. Therefore, it is possible to map the whole memory to the address
space of the processor. Thus, the CPU can execute the instructions at a specific start
address without setting up additional memory controllers directly at startup. As this
start address is executed after a system reset it is typically called “reset vector”. Usually
the instruction at this address is a jump command to the area where the bootloader is
located. Once the bootloader is invoked, it initializes the DRAM controller, copies the
kernel and its dependencies into the DRAM and starts the kernel [94], [93], [FR9].

Therefore, the XIP approach is very simple. In particular, if the bootloader and the
kernel can be stored in memory that supports XIP and requires no initialization.

2.6.1.2 Multi phase boot sequence with boot ROM

If the bootloader and the kernel are in memory that is block accessible (like NAND-flash)
or if they are received as byte streams from USB or Ethernet, no XIP functionality is
provided in general. Thus, the instructions of the bootloader and the kernel can’t be
executed directly from the CPU. Furthermore, the source in which these instructions
are stored must be initialized before it can be used [94], [93], [FR9] (e.g. setting up the
NAND-controller or setting up the network interface). Therefore, introduction of several
steps before the kernel can be invoked is required:

Boot ROM: The first step is a static code, that is copied into the SRAM and executed
at startup immediately after a system reset. As this static code is device specific,
it is commonly stored inside the SoC and typically provided by the SoC manufac-
turer. This static code usually can load small chunks of data from block memory
(like NAND-flash) into the SRAM. These chunks may be selected either by the
block address or by a specific filename if the source is structured as a file system.
Additionally, the boot ROM may be able to setup the network configuration and
receive a byte stream containing the instructions of the bootloader [93], [94]. This
boot ROM (including the contained instructions) forms the first phase of the boot
process.

Bootloader: The bootloader usually initializes the DRAM. If the kernel is stored on
block devices or can be fetched via peripheral interfaces (like network or serial
interfaces), these must be initialized too. After all these components have been
initialized, the bootloader fetches the kernel image and its dependencies from the
previously initialized components and copies the content into the DRAM. The last
task of the bootloader is to execute the kernel from the DRAM [94].

As the instructions of the bootloader must be copied into the SRAM before they
can be executed, the size of the SRAM also limits the size of the bootloader.

7With XIP memory it is possible to execute the instructions stored on the memory directly without
copying them into the SRAM.
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2.6. Linux startup

In order to overcome this limitation, the optional concept of Secondary Program
Loaders (SPLs) and Ternary Program Loaders (TPLs) has been introduced: A SPL
is utilized if the whole bootloader doesn’t fit into the SRAM. Therefore, the SPL
usually initializes the DRAM, copies the main bootloader (TPL) into the DRAM
and executes it from there. As this bootloader split is a common task, some major
bootloaders like U-Boot directly offer the possibilities of creating these two parts.
This reduces the effort needed to create two bootloaders (SPL and TPL) [94], [93].

2.6.1.3 UEFI multi-phase boot sequence

Devices that use the UEFI firmware standard (like many x86/x86_64 architectures) use
the following boot sequence [93], [95], [96]:

Phase 1 The CPU loads the UEFI boot manager firmware into the SRAM. The UEFI
boot manager firmware is loaded either from a NOR-flash directly or the code
contained in an Extensible Firmware Interface (EFI) on-chip ROM loads it
from a serial flash [93], [95].

Phase 2 The UEFI boot manager firmware is executed. This involves the initialization
of the DRAM controller as well as loading the UEFI bootloader from the EFI
System Partition (ESP), the data storage (like a Flash) or the network. This
phase is similar to the SPL explained in section 2.6.1.2 [93], [95], [97].

Phase 3 The previously loaded UEFI bootloader, which can start the Linux kernel,
is executed. This phase is similar to the TPL-bootloader in section 2.6.1.2.
Some examples are GRUB 2, ELILO, systemd-boot or gummiboot [93], [95],
[96], [97].

2.6.1.4 Trusted boot

To provide trusted boot facilities, the initial booting sequence must be able to verify
the integrity of the Linux kernel image. Therefore, TBMs that are introduced in sec-
tion 2.5.3.3 can be used to achieve this task. Thus, the initial booting sequence must
be able to use a TBM to provide the trusted boot feature. Due to the different types
of TBMs (e.g. HSM, TPM, HAB or TEE) and the different initial booting sequences,
trusted boot is highly device specific. In [98], [88] the trusted booting process on plat-
forms with UEFI/BIOS and TPMs is described and in the application note [FR10] the
trusted boot process on i.MX-processors with HAB support is explained.

2.6.2 Starting the Linux kernel

Once the bootloader has finished the initialization tasks, it hands over the control to the
kernel. The kernel is responsible for initializing the remaining hardware. It also manages
the available system resources. Thus, the kernel receives additional information (referred
to as additional kernel dependencies in section 2.6.1) like a description of further system
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2. State-of-the-art

hardware components (e.g. the device tree) from the bootloader. Additionally, the
Linux kernel relies on the root file system, where all programs, configurations and data
are stored. The root file system can either be a partition on a mass storage device (like
a NAND-flash), a network file system or an initramfs that has been copied from the
bootloader into the DRAM. Due to this huge number of possibilities, the bootloader
informs the kernel where the root file system is stored or whether an initramfs is used
[93].

2.6.3 Starting the init process

If the kernel initialization has been finished, the kernel executes the init process as its
first regular process with PID 1 in the root file system. The purpose of this init process is
the execution of all further processes the system relies on (like system services). Further-
more, the init process outlives all other processes and handles system shutdown, system
restart, system service restart and optionally handles runtime events like recognizing new
hardware. Several implementations of the init processes exist. Example implementations
are “Busybox init”, “System V init” and “systemd”. These are explained in more detail
in [93], [99]. Additionally, these different init processes implementations are visualized
in figure 2.8 too.

2.6.4 Starting the system services

The system services (or system daemons) define the functionality of the device. This is
the case for CPSs, in which the system typically starts without human interaction and
all required services should be started automatically. For Linux systems the init process
is responsible for starting or stopping the system services (see section 2.6.3). Thus, in
general the init process is also a system service that provides the ability of starting other
services. Examples for typical system services are syslogd, getty or sshd [93], [99].
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2.7. Software updates

System services

Boot ROM

SPL
Bootloader

TPLXIP bootloader

UEFI Boot ROM

UEFI bootmanager

UEFI bootloader

Linux kernel

System V initBusybox init Systemd

System servicesSystem services

Figure 2.8: Incomplete excerpt of different Linux startup sequences. It contains the
distinct methods to start the Linux kernel (orange boxes) and different implementations
of the init processes (blue boxes). As the UEFI Boot ROM is not necessarily required
for each UEFI implementation its frame is drawn dashed.

2.7 Software updates

As mentioned in section 2.5.2, at the time, when MROMs or PROMs were used, the
only way to update the software of embedded devices, was the physical chip replacement
[100], [101]. However, since EPROM-, EEPROM- or Flash-memory has been available
and widely used, it is no longer required to replace the entire chip. Instead, the chip
can easily be reprogrammed. In particular, as EEPROM- and Flash-memory can be
reprogrammed electrically and require no UV-light to erase the chip, but also because
EPROM chips can usually be reprogrammed only a few hundred times (compared to at
least the few thousand cycles EEPROMs provide or at least the hundreds of thousand
cycles Flash-memory provides), most memory used in microcontrollers and embedded
devices with update functionality is electronically erasable [59].

When embedded devices first used EEPROM- or Flash-memory and required new soft-
ware updates, a dedicated programming interface was used, which was suited to change
the program memory content. With the introduction of CPSs in which devices are
connected to other devices, remote software updates have become feasible. In this case,
either the software update can be received over an active Internet connection or it can be
distributed between the devices in the network. If the device to be updated is a mobile
device connected through wireless communication technologies, no physical connections
are required to apply software updates. The terms Over-the-Air (OTA) or Firmware
OTA (FOTA) are used for wireless remote firmware updates [101], [102].

If software updates are applied on the field (e.g. remote- or OTA-updates), the update
routine must provide several features: 1. novelty, 2. integrity, 3. authenticity, 4. com-
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2. State-of-the-art

patibility and 5. fallback. Novelty ensures that the software update mechanism can’t
be used to downgrade the device. Integrity and authenticity ensure, that the software
update is provided from a trustworthy source, is unmodified and does not contain any
malicious code. The term compatibility checks that the software update is compatible
with the device (in terms of device type as well as boot integrity). Fallback means that
a proper mechanism is implemented which ensures that once an update fails, the device
can go back into a functional state. All these terms are important, because the device
should install only compatible updates that have been released for this particular device.
Furthermore, if the device has enabled boot integrity checks, the update should also
pass the boot integrity test during startup. Therefore, before the update is applied, the
update routine must ensure that future boot integrity checks succeed, as incompatible
updates and a failing integrity checks may lead to a malfunction device. While boot
integrity can be ensured quite easily special care must be taken if the device boots from
fully encrypted memory where a unique key per device must be used. In this case, the
update must be specifically prepared for each separate device. Additionally, the update
routine may fail due to power interruption or that the update itself contains several bugs.
In this case, the device must be able to return to the prior working state [102].

Keeping the software up to date is very important for CPS and especially for SCCPS. As
software updates often contain bug-fixes that are safety- or security related. However,
devices that are driven by simple microcontrollers are often not capable of running a full-
fledged OS and thus often rely on very device- and application-specific software (see also
section 2.6). A software update mechanism for these devices is generally highly platform
dependent (in terms of the installed software and the system startup process) and often
individual update mechanism must be developed [90], [93], [89]. Some examples of
common approaches are introduced in [103], [104], [105].

Instead of these approaches, the following three approaches are more general but rely on
devices capable of running at least a full-fledged OS like Linux.

Symmetric image update relies on two system images, each containing the OS and
the root file system with the applications. The bootloader checks a flag which
indicates what system image should be used during startup. Once an update is
due, the update mechanism installs it to the inactive image. After the update has
been done, the bootloader flag is changed to the new updated partition. Future
updates will be applied alternating between the two images [93].

Asymmetric image update is an approach which tries to reduce the storage which
is required by the symmetric image update. It contains only one full operational
system image and a non-operational but functional rescue image. When applying
an update, the system must be started in the rescue mode. If the update suc-
ceeds, the bootloader selects the operational system image during the next boot
up. If the update fails, the rescue mode remains active to apply the update again.
The drawback compared to the symmetric image approach is that the recovery
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2.7. Software updates

image doesn’t contain any operational code and therefore the device remains non-
operational after a failed update, until an update succeeds [93].

Atomic file updates rely on redundant copies of the root file system in a single base
file system. At boot time, one of the copies is selected (e.g. by using chroot).
Once one of the copies is selected as the root file system, the others can be changed.
Furthermore, it is possible, to save space, because unchanged files between several
copies can be linked at file system level [93].

Since these approaches are highly platform dependent, as they rely on the bootloader
as well as the OS, these concepts must be implemented individually for each platform.
Existing implementations of these concepts for Linux systems are Mender (uses the
Symmetric image update), SWUpdate (uses Symmetric and Asymmetric images) and
libOSTree (uses Atomic file updates). Additionally, all these implementations can be
used in the Yocto Linux build system. All of them are explained in more detail in [93].

41

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

CHAPTER 3
System model and threat analysis

In the previous chapter, automation systems, CPSs and SCCPSs are introduced. Addi-
tionally, some state-of-the-art security mechanisms for software, hardware and commu-
nication protocols are explained there. In this chapter, a short introduction to threat
analysis is given. Furthermore, a threat analysis is performed on a fictitious SCCPS.

3.1 Terminology

In order to explain threat analysis, it is required to define the following terms:

Adversary: An adversary is an entity, that utilizes a vulnerability to realize a threat.
Sometimes it is also called attacker [106], [107].

Asset: An asset is a valuable item of interest, which an adversary aims at or which must
be protected from an incorrect and unauthorized use by the adversary. This item
may be abstract (like company’s reputation, or the safety of people) or concrete
(like the content of a database) [108], [106], [107].

Attack path: An attack path is the condition sequence which is required to achieve an
attack goal. Without mitigation it forms a vulnerability [106].

Condition: A condition is an action or weakness present in an attack path [106].

Entry point: An entry point (also access point) is the intersection point between the
modeled system and the world, i.e. it provides access to the assets. A system and
the corresponding assets can only be accessed and therefore attacked if it has entry
points. (It is important to keep in mind, that the term entry point also involves
exit points.) [108], [106], [109].
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3. System model and threat analysis

External entity: An external entity is located outside of the scope of the modeled
system. But it correlates with the modeled system. This correlation is realized via
the entry points of the modeled system [110], [106].

Risk: The risk is a “[...] characterization of the danger of a vulnerability or condition”
[106].

Security weakness: Security weakness is an unsatisfactory mitigation of a threat,
which typically results in a vulnerability [106].

Threat: A threat exists, if it is possible, that an attack on a specific asset is successful.
Thus, a threat may be the goal of adversaries [108], [106].

Threat tree: A threat tree can be used to visualize the attack path of a threat. The
root of a threat tree is the actual threat that is visualized [106].

Trust level: A trust level is a specification of an external entity, which describes who
has access to an asset using a specific entry point. A trust level contains authen-
tication methods and privileges that the entities of a particular level require [108],
[106].

Vulnerability: “A vulnerability is a system property that violates an explicit or implicit
security policy” [108]. In particular, a vulnerability defines an attack path that
introduces a realized threat, due to insufficient mitigation [106].

In addition to this terminology, the following two acronyms are often used in the context
of threat models:

STRIDE: Spoofing, Tampering, Repudiation, Information disclosure, DoS and Eleva-
tion of privilege (STRIDE) is a classification of threats which stands for Spoofing,
Tampering, Repudiation, Information disclosure, Denial of Service (DoS) and Ele-
vation of Privilege (EoP) [106].

DREAD: Damage potential, Reproducibility, Exploitability, Affected users and Dis-
coverability (DREAD) is a risk ranking method, in terms of a vulnerability or a
condition. It stands for Damage potential, Reproducibility, Exploitability, Affected
users and Discoverability [106].

3.2 Methodology

As mentioned in section 2.2.2, SCCPS are very complex and tend to become even more
complex particularly due to new possibilities in device interconnection and due to new
technological and functional advances. This increasing complexity may be a problem,
as adding more devices as well as relying on more functionality also increases the attack
surface of the system [106], [111]. This includes features like remote administration or
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3.2. Methodology

dependencies to cloud services that may lead to new threats. Therefore, the following
paragraph states that threat modeling can help to handle this complexity and to mitigate
the threats that are implied by this complexity.

In the past, the system developers used firewalls or proxies as mitigation measures,
aiming at protecting the system from adversaries. However, these approaches have not
helped against architectural or logic flaws in the system. In addition, other vulnerabilities
like buffer overflows have not been addressed. In particular, in the software development
domain, code reviews are very popular, but because they tend to be slow, boring and the
probability that vulnerabilities are missed is very high, a more structural approach which
keeps track of the architecture is demanded. Additionally, as security is an important
part of reliability, most customers expect or at least prefer secure systems. The gathered
data from the sensors of a SCCPS as well as the actuators may be valuable assets for
adversaries. Thus, in particular SCCPSs must ensure a certain degree of security to
protect these assets. In order to address these requirements, threat modeling is used:
Its main goal is evaluation and documentation of possible threats that are related to
the system. In particular, for security specifications and later for security testing (like
penetration testing), these threat models can be utilized, as the threat model works
out many security related properties of the system like the entry points, as well as
external dependencies and enumerates possible attack paths. In addition, the security
weakness can be extracted from threat models by looking at the unmitigated threats or
insufficient mitigation methods compared to total threats. Thus, the risk of a threat
should be considered (i.e. is it more or less hazardous that a threat is exploited). This
information can be used to identify high-risk areas that are more valuable for adversaries
and therefore appropriate candidates for further reworking by system developers (e.g.
rework protocol parsers, access control or session management) [112], [113], [106].

Workflow in threat modeling
The typical workflow in threat modeling is based on four questions [107]:

1. How is the system defined?

2. What are possible goals of an adversary?

3. What are the mitigation methods for these goals?

4. Is the threat analysis complete?

The following section will take these four questions as the basis for the methodology.

3.2.1 How is the system defined?

Threat modeling should be started at early steps of the system design workflow. However,
it should be carried out at least when all features of the system are clearly defined [113],
[106]. This ensures that a definite answer to the question “How is the system defined?”
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3. System model and threat analysis

can be given [107]. For SCCPS this question can be answered by considering the utilized
hardware and software and conceiving the connectivity of the system:

Hardware: For an accurate threat model, it is very important to list all devices that
are part of the system. For an automation system, this involves not only control
devices, PLCs, HMIs, sensors or actuators, but also connected servers, workstations
and network coupling devices must be considered. Additionally, external devices
that are not part of the system, but connected to the same networks, must be
identified.

Software: The software running on the previously identified devices must be consid-
ered too. This involves stand-alone applications, user space applications, libraries
and the OSs. Additionally, the boot sequence (involving bootloaders as well as boot
ROMs) must be considered too. Furthermore, possible software update paths must
be identified for each device. As software updates can help to strengthen the sys-
tem security by fixing known vulnerabilities but they may be used by adversaries
as entry points too.

Connectivity: The connectivity of the system describes how all devices of the system
are interconnected. In particular, for distributed systems like CPSs (and SCCPSs),
that consist of several interconnected control devices it is important to consider the
applied networking technologies. This includes the networking technology and the
applied protocols as well as the involved security/cryptographic mechanisms. The
term “connectivity” involves not only network connectivity, also expansion ports
like USB need to be considered as they represent possible entry points too.

3.2.2 What are the possible goals of an adversary?

As threats are goals of an adversary, the first step is identifying the threats against a
system.

3.2.2.1 Comparison of threat discovering methods

There exist several different approaches that help to identify threats. Some of them will
be introduced in this section:

Brainstorming: One method is brainstorming, in which a group of different persons
sit together and try to detect different threats. Depending on the formation of
the group and the working time, some important threats may be missed. This
is problematic, as adversaries require only one security flaw, to compromise the
system [113], [106].

Attack libraries: Attack libraries that contain a huge collection of possible threats
can also be used. One example for such a library is the Common Attack Pattern
Enumeration and Classification (CAPEC) list with hundreds of attack patterns in
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3.2. Methodology

several dozens of groups. Another example is the annually published Open Web
Application Security Project (OWASP) top ten list. These attack libraries mainly
cover very popular threats. However, as mentioned above, some important threats
to the system are missing. This especially applies to very specific threats to the
respective system. Additionally, if the list contains hundreds or even thousands of
threats, it may be very time consuming to iterate over all possible threats [114],
[107].

STRIDE: However, threats can also be detected by using the STRIDE method. As
the acronym STRIDE defines the opposites of the security goals mentioned in
section 2.3.1, this method is useful for finding security threats [107]:

Spoofing violates authentication

Tampering violates integrity

Repudiation violates non-repudiation

Information disclosure violates confidentiality

DoS violates availability

EoP violates authorization

This STRIDE method simply enumerates the STRIDE categories and ensures,
in contrast to the brainstorming approach, that threats from a broad number
of categories are taken into account. Even, when applying this method, several
threats can remain undetected. Also, it is hard to find an exit criterion. A selective
variation of the STRIDE approach named STRIDE-per-element can be used, to
overcome some of these problems. This is an extension, in which STRIDE threats
are applied to certain elements of the system (e.g. External entities, processes,
data flows or data stores) [110], [107].

Data flow approach: An even more structured approach in which all entry points for
each use case and access level are enumerated is the data flow approach. This
means, that the correlating assets are considered for each entry point. If each
entry point is observed, this approach should lead to complete threat models, as
all possible attack goals or threats can be enumerated [106]. Therefore, in order to
gain a feeling of assets and trust levels from an adversary viewpoint it is important
to understand the system and its entry points. In particular, as each system relies
on special design decisions and external dependencies. However, also the specific
usage scenario plays an important role. Thus, these properties are collected and
form an important part of the threat model, as violating them may also lead
to vulnerabilities. As threat enumeration may be hard to track for engineers,
additional Data Flow Diagrams (DFDs) can be created. These DFD visualize the
data flows in the system and can be used to increase the understandability of the
data flows. This approach is described in detail in [106]. As the data flow approach
is used as the primary threat discovering method in this thesis, the following section
summarizes the most important parts:
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3. System model and threat analysis

3.2.2.2 Data flow approach for finding threats

The data flow approach shows where the respective system is prone to security vulner-
abilities and follows two principles: 1. An adversary needs a way to interact with the
system and 2. assets that are of interest to the adversary must exist [106]. The data flow
approach requires to list the trust levels, entry points (incl. exit points) and assets as a
first step.

Trust levels: The first requirements that are considered are the trust levels. They are
access groups that act as placeholders for a set of permissions and can be given to
the entities which interact with the system (user groups). The list of trust levels
controls who is permitted to access an entry point or a protected resource [106],
[108]. In table 3.1, the trust levels of control devices that are part of a SCCPS can
be seen.

Entry points: As already stated in section 3.2.2.1 entry points play an important role
for the data flow approach, as they define the interfaces for control- and data flow
to the system. However, they may be considered as the attack points to the system
by adversaries [106], [108]. For threat modelers it is therefore very important to
take all forms of entry points into account. For a software system some entry
point examples are (shared) libraries or APIs, files residing on the file system,
configurations, environment variables, further input data like standard I/O, data
transferred between other systems or network services like Domain Name System
(DNS), Dynamic Host Configuration Protocol (DHCP) or Network Time Protocol
(NTP). Security critical actions or data transformations must be determined for
each entry point. If all entry points were considered, a complete threat model
can be created [106]. It is important to keep in mind that the term “entry point”
also involves exit points, as they may also handle sensitive data [106], [108]. A
very common example for exit points are backups. Due to their close relation to
entry points, exit points may be combined with entry points in the same tables.
In table 3.2, the entry points of control devices that are part of a SCCPS can be
seen.

Assets: Assets are the resources, for which the system must ensure that they are used
only in authorized and intended ways [106], [108]. In principle, assets are the cause
for attacking a system because they are vital to the system, to the system owners
as well as to the adversaries. Sometimes, assets are not physically tangible, because
the safety of people or the manufacturers reputation are also part of the systems
assets. Therefore, it is important to determine the risk of a threat or vulnerability
by considering the possible damage adversaries would cause [106]. In table 3.3, the
assets of control devices that are part of a SCCPS can be seen.
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3.2. Methodology

3.2.2.3 Collecting background information

Another important part of identifying goals of adversaries is defining usage scenarios,
external dependencies, system assumptions and security notes [106]. All these topics
can be summarized to collecting background information:

Usage scenario: A usage scenario defines the intended way to use the system. This
includes security related design decisions that the system withstands and decisions
that have no mitigations [106]. Additionally, it is also important to consider the
trust levels identified in section 3.2.2.2, as the usage scenario in general differs
depending on the trust level [115]. A usage scenario for control devices is shown
in section 3.4.4.

External dependencies: External dependencies are all such requirements that are not
in the control of the system developers and that are located outside of the system.
It is hard or even impossible to mitigate threats from these external dependencies
[106]. Software systems particularly rely on external dependencies like the OS,
databases or other services like web servers [116]. A list of external dependencies
for control devices can be seen in section 3.4.5.

Implementation assumptions: Implementation assumptions are used very early dur-
ing the development cycle. They include all assumptions that are not yet imple-
mented, but should be integrated into the final product, as they are a requirement
to keep the system secure [106]. Additionally, this list of implementation assump-
tions is also important if the system must be modified in the future, as these
modifications may have implications for these assumptions [116]. A list of imple-
mentation assumptions for control devices is described in section 3.4.6.

Security notes: Security notes provide security relevant information to the users of
the system (warnings or special guarantees). Thus, this information is required to
build and operate the modelled system. Therefore, these security notes may be
added to the product documentation [106]. Additionally, security related trade-offs
that were made during the development need to be listed in the security notes (e.g.
regarding backward compatibility or specific business reasons) [106]. The security
notes for control devices are listed in section 3.4.7.

In order to gain a better overview of the data flows in a system, DFDs, Unified Modeling
Language (UML) or flow charts can also be used. All of these provide a visualization
of the data and the system processes. One of the benefits of DFDs is that they provide
different model hierarchies and system views. In particular, as multiple DFDs can be
used to describe the data flows of a system, each with different detail levels or even
different system parts. As an example, an overall context diagram and several lower
level detail diagrams can be created [106].

There are different shapes used in DFDs. They are shown and explained in figure 3.1.
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3. System model and threat analysis

2.5
Process

(a) A process is a task which
processes data or performs
actions based on the data.

2 Multiple
Processes

(b) Multiple processes refer
to a lower level (sub-) DFD.

External
Entity

(c) An external entity is an el-
ement that interacts with the
system. It is either a data
source or the sink.

Data
Store

(d) The data store is a place,
where data is sent or re-
quested. They do not change
contained data.

Data flow

(e) A data flow is a visual-
ization of a data transfer be-
tween two entities.

Figure 3.1: The shapes of a DFD [106].

DFDs are a good starting point for threat modeling, as they show the processes that
interact with data and because adversaries can’t attack the system software without
supplying data [106]. In figure 3.4, the DFD of control devices of an example SCCPS
can be seen.

3.2.2.4 Discovering threats from previously gathered information

By using this previously collected information (trust levels, entry points, assets, external
dependencies, implementation assumptions, security notes and a usage scenario) threats
against the system can be identified. In particular, enumerating the gathered assets
and identifying possible attack goals is a good method to find threats [106]. Specifically,
because a threat can’t exist without a target asset [106]. In [106], Swiderski and Snyder
recommend the following questions for each asset, to extract threats out of the assets:

• Is it possible for adversaries to change the system control flow?

• Are adversaries able to retrieve restricted information?

• Are data manipulations by adversaries possible?

• How likely is it that a system failure is caused?

• Can additional user rights be gained?

• Are spoofing methods possible in order to obtain access to assets on behalf of other
users?

• Are there ways to access assets without any access control checks?
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3.2. Methodology

• Is it possible to obtain information about past accesses to the asset?

All found threats can be classified through the six STRIDE categories. It is even possible,
that a particular threat can be grouped into several STRIDE categories at the same
time. Furthermore, threats can be prioritized by this classification. In order to link the
threats together with the collected prior information, each threat should refer to the
corresponding entry points, assets and additional background information [106].

3.2.2.5 Analyzing threats with threat trees

The threats found in the last step (section 3.2.2.4) must be analyzed to ensure that
the modelled system is mitigated against these threats. For this task, threat trees1 can
be used, as they visualize the conditions that have led to a threat on an attack path.
Thus, a threat tree contains a root node (the threat) and at least one child condition.
Furthermore, each child can itself have several child conditions. In order to simplify
complex threat trees, it is also possible to collapse them and represent leaves or subtrees
as a combined condition in a new tree. Once there exists a path without mitigation from
a leaf condition to the root threat, adversaries may be able to affect the threat [118],
[106]. An example threat tree can be seen in figure 3.23.

To characterize the risk of a vulnerability, the DREAD method can be used. As already
mentioned, DREAD is an acronym of five categories that are used to express security
risk in terms of numeric values [118], [106]. Swiderski and Snyder suggest using a limited
range of risk classification (e.g. a three-level range with 1. Edge case 2. Common case
3. Default case [106]).

3.2.3 What are the mitigation methods for these threats?

As each of the identified threats has to be addressed individually, the classification from
section 3.2.2.5 can be used to prioritize important threats. For each threat one of the
following approaches should be applied [107]:

Mitigation: Threat mitigation makes it harder for adversaries to utilize the threat
[107]. This can be achieved in particular with implementation changes like using
cryptography or a redesign of the system.

Elimination: Threat elimination can be realized by reducing system functionality. If
the threat doesn’t exist anymore, because the feature which lead to the threat
has been removed, adversaries are no longer able to utilize the threat [111], [107].
Even though this approach seems promising, it is often not feasible, as features are
implemented for particular purposes.

1Sometimes, threat trees are also called attack trees [117].
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3. System model and threat analysis

Transferring: Transferring the risks to customers, OS or other products is also a possi-
bility for threat modelers [107]. In particular, for cases in which threat elimination
is not possible.

Accepting: Accepting risks is another possibility [107]. In particular, if it is very un-
likely that a threat is utilized by adversaries.

Thus, the first approach which should be considered by system designers is threat miti-
gation, as it doesn’t rely on feature reduction, risk accepting or risk transfer.

3.2.4 Finalize the threat analysis

As soon as the four steps stated before have been taken, the system should be compared
with the threat model again. This step is very important to make sure that no threats
are missing. In particular, as new mitigation methods can lead to new threats, that
should be addressed. Additionally, if the threat model was created before the system
development has been finished, the threat model may no longer be accurate anymore.
Once this additional investigation results in no new threats, the threat model can be
finalized. The same reasoning applies for hazards too. Particularly for SCCPS where a
hazard analysis should also be applied. However, a hazard analysis is out of the scope
of this thesis.

3.3 System model

In section 3.2.1, it has been stated that the system definition is the starting point for a
new threat model. Thus, this section contains the system definition of a fictitious SCCPS
and defines the boundaries of the threat model that will be introduced in section 3.4.
This fictitious system is defined as a distributed SCCPS that consists of several control
devices, in which each of them is connected to several sensors and actuators. Additionally,
some control devices may be connected to the Internet and share this Internet connection
with other devices in the SCCPS. In figure 2.3, a simple example of this system model
is visualized.

3.3.1 Sensors and actuators

The sensors and actuators are essential elements of the SCCPS. Because the sensors
gather data for the control devices and the actuators are controlled by the control de-
vices. As mentioned in section 2.1.1, these sensors and actuators form the field level.
In this model, each field device corresponds to a particular control device and a control
device is responsible for several sensors and actuators at the same time. These connec-
tions between the control device and the sensors and actuators can be established in
various methods and protocols. As stated in section 2.1.3, even if some field devices are
capable of IP-based communication this feature can’t be assumed in general. Instead
several wireless protocols, wired serial protocols or fieldbus protocols represent common
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3.3. System model

examples for these connections. Furthermore, it is also possible to rely on a combination
of different communication methods between the control devices and the field devices.
Therefore, and due to the fact that each of the communication methods generally has
different security considerations, it is hard to determine a basic security level for this
heterogeneous set of fieldbus protocols (see section 2.4). Due to this, the sensors and
actuators are not part of the generic threat model that will be introduced in section 3.4.
Nevertheless, these sensors and actuators should be considered in a final threat model
once the system model is complete.

3.3.2 Control devices

Due to the shift from a three-level to a two-level automation pyramid, that is explained
in section 2.1.1, the sensors and actuators mentioned above form the field level. The
control devices, that are introduced in this section, form the upper level above the field
level. In order to reduce the complexity of the system model, each of the control devices
is of the same type. These control devices are based on a SoC capable of running Linux
and appropriate user space tools. Thus, it is required that the CPU is well supported by
Linux. However, defining the involved hardware components exactly for this model is not
required. Therefore, it is sufficient to determine that volatile memory, as well as non-
volatile (persistent) mass memory is required. In particular, because the non-volatile
mass memory may be realized by NAND flash that is in general not XIP capable (see
section 2.6.1.2), it is desired that the SoC must contain a boot ROM that initializes the
booting sequence. Apart from these specifications, each of these control devices contains
a small graphic display and several LEDs to visualize control-, sensor- or process data.
Furthermore, with a numpad and several additional buttons, it is possible to control the
device locally. Additionally, each control device must support a local clock to provide the
current date and time to the software services. In order to get a reliable local date and
time source, a combination of several external time sources can be used. Examples for
external time sources are NTP-servers that work on top of UDP/IP, Global Positioning
System (GPS) or Low Frequency (LF)-sender (e.g. DCF77) [119]. Additionally, this time
source must be coupled with a buffer battery assisted real time clock that is included in
each control device. The buffer battery of the real time clock ensures that even if the
system has been restarted, a time synchronization is not necessarily required.

3.3.2.1 System partitions of a control device

The persistent memory and the volatile memory of a control device must store the
following customizable components:

Boot image: The boot image contains the bootloader. During startup, the bootloader
is invoked from the boot ROM in the SoC. It is developed from an external or-
ganization that ensures that it is compatible with the boot ROM and the Linux
kernel. The boot image is used read only and it is stored in the persistent memory,
throughout the entire boot process.
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3. System model and threat analysis

Kernel image (active)

rootfs (active)
Boot image

Data

rootfs (inactive)

Kernel image (inactive)

Figure 3.2: Symmetric partition layout: The rootfs and the kernel image both exist
twice. While the boot image and the data partition both exist only once.

Kernel image: The kernel image contains the Linux kernel and additional device dri-
vers, as well as the device tree which describes the involved hardware (see sec-
tion 2.6.2). The kernel image is invoked by the bootloader. Similar to the boot
image, it is stored in the persistent memory and used read only during the whole
boot process.

Root-File system (rootfs): This system partition contains all user space applications
or configurations needed during normal operation. It is mounted by the kernel
(read only) and located in the persistent memory.

Data: The data partition is used as a read- and writeable partition, where additional
configurations and system log files can be stored persistently during normal oper-
ation. The data partition is also part of the persistent memory.

Tempfs: The tempfs partition is a temporary file system, which is read- and writeable
as well but it relies on volatile memory instead of the persistent memory.2

It is apparent that persistent memory partitions that contain executables are used read
only. Thus, it is not possible to modify executable files during normal operation. Even
though this restriction exists for security reasons, it limits future software update mech-
anisms. To overcome this limitation, the symmetric image update method is used (see
section 2.7). In this case, the kernel image and the rootfs are stored twice in the persis-
tent memory (see also figure 3.2): The first pair of kernel- and rootfs images contains

2Tempfs is mainly used for two reasons: 1. It is usually faster than persistent memory (e.g. EEPROM-
or flash) and 2. permanent writes to the volatile memory (e.g. RAM) avoid the risk of wear-out, that is
typical for EEPROM or flash memory [93].
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3.3. System model

the active code that is executed at device startup, while the second pair contains the
inactive fallback images. Each time the first pair is active, and the update procedure
starts, the inactive second pair can be used read- and writeable. Therefore, the update
procedure is able to update the content of the inactive kernel image and the inactive
rootfs partition. After both the inactive kernel image and the inactive rootfs have been
updated and verified successfully, the bootloader is notified and uses this updated pair
during the next system restart as the active pair. It should be taken into account that
the bootloader can’t be updated by the update mechanism. Thus, if the bootloader
requires an update, the whole persistent memory must be replaced by a maintenance
user.

As an additional security mechanism, only verified images can be executed. To achieve
this image verification, the approach stated in section 2.5.3.3 is used. Thus, the boot
ROM verifies the bootloader before it is invoked, and the bootloader verifies the kernel
before it is executed. Finally, the kernel verifies the rootfs before it is mounted and the
init process is started. Thus, all steps that are involved in the boot process are verified
before they are executed. These verification checks make sure that each boot step is
signed by an external trusted image signing service. Therefore, the boot ROM contains
the public keys that relates to the private keys that are used by the trusted image signing
services to sign the images.

3.3.2.2 Control device connectivity

All control devices of the fictitious SCCPS are interconnected in a mesh topology and use
IP-based communication. There are no restrictions as to which underlying physical layers
must be used, as long as they are capable of IP (either IPv4 or IPv6) traffic. Furthermore,
each control device requires a static IP (thus, no DHCP is required). Additionally, some
of the control devices have direct access to the Internet and are able to act as a gateway
for other control devices without direct Internet access. Thus, this fictitious SCCPS is
an example IoT application as all control devices in general are able to use cloud services.
The cloud service must be directly accessible from a static IP too. Therefore, and due
to the static IPs of each control device, there is no DNS required. In particular, because
the DHCP service as well as the DNS service can lead to further threats. Omitting these
threats results in a simpler threat model.

Each control device should be able to create a confidential communication channel that
provides integrity as well as authenticity. This channel is required for secure M2M-
communication between two control devices as well as for communications between con-
trol devices and arbitrary cloud services.

To authenticate the communication endpoints in the secure channel, cryptographic cer-
tificates are used. These certificates ensure that the communicating devices can authen-
ticate themselves without human interaction, as these certificates are issued from an
external CA that is trusted across all devices in the SCCPS. Therefore, no control de-
vice requires knowledge of all trusted public keys. Instead, each control device trusts
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3. System model and threat analysis

each public key that is cryptographically signed by a trusted CA (see section 2.3.4).
These certificates can be updated via the regular software update mechanism. However,
this update contains not only the certificates, the CRL is installed in this manner as
well. Each endpoint of the communication channel is itself responsible for validating the
certificates and considering the CRL. In addition to the certificate, a unique device ID
must be sent. In order to ensure that the device ID, the certificates and the public keys
are transmitted fully encrypted, the DH key agreement protocol is performed to derive
a common key (see section 2.3.2.4). This key is used as a symmetric encryption key
(see section 2.3.2.2). In order to prevent using the same symmetric key too long, PFS
is used (see section 2.3.2.5). If the received certificate and the public key are decrypted
successfully by the DH key, the authenticity and the permissions of the associate can
be checked by the certificate and the device ID. In case of an invalid certificate, the
secure communication channel can’t be established. If all these checks are successful,
the communication channel (secure session) is established and further messages between
these endpoints can be sent via this secure channel. In order to protect the endpoints
against replay attacks, each message that traverses this channel contains a sequence
number that can be used to determine if a message with the same sequence number has
already been sent. In order to ensure message integrity and message authentication, at
least the encrypted data and the sequence number must be protected by a Keyed-Hash
MAC (HMAC). This HMAC is an integrity and authentication check value that is gen-
erated out of several constants, the message and a private key. It has to be included in
each transmitted message in order to allow receivers to check the message. The HMAC
approach is explained in more detail in section 4.2.4.

In contrast to the secure channel that has been explained for the communication be-
tween the field devices and the control devices, no security mechanisms are specified. In
figure 3.3, an example of this SCCPS in the form of a fire alarm system is depicted. The
connected sensors and actuators as well as all components of the PKI are left out, to
keep the figure simple. In this example, some FACPs are connected via dedicated con-
nections, while others share the network infrastructure with office-PCs. Furthermore,
the connections are established via different technologies like Ethernet, Fiber, Wi-Fi,
EIA-485, EIA-232 or an existing office LAN installation. Additionally, some control de-
vices are connected via backbone connections. As already stated, all these connections
are capable of IP traffic. In section 5.2.1, an approach can be seen, in which some of
these technologies gain the ability, to drive the Internet protocol suite. Figure 3.3 dis-
plays that several control devices can be grouped together to form clusters, as it may be
useful to logically combine several FACPs. An example cluster contains all FACPs that
are located inside a building. Furthermore, all clusters are connected via an IP-based
backbone ring network (black). All three clusters use different FACP interconnection
facilities: Cluster 1 utilizes only dedicated Ethernet, Fiber, Wi-Fi or EIA-485 connec-
tions, Cluster 3 reuses the existing office LAN infrastructure and Cluster 2 combines
both: it reuses an existing office LAN infrastructure and relies on dedicated connections
between the control devices. Additionally, Cluster 2 and Cluster 3 have direct access to
the Internet. This Internet access can be used to send reports to the facility management
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3.3. System model

Cluster 1 Cluster 2

Cluster 3

SW 4

FACP 4A FACP 4B

PC 2PC 1

Router 4 Internet

SW 5

FACP 5AFACP 5B FACP 5C

PC 3

PC 4PC 5

SW 6

FACP 6AFACP 6B FACP 6C

PC 7 PC 6

FACP 1A

FACP 1B

FACP 1C/2A

FACP 1D

FACP 2B

FACP 2C FACP 2D

FACP 2E

FACP 3A

FACP 3B

FACP 3C

FACP 3D

Router 6Internet

Ethernet Fiber Wi-Fi EIA-485 EIA-232 Office LAN Backbone

Figure 3.3: Example of a fire alarm system, consisting of three clusters. Each cluster
contains several FACPs.

and alarms to the fire department. Additionally, this Internet connection can be shared
via a dedicated backbone connection with Cluster 1.

3.3.2.3 Local access to the control device

In order to restrict the local access to specific system-, control- or visualization-functions
of a control device, it provides a local user authentication method. This local user
authentication relies on a PIN, that must be entered on the keypad to authenticate as
a legitimate user on the device. Additionally, also authentication token can be used
to authenticate the token owner (see also section 2.5.4). If no local authentication is
performed, the local user has only access to a restricted subset of control and visualization
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3. System model and threat analysis

features. This is very important for SCCPS in which it may be necessary, to trigger
alarms without authentication. In order to simplify the permissions of each user, several
user roles are introduced. Each user role defines a set of permissions on the device and
each local user account is related to exactly one user role. In this model, there exist five
roles:

1. Maintenance role: Users with this role have the highest privileges, as they can apply
software updates, have access to all system internals, can change configurations and
may create other users. Typically, these users are only used by certified personnel
or employees with service agreements. Therefore, the owner of the system may not
have maintenance user rights.

2. Administration role: Users with this role are typically the highest users, the system
owner controls. These users have access to some system internals and configura-
tions and can create other users.

3. Authenticated role: This is the standard role for all users that have to interact
with the system. They have neither access to system internals nor can create users.
They may also have limited data and control access.

4. Emergency role: Users with this role are members of emergency force units which
require access to all safety relevant data of the system.

5. Anonymous user role: All users of the system that are not authenticated on the
system rely on this role. They have access to emergency stops or trigger alarms
but should not have access to system internals.

Additionally, all services on the device itself are started automatically from virtual users
with an additional user role. This role is called local system role and users with this
role have the permissions to start or stop all device services. Since there are no real peo-
ple behind these users, they are called virtual users. As the services should be started
automatically, users of this role do not require any user interaction or authentication,
since they are directly involved by the init process at system startup (see section 2.6.3).
The permissions of this role are also very high, as they need access to the log files, con-
figurations, executables, network, or other peripherals. Examples for these services are:
A secure communication service (is responsible for establishing secure communication
channels to other control devices and to cloud services), an authentication service (han-
dles local as well as remote user authentication requests), an update service (that is
responsible for software updates) or a control service (which gathers the data from the
sensors, visualizes the data or controls the actuators).

3.3.2.4 Remote access to the control device

Since all control devices of a SCCPS are already interconnected to exchange data, this
network can be reused also for remote-control purposes. This requires similar consider-
ations in terms of user administration and user permissions as the already mentioned
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3.4. Threat model

local users. Therefore, remote users rely on the same roles as local users except the
anonymous user role which does not exist in the remote context. Remote-control should
not be possible without authentication. Instead, the anonymous user role is used for
the communication from and to field devices. In particular, because the system model
doesn’t have any requirements for the utilized fieldbus protocols in terms of authenti-
cation facilities. Since remote authentication does not require physical presence (which
is required for local authentication) remote authentication uses signed asymmetric cryp-
tographic keys instead of numerical codes (see section 2.3.2.3). In addition to the local
system role there exist an analogous remote system role which is used by virtual users.
This remote system role is required for M2M communication (see section 3.3.2.2) and
users with this role rely also on signed asymmetric cryptographic keys for authentication.

3.4 Threat model

In this section, a threat model for the fictitious system model introduced in section 3.3
is presented. This threat model involves only the control devices. Other devices like
field devices or network coupling devices that are part of a SCCPS are not covered.
This threat model will be created by the methodology introduced in section 3.2. In
particular, this threat model is created by using the data flow approach that is introduced
in section 3.2.2.2.

3.4.1 Trust levels

Creating a list of trust levels is the first step of the data flow approach (section 3.2.2.2) to
create a threat model. These trust levels are based on the user roles that are introduced
in section 3.3.2.3 and section 3.3.2.4. All trust levels for this threat model are collected
in table 3.1. It is required, that all user levels are equal on each control device and each
user is able to authenticate on each control device that is part of the SCCPS. All users
must have access to as little features as possible and as much features as necessary.

Table 3.1: Trust levels of a control device. It is easy to see that all users work either
local or remote on the device. However, keep in mind that a remote trust level does not
necessarily have the same rights than the corresponding local trust level.

TL-ID Trust level Description

1 Remote user Remote users have no physical access to the
device. However, they are able to control the
control device or communicate with it via its
network interfaces.

1.1 Remote standard
user

A remote standard user is the default user
level for employees or users that utilize the
system remotely. Therefore, the access func-
tions depend highly on their workflow.
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3. System model and threat analysis

Table 3.1: (continued)

TL-ID Trust level Description

1.2 Remote administra-
tor

A remote administrator is the highest oper-
ational access level and has access to man-
agement features like user administration, re-
trieving sensitive system data or completely
restart the control device.

1.3 Remote maintenance A remote maintenance user has the highest
remote access level and is used only from
maintenance users like the device manufac-
turer or maintenance contractors. These
users have at least the same permissions as
a remote administrator and some additional
permissions such as updating the device.

1.4 Remote emergency
user

A remote emergency user can be used by
emergency forces. These users have access
to all relevant data and controls that are re-
quired to plan and perform emergency oper-
ations.

1.5 Remote system user A remote system user is used for cryptograph-
ically secured M2M communications. There-
fore, users of this role are in general used for
automated data transfer between control de-
vices or periodic backups from control devices
to the cloud.

1.6 Remote unreliable
user

A remote unreliable user is used for M2M
communication that is not (sufficiently) cryp-
tographically secured. Thus, this trust level
is used for devices that communicate with the
control devices via insecure communication.
It is important to distinguish between remote
system users and remote unreliable users due
to the reduced trustability of remote unreli-
able users. An example is the communication
between control devices and field devices via
uncertain fieldbus protocols.

2 Local user Local users have physical access to the device.
Therefore, they can interact with the physi-
cal input and output interfaces on the system
(displays, buttons, keyboards, etc.).

2.1 Local standard user A local standard user is the default user level
for employees or users that utilize the system
locally.
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3.4. Threat model

Table 3.1: (continued)

TL-ID Trust level Description

2.2 Local administrator A local administrator is the highest opera-
tional access level and has access to manage-
ment features like user administration or dis-
playing sensitive system data.

2.3 Local maintenance A local maintenance user is the highest lo-
cal access level and is used only from mainte-
nance users like the device manufacturer or
maintenance contractors. These users have
at least the same permissions as a local ad-
ministrator and some additional permissions
such as updating the device.

2.4 Local emergency
user

A local emergency user can be used by emer-
gency forces. These users have access to all
relevant data and controls that are required
to plan and perform emergency operations.

2.5 Local system user The system operates on its own trust level.
It has access to the network interfaces, other
IoT-devices and periphery and is required for
regular device operation.

2.6 Local anonymous
user

A local anonymous user has access to all
features that are locally accessible without
authentication. This involves local alarm
triggers, control-LEDs, status monitors and
opening of emergency doors.

3.4.2 Entry points

The next step of the data flow approach is creating a list of entry points (see also
section 3.2.2.2). This entry points list contains interfaces of a control device. This list
can be seen in table 3.2. Each entry in this list refers to at least one trust level that is
defined in table 3.1. Only these trust levels are permitted to access the entry point.
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3. System model and threat analysis

Table 3.2: Entry points of control devices. The column TL-ID defines which trust levels
use this entry point.

EP-ID Entry point Description TL-ID

1 Network interface
1.1 Fieldbus Fieldbus systems are used to connect the

SCCPS with the field devices. As men-
tioned in section 3.3.1, for this fictitious SC-
CPS it is assumed, that each communica-
tion to and from these fieldbus devices is
not cryptographically secured. Thus, the
fieldbus devices can use only the remote un-
reliable user trust level.

1.6, 2.3,
2.5

1.2 IP connection IP connections are typically used for remote-
control connections, control device inter-
communication and Wide Area Network
(WAN) connections. As these communica-
tions rely on the confidential communica-
tion channel (with integrity and authentic-
ity facilities), all remote trust levels except
the remote unreliable users can access the
control devices via this entry point. The
physical layer may be any technology that
is capable of IP communication (e.g. Wi-Fi,
Ethernet or Fiber).

1.1, 1.2,
1.3, 1.4,
1.5, 2.5

2 Local adminis-
tration/main-
tenance/debug
interface

Local administration, maintenance or de-
bug interfaces are special interfaces like
Joint Test Action Group (JTAG), serial
or console interfaces that can be used for
debug, administration or maintenance pur-
poses.

2.2, 2.3

3 Device interaction
3.1 Notification LED The notification LED is an exit point that

is used to visualize system state information
or occurred errors.

2

3.2 Display The display is an exit point which visual-
izes system state and control information.
It may be used to display sensor values, ad-
ministration menus, control menus, logging
information and much more.

2

3.3 Button Buttons are used as a simple user input,
to switch between display views, operation
modes or control purposes.

2
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3.4. Threat model

Table 3.2: (continued)

EP-ID Entry point Description TL-ID

3.4 Keypad The keypad is an advanced user input pos-
sibility that can be used for authentication
(authentication PIN) and control purposes.

2

3.5 Authentication to-
ken

The control devices support also authenti-
cation token as an alternative to authenti-
cation PINs.

2

4 Internal hardware
4.1 Power supply The power supply (including the wires) is

required to run the control devices. Only
local maintenance users have access to it.

2.3

4.2 TBM TBMs like TPMs, HSMs or HAB protect
the RoT for the boot process in software.
They can be used particularly to initially
check the integrity of the bootloader (5.2)
which is located in the persistent memory.
Thus, TBMs represent a very sensitive en-
try point. Additionally, many TBMs (like
TPMs or HSMs, see section 2.5.3.1) can be
used to store private keys and apply crypto-
graphic operations with these stored keys.

2.3, 2.5

4.3 Device firmware This entry point involves the firmware of
device components like chipset, networking
(e.g. 5G, Wi-Fi) or other periphery devices
that are integrated in the control devices.
The device firmware is part of the compo-
nent and never gets executed by the CPU
(in contrast to the driver (5.6) that is exe-
cuted by the CPU). Some components don’t
support firmware updates. However, if they
are supported, only maintenance users with
physical access have the permissions to up-
date it.

2.3

4.4 Persistent mem-
ory

The persistent memory contains the soft-
ware (bootloader, OS, drivers, programs
and configurations) that is executed on the
CPU as well as additional data like log mes-
sages. Only local maintenance users and
local system users have direct access to the
persistent memory.

2.3, 2.5
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3. System model and threat analysis

Table 3.2: (continued)

EP-ID Entry point Description TL-ID

4.5 Expansion port Expansion ports like USB or serial inter-
faces can be used to expand the device stor-
age, create backups or for diagnostic pur-
poses. These expansion ports can be used
by local maintenance users or admins and
the system.

2.2, 2.3,
2.5

5 Software
5.1 Code in boot

ROM
The boot ROM contains code that is exe-
cuted at system start. Since it is stored in
a ROM, it can’t be modified. Only the sys-
tem user has access to the code as it has to
execute it.

2.5

5.2 Bootloader The bootloader gets invoked by the boot
ROM. It is used read only and stored in
the persistent memory, but it can’t be up-
dated in the course of the device update rou-
tine. The bootloader can be updated only
from local maintenance users, if the persis-
tent memory is replaced.

2.3, 2.5

5.3 OS The OS is stored twice on the persistent
memory (one active and one inactive kernel
partition) and gets called by the bootloader.
Only the local system user has read access
to the active kernel partition in which the
current OS is stored. The inactive parti-
tion can be updated by the device update
routine from each maintenance user.

1.3, 2.3,
2.5

5.4 System applica-
tions

System applications are stored in the rootfs
partitions. Since the rootfs partitions ex-
ist twice in the persistent memory, only the
inactive partition can be modified by the
update routine that is triggered from main-
tenance users. The active rootfs partition
can’t be modified and only the local system
user has access to the applications on the
active rootfs partition.

1.3, 2.3,
2.5
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3.4. Threat model

Table 3.2: (continued)

EP-ID Entry point Description TL-ID

5.5 System libraries System libraries can be used from any user
space application. Only the local system
user has read access to the libraries on the
active partition. Thus, they can be modi-
fied only by the update routine and can be
used only from local system users.

1.3, 2.3,
2.5

5.6 Driver The drivers are stored in the rootfs parti-
tions. Similar to shared libraries and sys-
tem applications they can be modified only
by a system update and are accessible only
from local system users.

1.3, 2.3,
2.5

5.7 System configura-
tion

The system configuration is distributed over
the rootfs and the data partitions. While
the system configuration in the rootfs can’t
be modified (except by a software update),
the part that is stored in the data partition
can be read and modified by administration,
maintenance or local system users.

1.2, 1.3,
1.5, 2.2,
2.3, 2.5

5.8 Local control ap-
plication

The local control application is used from
the local users of the system to control the
control device. It uses the display and the
LED for visualization and the buttons and
the keypad as input devices. It can be used
from each local user.

2

5.9 Remote control ap-
plication

The remote and control application is the
remote analogue to the local control appli-
cation. It is used from remote users to con-
trol the device.

1

5.10 Local authentica-
tion service

As users need to authenticate on the sys-
tem, a possible entry point is the local au-
thentication service. It uses the display and
the LED for visualization and the buttons
and the keypad as input devices as well as
the authentication token. Each local user
requires access to it.

2

5.11 Remote authenti-
cation service

As users need to authenticate on the system,
a possible entry point is the remote authen-
tication service. Each remote user requires
access to it.

1
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3. System model and threat analysis

Table 3.2: (continued)

EP-ID Entry point Description TL-ID

5.12 Software update
service

The software update service should be able
to update the OS, the applications and its
configuration either locally or remotely on
the control device.

1.3, 2.3

5.13 Secure connection
service

The secure connection service establishes a
secure connection to other control devices
and to cloud services. This secure connec-
tion is required for the software update, the
remote authentication service and the re-
mote control service.

1.3, 2.3

3.4.3 Assets

After the list of entry points the assets of the control device are examined in table 3.3.
Similar to the previous tables containing the entry points and the trust levels this table
of assets contains only assets that relate to control devices.

Table 3.3: Assets of a control device. Column TL-ID defines the trust levels with access
to the asset.

A-ID Asset Description TL-ID

1 Control device
components

Assets that relate to the components of a
control device.

1.1 Device hardware The device hardware involves TBMs, CPU,
persistent memory, volatile memory, data
lines and all other components inside the
device case. Once adversaries have access
to the device hardware, they are able to
manipulate the control device. Thus, only
local maintenance employees have the per-
missions to access device internals.

2.3

1.2 Power supply This asset involves all wires, plugs, batter-
ies, Uninterruptible Power Supplies (UPSs)
or Power Supply Units (PSUs) that are re-
sponsible for powering the device. Only lo-
cal maintenance employees have the permis-
sions to access to device internals.

2.3
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3.4. Threat model

Table 3.3: (continued)

A-ID Asset Description TL-ID

1.3 Communication
wires or plugs

This involves all plugs or wires used to in-
terconnect two control devices or connect
a control device with sensors or actuators.
Furthermore, connections from and to net-
work coupling devices and WAN connec-
tions are also concerned. Only local main-
tenance employees have the permissions to
access to the plugs and wires.

2.3

1.4 Firmware This involves the firmware of some compo-
nents of a control device. Typically, net-
work interfaces as well as the CPU contains
firmware. If firmware updates are possible,
only local maintenance employees have the
permissions to perform these updates.

2.3

2 Network communi-
cation

Assets that relate to the network communi-
cation are in this asset category.

2.1 Message data Messages that are transmitted or received
during a normal communication are valu-
able assets. Not only the message payload,
also the message metadata like sender or re-
ceiver may be useful for adversaries. Only
system users and maintenance users have
the permissions to access the transmitted
messages.

1.3, 1.5,
2.3, 2.5

2.2 Communication
endpoints

For adversaries, also the communication
endpoints can be helpful assets. However,
only maintenance users and the system
users have access to the information which
communication endpoints are used by a con-
trol system.

1.3, 1.5,
2.3, 2.5

2.3 Network utiliza-
tion

During regular operation, the network traf-
fic utilization should be kept low to avoid
high latency (in particular if Carrier Sense
Multiple Access (CSMA) is used). There-
fore, each network should be capable of han-
dling all messages that occur during normal
operation. Thus, a possible asset for adver-
saries may be the goal to drive the network
utilization high.

1.3, 1.5,
2.3, 2.5
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3. System model and threat analysis

Table 3.3: (continued)

A-ID Asset Description TL-ID

2.4 Participate in IP
communication

The communication between the control de-
vices is IP-based as well as the remote-
control connections. Furthermore, the con-
nections between the control devices and
the WAN is also IP based. If adversaries
are able to participate in IP communication,
they may intercept or inject messages. Only
maintenance and system users have the per-
mission to access to the IP communication.

2.3, 2.5,
1.3, 1.5

3 Cryptographic as-
sets

Assets that relate to cryptography.

3.1 Cryptographic cre-
dentials

The utilized cryptographic keys (except
public asymmetric keys) are probably the
most obvious cryptographic assets for ad-
versaries. As they are used to verify,
sign, encrypt or decrypt data (see also sec-
tion 2.3.2). In particular, because each re-
mote user uses cryptographic authentica-
tion keys this asset affects each user role.

1, 2

3.2 TBMs Because the TBMs built into the control de-
vice are able to store confidential data and
use particular algorithms, they are possible
assets for adversaries. Only local system
users and local maintenance users should be
able to access the TBM.

2.3, 2.5

3.3 Authentication
Token

As each local user can be authenticated by
an authentication token. This may be a
valuable target too.

2

4 Execute arbitrary
applications

Regularly, the device executes only verified
software. However, the goal of adversaries
may be the execution of arbitrary software.

2.5

5 Manage devices This category contains assets that relate to
remote or local device control.

5.1 Managing control
device

Either local or remote users can be used to
control devices. The trust level limits the
possibilities that can be controlled. In par-
ticular managing control devices can be a
valuable asset for adversaries.

1, 2
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3.4. Threat model

Table 3.3: (continued)

A-ID Asset Description TL-ID

5.2 Managing sensors
and actuators

Each sensor and actuator is assigned to a
particular control device. Typically, the ac-
tuators are controlled by the control devices
(of a SCCPS) depending on the values of the
sensors and the internal state of the control
devices. Thus, the actuators as well as the
sensors may be important assets for adver-
saries too. Only users of the local system
role have the permissions to control these
sensors and actuators. Additionally, also lo-
cal maintenance users are able to manage
sensors and actuators of the SCCPS.

2.3, 2.5

6 User administra-
tion

Assets that relate to user administration on
a control device.

6.1 Access to user cre-
dentials

The user credentials (usernames, passwords,
PINs, keys or authentication token) that
are needed to authenticate users either re-
motely or locally on the control device
are very important for each control device.
Thus, they may also be important assets for
adversaries.

1, 2

6.2 Access to personal
data

Some personal data may be stored for each
user account (like the full name, email, post
address or the phone number). Gathering
this data may also be valuable for adver-
saries. Each user has access to its own per-
sonal data. Depending on the trust level, it
may be possible to request additional data
of other users.

1, 2

6.3 User management The user management facilities of control
devices can be used to create, modify or
delete users. Thus, adversaries may target
it. In particular, the possibility to create
or remove user accounts may be useful for
adversaries. Only maintenance and admin-
istration users are able to create or remove
users.

1.2, 1.3,
2.2, 2.3
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3. System model and threat analysis

Table 3.3: (continued)

A-ID Asset Description TL-ID

7 Boot ROM The boot ROM is the first component that
gets invoked if the system starts. Its pur-
pose is verifying the bootloader as well as
invoking it. Thus, the boot ROM may be a
valuable target for adversaries.

2.5

8 Data in the persis-
tent memory

Assets that relate to the stored data in the
persistent memory.

8.1 Bootloader The bootloader is stored in the persistent
memory and starts the OS. As the boot-
loader initializes the volatile memory (see
section 2.6.1.2) and selects which of the sym-
metric OS-partitions should be started (see
section 2.7), this asset is very important.
Thus, it may be a useful asset for adver-
saries. As the bootloader is automatically
started at system startup, the local system
user needs access to it. Additionally, the
local maintenance users require access to it
too.

2.3, 2.5

8.2 OS The OS is also stored in the persistent mem-
ory and may be a valuable asset for adver-
saries, since it forms the basis for all further
applications. In particular, if the OS con-
tains confidential components. Only the lo-
cal system user and local maintenance users
have access to the OS-image.

2.3, 2.5

8.3 Applications The applications running on the control de-
vices define the functionality of the devices.
This involves tasks like collecting data from
the connected fieldbus devices, communi-
cate with other control devices and inter-
acting with the users. Thus, the utilized
applications may be profitable assets for ad-
versaries. These applications are part of
the rootfs and are located in the persistent
memory. Only the local maintenance users
and the local system user have access to the
applications.

2.3, 2.5
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3.4. Threat model

Table 3.3: (continued)

A-ID Asset Description TL-ID

8.4 Configuration The configurations are located in the rootfs
and in the data partition. The configura-
tion is used to adjust the behavior of the
OS and the applications. Therefore, it is a
helpful asset for adversaries as it may con-
tain confidential information. Maintenance
users and administration users as well as
the system users have access to the configu-
rations.

1.2, 1.3,
1.5, 2.2,
2.3, 2.5

8.5 Logs The system logs are stored in the data par-
tition. If they contain confidential informa-
tion, the logs can be helpful for adversaries
too. Maintenance users and administration
users as well as the system users have access
to the logs.

1.2, 1.3,
1.5, 2.2,
2.3, 2.5

9 Services This involves all services that are provided
by a control device. This involves the se-
cure connection service, the authentication
service, the update service or the control ser-
vice. Stopping a service may be a valuable
asset for adversaries.

1, 2

3.4.4 Usage scenario

In this section, a usage scenario of the control devices will be defined.

Even though this threat model relies on the system definition from section 3.3. Thus, it
doesn’t cover all possible threats of a control device. In particular, as the main focus of
this work lies at the following three topics:

• Trusted boot mechanism for control devices.

• Secure communication between two control devices and a secure remote-control
channel for control devices.

• Secure update mechanism for control devices.

Therefore, the usage scenario is described by the following items:

1. Even though the field devices (sensors or actuators) are part of the SCCPS, any
threats regarding these as well as the communication to or from these field devices
are not handled in the threat model.
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3. System model and threat analysis

2. The network coupling devices as well as the firmware/software running on them
are out of scope of this threat analysis. These devices are examined as transparent
communication members that are responsible to forward the received packages to
the correct receiver.

3. The control devices are partly connected to other devices in office LANs (see fig-
ure 3.3). Any threats regarding office devices are not part of this threat analysis.

4. Some control devices may have direct access to the Internet due to cloud con-
nectivity requirements. The connections to and from the cloud services are cryp-
tographically secured. However, the cloud service is not covered by this threat
analysis.

5. The utilized PKI includes the CA that issues the certificate for each device. There
exist some threats that relate to the CA, but the main focus of this threat analysis
are the control devices and not the components of the PKI.

6. There exist some threats that relate to physical harming of the control devices
(like wire unplugging, wire cutting, device disassembling, powering off devices or
damaging the hardware) but these threats are not the main focus of this threat
analysis.

7. The software and the hardware that is utilized on the control devices is not specified
exactly. Therefore, threats regarding the concrete hardware or software cannot be
covered in this threat model.

8. As the OS, bootloader, library dependencies (in particular cryptographic libraries)
and the applications rely on the latest security patches of the system, it is assumed
that the system is kept up to date. Therefore, new updates are applied fast to
retrieve the latest bug fixes of known vulnerabilities.

9. The maintenance user roles (trust level 2.3 or 1.3) should be used only from device
manufacturer or maintenance contractors.

10. The administrator roles (trust level 2.2 or 1.2) should also be used carefully, because
the permissions of this role are very high.

11. Emergency force units use the emergency roles (trust level 2.4 or 1.4). As they
have to be able to use the control devices in case of emergency. Thus, the control
devices must be installed in locations that are easy to access for emergency force
units.

12. Users of the control device can only be added from existing users with the admin-
istrator or maintenance role (2.2, 2.3, 1.2, 1.3).

13. All control devices use fixed IP. Dynamic IP services like DHCP should also be
possible but these mechanisms can lead to additional threats that can be prevented
if fixed IPs are used.
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3.4. Threat model

14. Because fixed IPs are used, DNS servers can be omitted too. This requires that
the cloud service can be accessible via a static IP. Thus, for this threat model all
threats regarding the DNS can be omitted.

15. The control devices require firewalls that are configured conservative (i.e. only
services that are absolutely required can be used).

3.4.5 External dependencies

The external dependencies of the control device:

1. A very obvious external dependency is electricity disruption. In particular, because
the system requires electricity to work.

2. The loss of Internet connectivity is not as critical as electricity disruption. As the
system is able to remain in an operational state. However, it is obvious that in this
case software updates can’t be downloaded from the Internet. Also cloud services
can’t be accessed anymore and emergency calls can’t be sent via the Internet.

3. The office LAN (and its security) that is reused to interconnect the control devices
is an external dependency.

4. The cloud service is another external dependency that has to be considered.

5. The building where the SCCPS is installed should be safe and secure. It should
protect against natural disasters like earthquakes or thunderstorm.

6. Network coupling devices are required for the local network. These devices ensure
that the control devices are interconnected and can communicate with each other.

7. The SCCPS depends on the correct function of the hardware, that is built into the
control devices (e.g. TBM, boot ROM, CPU, volatile or persistent memory).

8. The authentication token that are used by the users to authenticate on the control
device.

9. The TBM that is used as RoT during the boot process.

10. The boot ROM that is used as the first stage that is started at boot up.

11. The bootloader, the OS (Linux) and software libraries (in particular cryptographic
libraries) are external dependencies, as these components are created by external
organizations.

12. To support certificates with expire dates, the control devices rely on the current
date and time (for this task, no high precision clock is required). Thus, each
control device contains a buffer battery assisted real time clock and the possibility
to synchronize it via multiple sources.
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3. System model and threat analysis

13. The CA is used to issue certificates that are required to establish secure connec-
tions.

14. The image signing service generates a software image signature that allows the
control devices to install these images.

3.4.6 Implementation assumptions

The implementation assumptions for the control device:

1. All network connections between control devices, are capable of IP communications.
Therefore, IP-specific security measures can be assumed (see section 3.3.2.2).

2. The PKI operates in a secure environment and issues only valid certificates for
each particular device. Furthermore, certificates can be issued only by legitimated
users of this CA.

3. Each secret cryptographic key is used once and is stored securely in the control
device (either with a TBM, an encrypted storage or it is a temporary key in the
tempfs).

4. An efficient and secure cryptographic library is utilized. It supports effective hash
algorithms, as well as symmetric and asymmetric cryptography.

5. Software updates are applied sufficiently often, but at least if security critical
vulnerabilities can be fixed.

6. In this system model, certificates are distributed via software updates. Thus, it
must be guaranteed that the certificate update is run sufficiently often, such that
certificates do not expire.

3.4.7 Security notes

The security notes for the control devices:

1. The wires and plugs of the complete system should not be publicly accessible.

2. Restrict access to the devices that are part of a SCCPS (e.g. control devices, field
devices, network coupling devices).

3. Keep track of the range of the used wireless networks. Maybe limit the access to
places in the wireless range.

4. User authentication differs between local and remote users: Local users require a
PIN code, or an authentication token combined with a PIN code, while remote
users rely on asymmetric cryptographic keys.

5. System updates can only be installed from users with the maintenance trust level
(2.3, 1.3).
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3.4. Threat model

Local
User

1
SCCPS

Internet

Remote
User

Cloud
Service

Keypad input

Button input

Token

Display output

LED output

IP-Connection

IP-Connection

IP-Connection

Figure 3.4: Context DFD: Visualization of interaction between remote- and local users
as well as cloud services and a SCCPS.

3.4.8 DFDs

The DFDs for the SCCPS are shown in the figures 3.4-3.8:

Figure 3.4 gives a short overview of the technologies the users and cloud services can use
to interact with the control devices: Local users can interact with the control devices via
buttons, a keypad, LEDs and a display that are mounted at the case. Additionally, each
control device supports token for authentication purposes (e.g. USB, NFC). Remote
users and cloud services use IP (either IPv4 or IPv6) connections to communicate with
the control devices in the SCCPS.

Figure 3.5 shows in contrast to figure 3.4, what kind of data is transmitted to the
individual components of a SCCPS. Thus, the shape SCCPS in figure 3.4 is split into
its components (control devices, sensors and actuators). It is important to mention that
each control device collects sensor data from all sensors that are connected to it and
provides this data to all other control devices in the SCCPS. Thus, local users connected
to control device 1.1 are able to see the sensor data from sensor 1.S2 that is connected
to control device 1.2. The same principle holds for remote users that are connected to
control device 1.2 but request sensor or control data from sensors and actuators that are
connected to control device 1.1.

In figure 3.6, the authentication methods of control devices are shown. In this example,
the SCCPS consists of two control devices (1.1 and 1.2) and a field device (1.F1) that
could be either a sensor or an actuator. The control devices itself authenticate each other
via asymmetric keys that were signed by a trusted CA. Remote users and cloud services
are authenticated the same way. Local users can be authenticated on each control device
via a PIN or a combination of an authentication token and a PIN. In particular, if an
authentication token is used, it is important to rely on an additional associated PIN too.
Thus, even if the token gets stolen, adversaries are not able to use the token without
knowing the associated PIN. The authentication of field devices is unspecified in this
system model, as it is related to the utilized fieldbus and the involved devices.
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3. System model and threat analysis

Local
User

1.1
Control device

1.2
Control device

1.S1
Sensor 1

1.S2
Sensor 2

1.A1
Actuator 1

1.A2
Actuator 2

Internet

Sensor data &
Control data

Local control

Sensor data &
Control data

Sensor data

Sensor data

Control data
Control data

Sensor data &
Control data

Remote-control

Figure 3.5: Level 0 DFD: Visualizes the data flow between the components of a SCCPS,
the users and the Internet.

Local
User

1.1
Control device

1.2
Control device

Remote
User

Cloud
Service

1.F1
Field device

PIN

PIN + Token
pub. key&cert.

pub. key&cert.pub. key&cert.Unspecified

Figure 3.6: Level 0 DFD: Shows the different authentication methods that are supported
by each control device in a SCCPS.
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3.4. Threat model

Local/remote
user

1.1.1
Boot ROM

1.1.2
Bootloader

1.1.3A
Linux kernel

1.1.4A
Init process

1.1.4B
Init process

1.1.5A
System services

1.1.5A
System services

1.1.3B
Linux kernel

1.1.4B
Init process

1.1.4A
Init process

1.1.5B
System services

1.1.5A
System services

power on exec. bootloader

exec. kernel

exec. init proc.

exec. init proc.

exec. services

exec. services

exec. kernel

exec. init proc.

exec. init proc.

exec. services

exec. services

Figure 3.7: Level 1 DFD: Visualization of the trusted boot sequence of a control device
(1.1).

In figure 3.7, the boot process of a control device is shown: At first, a local or a remote
user triggers the system start sequence. This involves executing the code in the boot
ROM. The next step is executing the bootloader that is stored in the persistent memory.
As each control device contains two Linux kernels (A and B) and two root partitions
(A and B), the bootloader selects which Linux kernel should be started. The dashed
data flow denotes the inactive kernel selection. Once the Linux kernel has been started,
it decides which root partition should be mounted. Depending on this decision, either
the init process A as well as the system services A or the init process B as well as the
system services B are started. The dotted data flow denotes the inactive selection. This
selection can be changed, if a software update was applied on a particular rootfs and
kernel partition.

Establishing a secure communication session between two control devices is shown in
figure 3.8. It visualizes what metadata is transmitted in order to create a secure com-
munication channel. It is important to keep in mind that sending and receiving regular
messages via this secure communication channel is only possible, if this channel has been
setup successfully before. This is denoted by dotted lines in figure 3.8 (i.e. process 1.1.14
has been executed successfully). Be aware that this proposed secure communication ap-
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3. System model and threat analysis

1.1.10 (Initiator)
Initialize Comm.

1.2.11 (Responder)
Initialize Comm.

1.1.12 (Initiator)
Authenticate Comm.

1.2.13 (Responder)
Authenticate Comm.

1.1.14 (Initiator)
Established Comm.

1.1.15
Send message

1.2.15
Send message

1.1.16
Receive message

1.2.16
Receive message

Session
initial-
ization

Secure
commu-
nication

Crypto-Params,DH-Params, SessionID

Crypto-Params,

DH-Params, SessionID

SessionID, encrypt.device ID and certificate

SessionID, encrypt.

device ID and certificate

SessionID,
encrypted data, sequence-
number, integrity check

Figure 3.8: Level 1 DFD: Visualization of a secure communication between two control
devices (1.1 and 1.2).

proach relies on the connectivity model, that is explained in section 3.3.2.2. In order
to use a confidential communication channel between two control devices, that supports
integrity and authentication, it must be established first. At first, the communication
must be initialized. This step involves agreement on a shared DH key as well as the
involved cryptographic algorithms. If several channels can be established concurrently,
also the session IDs must be shared. The second step is the authentication step: This
involves the transmission of the device ID and the certificate that has been signed by
a trusted CA. In this step, the data is already transmitted encrypted by the common
DH key that was created in the step before. If both endpoints have validated the re-
ceived data successfully, the communication is established, and regular messages can be
transmitted via this communication channel. These regular messages contain the session
ID, encrypted data, a sequence number to prevent replay attacks and an integrity check
value. As an additional security step, the encryption key should be changed regularly
and should not depend on previous encryption keys.

In figure 3.9, the update process of control devices is shown. All updates must be
triggered by either local or remote maintenance users. Once the update has been down-
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3.4. Threat model

Local/remote
maintenance

user

1.1.6A
Download & verify

update

1.1.7A
Apply update to
inactive part (B)

1.1.2
Bootloader

1.1.6B
Download & verify

update

1.1.7B
Apply update to
inactive part (A)

trigger update
verification result

verified update

change active partition

update result

trigger update

verification result

verified update

change active partition

update result

Figure 3.9: Level 1 DFD: Visualization of the update process of a control device (1.1).

loaded, it is verified. This verification step checks if the update is valid and compatible
with the control device. If these checks fail, the update is aborted. Otherwise the
update is applied onto the inactive kernel image and onto the inactive rootfs. If this
step succeeded, the user gets notified and the bootloader resets the active partition to
the currently updated partition. In figure 3.9, the dashed processes and data flows de-
note the inactive system parts. Note that an update renews only the kernel and the
rootfs. If the bootloader must be updated the persistent memory must be replaced (see
section 3.3.2.1). Thus, the next time, the system starts, the bootloader chooses this
updated kernel and rootfs partitions.

3.4.9 Threats

In the following section, the threats of the control devices are listed.

These threats are related to the previously collected information (e.g. assets or entry
points). In section 3.4.10, the threat trees for these threats can be found. These threat
trees visualize the threat conditions that are described in the threat description. In
particular, if one threat relies on other threats, the mitigation must take care of all these
threats.

Table 3.4: Threat: Exploit control device software

ID: 1
Name: Exploit control device software
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3. System model and threat analysis

Table 3.4: (continued)

Description: As each control device runs Linux and several user space tools,
each of these services, libraries or programs can potentially be
exploited. In general, these exploits are specific to each part of
the software. Thus, each software component that is executed
on the device can lead to potential threats and must therefore
be considered particularly. These threats can be exploited, if
adversaries use a flawed service or use a service that itself relies
on flawed components.

Threat tree: Figure 3.10
Example: These threats can be found in libraries, drivers, the OS or several

system services. Buffer overflows, DoS or EoP are some examples
that may lead to these threats. In particular, if binary blobs are
used, where the source is not available, it can be hard to fix
security flaws.

STRIDE class: S, T, I, D, E
Mitigated: The system model in section 3.3 does not specify the utilized soft-

ware. Thus, it depends on the concrete software implementation
whether this threat is mitigated or not.

Known
mitigation:

Rely on software that is well supported and receives bug fixes
to critical errors fast. Decide, if closed source binary blobs are
necessary. Keep the software up to date to prevent exploits and
reduce the attack surface. Run the software with the least possi-
ble access rights.

Background
information:

External dependency: 11, Implementation assumptions: 5

Entry points: 5.x
Assets: 4, 6.x, 7, 8.x

Table 3.5: Threat: Get confidential credentials

ID: 2
Name: Get confidential credentials
Description: For the security of a SCCPS and its control devices it is impor-

tant to keep authentication credentials or encryption keys confi-
dential and prevent adversaries from getting them. Thus, several
security concepts rely on the confidentiality of these credentials.
If adversaries are able to get them, they may be able to access
restricted parts of the system. Adversaries may be able to get
secret credentials by social engineering. Another possibility is
guessing these credentials. It can be the case, that adversaries
already have access to the system and the credentials can also
be stolen.
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3.4. Threat model

Table 3.5: (continued)

Threat tree: Figure 3.11
Example: In particular, if passwords or PINs can be chosen by the users it

is very likely that they choose poor passwords, as they are much
easier to remember [120]. Thus, in combination with dictionaries
or leaked password databases adversaries may be able to guess
credentials.3 Adversaries may be able to spy these credentials
while they are typed in (capture keypress events). Additionally,
system logs and transmitted messages (if messages are transmit-
ted unencrypted) may contain confidential information as well
as displays may visualize these. Sometimes adversaries have al-
ready access to the control device (e.g. if the adversary is an
employee). In this case, it may be hard to mitigate against this
threat. Also keep in mind that TBMs or authentication token
are able to store credentials too.

STRIDE class: S, R, I, E
Mitigated: It is important that randomly generated PINs and keys (asym-

metric and symmetric) are used. The system model in section 3.3
does not specify confidential credential handling guidelines for
users. Thus, it depends on the security awareness of the users
whether this threat is mitigated or not.

Known
mitigation:

For the final SCCPS, a guideline regarding secret credentials has
to be worked out which has to be obeyed by each user. In par-
ticular, encryption keys as well as authentication PINs should
have a particular length. Additionally, authentication token in
combination with a PIN should be preferred over a PIN alone.

Background
information:

External dependencies: 8, 9
Implementation assumptions: 3, 4
Security note: 4

Entry points: 1.x, 2, 3.4, 3.5, 4.2, 5.x
Assets: 3.x, 6.1

Table 3.6: Threat: Loss of confidential credentials

ID: 3
Name: Loss of confidential credentials

3As stated in [121], with dictionaries (like the Rockyou.com list) and slightly modifying it by common
password patterns, it is also possible, to guess a huge number of passwords.
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3. System model and threat analysis

Table 3.6: (continued)

Description: Because credentials like symmetric keys, private asymmetric keys
or PINs are very important, it can be a big issue if these get
lost. In particular, if devices where these keys are stored get
physically damaged (e.g. fire, earthquake) or malware as well
as adversaries are able to delete these credentials. Furthermore,
these credentials may be forgotten and not noted somewhere else.
Additionally, accidental data loss can happen.

Threat tree: Figure 3.12
Example: Loosing private asymmetric keys can lead to fatal problems. For

instance, if the private key of a CA gets lost it is not possible
to issue certificates anymore. However, regular users may not be
able to remember the correct PIN to authenticate on the device.

STRIDE class: D
Mitigated: yes
Known
mitigation:

Keep multiple copies of important credentials (like the private
key of the CA that issues the certificates of the system). Systems
should accept backup credentials too (the use of multiple CAs
which are supported by the system). Provide facilities to reset
the PIN, if the user authenticity is checked.

Background
information:

External dependency: 8

Entry points: 1.x, 4.2, 5.x
Assets: 3.x, 6.1

Table 3.7: Threat: Bypass control device authentication

ID: 4
Name: Bypass control device authentication
Description: A user may be able to use system services without a proper

authentication check. This can be achieved by exploiting the au-
thentication service. Another approach is exploiting a particular
system service which can be used to inherit the permissions. Ad-
ditionally, an authentication token (external dependency) may
be exploited. In particular, if this token has some known vulner-
abilities.

Threat tree: Figure 3.13
Example: Bypassing the authentication service may be achieved by SQL-

injections or buffer overflows [122]. However, also system services
can be exploited such that adversaries are able to use the system
with the permissions of the service.

STRIDE class: S, T, R, I, E
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3.4. Threat model

Table 3.7: (continued)

Mitigated: The system model in section 3.3 does not specify the concrete
authentication service and related system services. Thus, it
depends on the concrete software implementation whether this
threat is mitigated or not.

Known
mitigation:

If system services run in isolated environments (e.g. containers
or virtual machines), it gets harder for adversaries to break out of
this environment [123]. Keep the software up to date to prevent
exploits and reduce the attack surface.

Background
information:

External dependencies: 8

Entry points: 1.x, 2, 3.4, 3.5, 4.2, 5.x
Assets: 5.x, 6.x, 9

Table 3.8: Threat: Undesired privileged access to control device

ID: 5
Name: Undesired privileged access to control device
Description: Once adversaries are able to get confidential credentials, they are

able to use these to log into the device. Additionally, adversaries
may be able to bypass the authentication.

Threat tree: Figure 3.14
Example: If adversaries are able to guess login credentials, they may be

able to log in as regular users or even administrator.
STRIDE class: S, R, I, E
Mitigated: yes
Known
mitigation:

With stolen or spied keys or PINs, adversaries are not distin-
guishable from legitimate users. Thus, use certificates with ex-
piration date and use authentication token that can be disabled
if they get lost. Additionally, change PINs frequently. Keep the
software up to date to prevent exploits and reduce the attack
surface. Be sure that the threats 2 and 4 are mitigated.

Background
information:

Implementation assumptions: 3, 4

Entry points: 1.x, 2, 3.4, 3.5, 4.2, 5.x
Assets: 5.x, 6.x, 9

Table 3.9: Threat: Undesired physical access to a control device, its wires or plugs

ID: 6
Name: Undesired physical access to a control device, its wires or plugs
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3. System model and threat analysis

Table 3.9: (continued)

Description: Adversaries may have direct access to control devices, wires or
plugs, because they have permissions to access the location where
they are installed. For systems that rely on wireless connections,
it is sufficient to get in the wireless range. Getting access to
restricted areas can be achieved by physical violence or social
engineering. Additionally, adversaries may already have access,
because the location is publicly accessible (like telephone wires)
or adversaries are employees.

Threat tree: Figure 3.15
Example: If adversaries do not have the permissions to get in the area where

the SCCPS components are installed, this can be achieved by so-
cial engineering: It may be sufficient to masquerade as engineer
or repairman, to obtain access to restricted areas. Another pos-
sibility for adversaries is to seduce someone with access to the
target to do particular actions for them. However, also key re-
producing or lock picking can be used, to attain access to the
target.

STRIDE class: I, D
Mitigated: The system model in section 3.3 does not specify the concrete

system installation. Thus, it depends on the installation whether
this threat is mitigated or not.

Known
mitigation:

Restrict access to potential attack targets only to trustworthy
persons. Also keep in mind that not only the control devices
itself, also the connection and power cables, are part of the safety
critical infrastructure. If wireless communication is used, places
in the wireless range should be considered too, as well as SCCPS
components that are publicly accessible.

Background
information:

External dependencies: 1, 2, 3, Security notes: 1, 2, 3

Entry points: 1.x, 2, 3.x, 4.x
Assets: 1.x, 2.x, 3.2, 6.x, 7, 8.x

Table 3.10: Threat: Physical control device manipulation/damage

ID: 7
Name: Physical control device manipulation/damage
Description: Once adversaries have physical access to control devices, they

may be able to manipulate these devices too: This manipulation
can target each component of the device, e.g. display, circuit or
buttons. It may also be the case that the control device gets
physical damage from the environment.
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3.4. Threat model

Table 3.10: (continued)

Threat tree: Figure 3.16
Example: Adversaries may be able to destroy or misuse the expansion or

connection ports like USB. Additionally, adversaries may be able
to replace the persistent memory, the boot ROM or the TBM.
Furthermore, the display may also be a target for adversaries.

STRIDE class: T, D
Mitigated: The system model in section 3.3 does not specify the concrete

device and its case. Thus, it depends on the final device whether
this threat is mitigated or not.

Known
mitigation:

Mitigate against physical damage as well as modifying the circuit.
This can be achieved by robust cases that are hard to break as
well as case intrusion detection systems. Also modifying the
circuit can be mitigated physically.

Background
information:

External dependencies: 5, 7, 9, 10, Security note: 2

Entry points: 3.x, 4.x
Assets: 1.1, 1.4, 3.2, 6.x, 7, 8.x

Table 3.11: Threat: Control device wires/plugs manipulation

ID: 8
Name: Control device wires/plugs manipulation
Description: Once adversaries have physical access to the wires or plugs of a

control device, they may be able to manipulate them too: This
can have huge impact in the network connectivity. In particular,
if star or tree network topologies are used.

Threat tree: Figure 3.17
Example: Adversaries may be able to disconnect all Ethernet connections

of a control device. Additionally, they may be able to unplug or
plug in external USB devices.

STRIDE class: I, D
Mitigated: The system model in section 3.3 does not specify the concrete

system installation. Thus, it depends on the installation whether
this threat is mitigated or not.

Known
mitigation:

Mitigation against power loss can be achieved by using a UPS.
Redundant network connections help to mitigate against connec-
tion loss. Additionally, the control device software should be able
to operate temporary without any active connections to other
control devices.

Background
information:

External dependencies: 1, 2, 3, Security note: 1
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3. System model and threat analysis

Table 3.11: (continued)

Entry points: 1.x, 2, 4.1, 4.5
Assets: 1.2, 1.3, 2.x

Table 3.12: Threat: Undesired remote-control device access

ID: 9
Name: Undesired remote-control device access
Description: Control devices of a SCCPS can be accessed via remote IP con-

nections. This involves Local Area Network (LAN)-connections,
tunnels over other networks or Internet connections.

Threat tree: Figure 3.18
Example: To save network installation costs, the components of a SCCPS

are able to share the LAN installation with the existing office
infrastructure. Thus, office PCs and SCCPS components are in
the same physical network. In that case, office PCs may be able
to use control device services of the SCCPS. Another example is
a SCCPS where some control devices have direct access to the
Internet. This may be used, if some control devices directly rely
on cloud services.

STRIDE class: I, D
Mitigated: The system model in section 3.3 does not specify the concrete

network installation and cloud connections. Thus, it depends on
the installation whether this threat is mitigated or not.

Known
mitigation:

Operate the SCCPS components in separate networks where no
other devices are involved. If the network infrastructure has to
be shared with an existing office infrastructure, use firewalls or
VPN tunnels to isolate the SCCPS. VPNs can also be used for
connections to cloud services.

Background
information:

External dependencies: 2, 3, 4

Entry points: 1.x
Assets: 5.x, 6.x, 9

Table 3.13: Threat: Undesired use of local control device service

ID: 10
Name: Undesired use of local control device service
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3.4. Threat model

Table 3.13: (continued)

Description: Control devices of a SCCPS provide several services that are
accessible locally. Using a particular local service requires that
adversaries have physical access to the control device and have
achieved undesired privileged access to the control device. It also
involves the undesired use of the admin/debug interface.

Threat tree: Figure 3.19
Example: If adversaries are able to use a local control device service, they

use the display, notification LEDs, buttons and the keypad to
interact with the control device. Another example involves the
use of the debug interface to change the control flow of a program.

STRIDE class: S, I, D, E
Mitigated: yes
Known
mitigation:

Restrict authorized users of the control device services to keep
the attack surface as small as possible. Do not grant access
to services, if this access is not really needed. Disable debug
interfaces (like JTAG) in production environments.

Background
information:

Implementation assumptions: 3, 4, Security note: 4

Entry points: 2, 3.x
Assets: 5.x, 6.x, 9

Table 3.14: Threat: Undesired use of remote control device service

ID: 11
Name: Undesired use of remote control device service
Description: Control devices of a SCCPS provide several services that are

accessible remotely. Using a particular remote service requires
that adversaries have remote access to the control device and
have achieved undesired privileged access to the control device.

Threat tree: Figure 3.20
Example: If adversaries are able to use a remote device service, they use

an IP connection to interact with the control device.
STRIDE class: S, I, E
Mitigated: yes
Known
mitigation:

Restrict authorized users of the control device services to keep
the attack surface as small as possible. Do not grant access to
services, if this access is not really needed.

Background
information:

External dependencies: 2, 3, 4, Security note: 4

Entry points: 1.2
Assets: 5.x, 6.x, 9
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3. System model and threat analysis

Table 3.15: Threat: Undesired use of control device service

ID: 12
Name: Undesired use of control device service
Description: Control devices of a SCCPS provide several local or remote ser-

vices. Using a particular device service requires that adversaries
are able to use either remote device services or a local device
service.

Threat tree: Figure 3.21
Example: Adversaries may get access to control device services by social

engineering.
STRIDE class: S, I, E
Mitigated: yes
Known
mitigation:

Restrict authorized users of the control device services to keep
the attack surface as small as possible. Do not grant access to
services, if this access is not really needed.

Background
information:
Entry points: 1.2, 2, 3.x
Assets: 5.x, 6.x, 9

Table 3.16: Threat: Exploit update mechanism

ID: 13
Name: Exploit update mechanism
Description: To keep the control devices up to date each of these devices

provides a software update mechanism. This mechanism can be
exploited by adversaries to downgrade the software to a version
which contains known bugs. Other approaches for adversaries
may target the obligatory image verification (which is applied
before the software update is started) or the software upgrade
routines itself. Additionally, adversaries may be able to change
the active partitions.

Threat tree: Figure 3.22
Example: A possible goal for adversaries may be the prevention of further

software updates. In particular, if updates are applied automat-
ically without any feedback from each affected device, this can
lead to huge problems. This goal may be achieved if a previously
installed software update gets never executed because adversaries
prevent the bootloader from selecting it as the active partition.

STRIDE class: T, I, D
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3.4. Threat model

Table 3.16: (continued)

Mitigated: The system model in section 3.3 does not specify the concrete
update service and image verification implementation. Thus, it
depends on the concrete software implementation whether this
threat is mitigated or not.

Known
mitigation:

Downgrading images can be mitigated, if the software updates
contain a strictly increasing versioning scheme. Thus, it is not
allowed to install a software version, that is older than the cur-
rent installed version. To mitigate the “Change active partition”
vulnerability, the bootloader should be able to decide which par-
titions should be chosen. It prefers partitions that contain newer
updates, but if they fail to start repeatedly, the bootloader falls
back to the backup partitions. Software updates should only be
applied by users with maintenance trust level.

Background
information:

Implementation assumptions: 5, Security note: 5

Entry points: 5.13, 5.12
Assets: 8.2, 8.3, 8.4

Table 3.17: Threat: Modify system partitions

ID: 14
Name: Modify system partitions
Description: If all system configuration files are stored in the read only

mounted rootfs, it would not be possible to change the behavior
of the system services without applying any software updates.
Thus, it is necessary to change the system configuration via a
configuration service that stores this configuration in an addi-
tional read- and write-able partition. However, also the write-
protection of the OS or rootfs partition may be exploited by ad-
versaries. Additionally, the update mechanism can be exploited
such that it is possible to modify the system partitions. Adver-
saries may also be able to modify the persistent memory if they
have physical access to control devices.

Threat tree: Figure 3.23
Example: Examples for malicious system configurations are wrong file-

names, wrong TCP or UDP ports, changes regarding the user
authentication or switching to extensive logging (which can lead
to wear out if NAND is used). Additionally, adversaries may
be able to replace the entire persistent memory or use in circuit
programming to overwrite it. The latter can also lead to the
wear-out effect, that is explained in section 3.3.2.1.
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3. System model and threat analysis

Table 3.17: (continued)

STRIDE class: T, I, D
Mitigated: yes
Known
mitigation:

Keep as much configuration as possible in the read only part
of the partition (as this part gets validated at startup). Use
image verification before the partition is executed, to detect if a
partition has been modified.

Background
information:

External dependency: 11

Entry points: 1.2, 2, 3.x, 4.x, 5.12
Assets: 8.x

Table 3.18: Threat: Undesired signing of image

ID: 15
Name: Undesired signing of image
Description: Adversaries may be able to sign a boot partition (image). This

can be achieved, if adversaries are able to get the confidential
private key that is used to sign the image. Another possibility
is exploiting the regular image signing service (which is located
outside of the SCCPS). Thus, adversaries may be able to intro-
duce malicious images that are signed as if they would be regular
images.

Threat tree: Figure 3.24
Example: A malicious employee with access to the image signing service

may be able to produce signed image that contain harmful soft-
ware and that would possibly be accepted by the update service.

STRIDE class: T, D
Mitigated: yes
Known
mitigation:

Make sure that the private key that is used to sign the images is
kept secret. Pay special attention to the image signing service as
each image that is signed by this instance can be installed on the
control devices as it contains a valid signature. Make sure that
only trusted entities are able to create a valid image signature.

Background
information:

External dependency: 14, Implementation assumptions: 3, 4

Entry points:
Assets: 8.x

Table 3.19: Threat: Bypass image verification

ID: 16
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3.4. Threat model

Table 3.19: (continued)

Name: Bypass image verification
Description: Regularly, each control device verifies the boot partitions before

they are executed (see section 3.3.2.1). Thus, if adversaries are
able to bypass the image verification, they would be able to ex-
ecute arbitrary code on the device. To bypass the image ver-
ification, several possibilities exist: Exploiting the verification
part of the boot stages. This includes parts of the boot ROM
(and TBM), the bootloader or the OS. Another possibility is ex-
ploiting (validated) system services such that unvalidated code
is executed. Furthermore, adversaries may be able to disable or
replace the boot ROM or TBM.

Threat tree: Figure 3.25
Example: Because there are many components involved, that verify the

boot images before they are used (boot ROM, bootloader, Linux
kernel), each component implementation can have its own secu-
rity flaws that can be exploited. This exploit may be used to
execute arbitrary software via network, boot from an expansion
port (e.g. USB-stick) or from an altered partition.

STRIDE class: T, D
Mitigated: yes
Known
mitigation:

Use only components that contain no known vulnerabilities re-
garding the image verification. If vulnerabilities get published,
try to fix the issues. Keep the software up to date to prevent
exploits and reduce the attack surface (not always possible for
issues in the boot ROM). Additionally, it should be difficult for
adversaries to get access to the boot ROM. One possibility is
putting the boot ROM in the same package as the SoC, such
that it can’t be replaced easily. Additionally, altering the persis-
tent memory of a control device should be difficult too.

Background
information:

External dependencies: 9, 10, 11, 14

Entry points: 4.2, 4.3, 4.4, 4.5, 5.x
Assets: 4, 8.x

Table 3.20: Threat: Exploit image verification

ID: 17
Name: Exploit image verification
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3. System model and threat analysis

Table 3.20: (continued)

Description: Before executables in the boot images can be executed, each par-
tition is verified (as mentioned in threat 16). To exploit this
image verification, adversaries may be able to bypass this image
verification, invalidate the image (with the goal that image veri-
fication fails) or forge the image in a way that image verification
succeeds. However, all these possibilities require that the system
partitions are modified.

Threat tree: Figure 3.26
Example: One example is the invalidation of both redundant images (i.e.

both OS images). This behavior can be used to drive a DoS
attack as it is not possible to boot from invalid images. However,
adversaries may also be able to modify the system partitions and
bypass the image verifications.

STRIDE class: T, D
Mitigated: yes
Known
mitigation:

In particular, if DoS should be prevented, it should be hard for
adversaries to modify the system partitions. Thus, the update
mechanism should be implemented such that a valid set of par-
titions should not be updated as long as an invalid partition set
exists. Use hard cryptographic signing algorithms to prevent
forging of images.

Background
information:

External dependencies: 9, 10, 11, 14

Entry points: 4.2, 4.3, 4.4, 4.5, 5.x
Assets: 4, 7, 8.x

Table 3.21: Threat: Exploit boot sequence of control devices

ID: 18
Name: Exploit boot sequence of control devices
Description: The boot sequence consists of four stages: The boot ROM (and

TBM), the bootloader, the Linux kernel and the init process.
Each stage consists of its own executable code that is stored in
the persistent memory or in the boot ROM.

Threat tree: Figure 3.27
Example: Adversaries may be able to exploit the init process to start par-

ticular services with higher permissions than necessary.
STRIDE class: T, D
Mitigated: The system model in section 3.3 does not specify the concrete

implementation of the boot sequences. Thus, it depends on the
software implementation whether this threat is mitigated or not.
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3.4. Threat model

Table 3.21: (continued)

Known
mitigation:

Keep the boot stages simple, reduce the dependency to the run-
time configuration which could eventually be exploited by invalid
input. Use compile configuration if possible. Reduce the reliance
to user input during boot.

Background
information:

External dependencies: 9, 10, 11

Entry points: 4.4, 5.1, 5.2, 5.3, 5.4, 5.5, 5.6, 5.7
Assets: 7, 8.1, 8.2, 8.3

Table 3.22: Threat: Modify boot process of control devices

ID: 19
Name: Modify boot process of control devices
Description: Depending on the concrete hardware, adversaries may be able to

modify the boot process of control devices such that these devices
are able to boot from external sources. This requires physical
control device manipulation. Another possibility is exploiting
the boot sequence or exploiting the image verification.

Threat tree: Figure 3.28
Example: Adversaries may be able to use a USB-stick as an external boot

medium.
STRIDE class: T, D
Mitigated: The system model in section 3.3 does not specify the concrete

implementation of the boot sequences. Thus, it depends on the
software implementation whether this threat is mitigated or not.

Known
mitigation:

Don’t allow booting from external interfaces like JTAG, USB or
Ethernet.

Background
information:

External dependencies: 9, 10, 11

Entry points: 4.2, 4.3, 4.4, 4.5, 5.x
Assets: 7, 8.1, 8.2, 8.3

Table 3.23: Threat: Modify executed software of control devices

ID: 20
Name: Modify executed software of control devices
Description: Software that is executed on control devices (i.e. the bootloader,

the OS or the system services) can be modified by either exploit-
ing the update mechanism, modifying the boot process or by
modifying the system partitions.

Threat tree: Figure 3.29
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3. System model and threat analysis

Table 3.23: (continued)

Example: If adversaries are able to modify the executed software, the pos-
sibilities are immeasurable. In particular, because the affected
control devices can either be controlled by the adversaries or they
can participate in the regular fieldbus and IP traffic.

STRIDE class: T, D
Mitigated: yes
Known
mitigation:

Keep the software up to date to prevent exploits and reduce the
attack surface. Additionally, prevent the execution of files on the
data partition as well as on the tempfs partition4.

Background
information:

External dependencies: 9, 10, 11

Entry points: 1.2, 2, 3.x, 4.x, 5.x
Assets: 8.x

Table 3.24: Threat: Exploit firmware

ID: 21
Name: Exploit firmware
Description: Several components of a control device are driven by a firmware.

Because the firmware is highly connected with the hardware, it
typically accesses the hardware at a lower level. Thus, adver-
saries that are able to exploit the firmware may be able to per-
form unexpected attacks that are unrelated to the utilized soft-
ware.

Threat tree: Figure 3.30
Example: Exploiting firmware involves components like network interfaces

(Wi-Fi, Ethernet, ...) as well as Graphics Processing Units
(GPUs) or CPUs. Exploiting the firmware of network interfaces
may be used to sniff all outgoing or incoming traffic. Other ex-
amples relating to CPUs are exploits like Meltdown [FR12] or
Spectre [FR13], [FR14].

STRIDE class: T, D
Mitigated: The system model in section 3.3 does not specify the utilized

hardware and the corresponding firmware. Thus, it depends on
these components whether this threat is mitigated or not.

4A mount point without execution privileges can be achieved by the noexec mount flag in Linux
[FR11].
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3.4. Threat model

Table 3.24: (continued)

Known
mitigation:

Mitigation against firmware exploits can be a cumbersome task.
In particular, if the firmware has been developed by a third party
and no updates are provided. In this case, it is often unfeasible
to fix known vulnerabilities. However, even if a firmware update
is available, it may be hard or even impossible to update the
firmware in the field.

Background
information:

External dependencies: 9, 10

Entry points: 4.3
Assets: 1.4, 7

Table 3.25: Threat: Undesired issue of certificates

ID: 22
Name: Undesired issue of certificates
Description: Adversaries may be able to issue valid but undesired certificates.

This can be achieved, if adversaries are able to get the confiden-
tial private key of the CA. Other possibilities are bypassing the
authentication check or exploiting the certificate request service.

Threat tree: Figure 3.31
Example: In general, CAs issue certificates only if a previous authentication

check was successful. However, adversaries may be able to bypass
this authentication check and thus they may be able to get a valid
certificate.

STRIDE class: T
Mitigated: yes
Known
mitigation:

Make sure that the private key of a CA is kept secret. Addition-
ally, get the latest security fixes for the software that issues these
certificates.

Background
information:

External dependency: 13, Implementation assumptions: 2, 3, 4

Entry points:
Assets: 2.4

Table 3.26: Threat: Accept revoked or expired certificates

ID: 23
Name: Accept revoked or expired certificates
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3. System model and threat analysis

Table 3.26: (continued)

Description: Certificates contain an expiration date. Thus, they are only valid
as long as the expiration date has not been passed. Thus, if
control devices do not run with the current date and time, it
is possible that expired certificates are accepted. Furthermore,
already issued and still valid certificates can be revoked by CRLs.
If control devices do not have the latest CRLs, it is possible that
revoked certificates are accepted.

Threat tree: Figure 3.32
Example: If adversaries are able to prevent future updates of CRLs, revoked

certificates would be accepted.
STRIDE class: E
Mitigated: yes
Known
mitigation:

Propagate CRL as fast as possible to ensure that all control
devices have the most recent CRL. Each control device should use
date and time synchronization to provide the current local time
to the software services. For a fail-safe synchronization, multiple
time sources must be used (see section 3.3.2 for examples).

Background
information:

External dependencies: 12, Implementation assumptions: 6

Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.4, 5.x

Table 3.27: Threat: Install an undesired device

ID: 24
Name: Install an undesired device
Description: This threat requires physical access to device, wires or plugs and

involves not only foreign devices that are installed in the net-
work. It also includes cases in which adversaries use the expan-
sion ports of control devices to install malicious devices. Once
these devices are installed, adversaries may be able to damage
other devices, or extract confidential information. In particular,
if the communication is realized unencrypted.

Threat tree: Figure 3.33
Example: A malicious network sniffer can be installed. In particular, if

wireless connections are used, this attack can be very promising
for adversaries.

STRIDE class: I, D
Mitigated: The system model in section 3.3 does not specify the utilized

hardware and infrastructure. Thus, it depends on these whether
this threat is mitigated or not.
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3.4. Threat model

Table 3.27: (continued)

Known
mitigation:

Reduce the number of expansion ports to a minimum or make
them hard to access. Prevent the access to the network infras-
tructure to prevent installation of foreign devices in the same
network. Use secure network protocols (see threat 25).

Background
information:

Implementation assumption: 1, Security notes: 1, 3

Entry points: 1.x, 2, 4.5
Assets: 2.x

Table 3.28: Threat: Undesired participation in network communication

ID: 25
Name: Undesired participation in network communication
Description: Adversaries may be able to participate in the network commu-

nication (wired and wireless) if they are able to install a foreign
device or they are able to modify or exploit the software that is
executed on the control devices.

Threat tree: Figure 3.34
Example: Participating in the network communication can involve sniffing

the network traffic as well as transmitting malicious packages or
establishing connections to other control devices.

STRIDE class: I, D
Mitigated: yes
Known
mitigation:

Use cryptographic protocols with certificates that ensure that
connections are only established if the remote devices have a
trusted certificate and that messages are transmitted encrypted
and authenticated. Also take care of private keys and ensure
that certificate requests are valid. Additionally, use anti-reply
mechanisms in the communication protocols.

Background
information:

External dependencies: 12, 13, Implementation assumptions: 1,
3, 4

Entry points: 1.x, 2, 4.5, 5.x
Assets: 2.4, 5.x

Table 3.29: Threat: Reverse engineer control device

ID: 26
Name: Reverse engineer control device
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3. System model and threat analysis

Table 3.29: (continued)

Description: This involves the hardware as well as the software. In particular,
because adversaries may be able to reverse engineer the control
device. This is possible, either if adversaries are able to get
physical access to the device or if they are able to access or
modify the executed software.

Threat tree: Figure 3.35
Example: Once adversaries have physical access to the device, they may

be able to disassemble the hardware. Another example involves
modifying or exploiting the running software to get access to the
program code that is executed.

STRIDE class: I
Mitigated: The system model in section 3.3 does not specify the utilized

hardware. Thus, it depends on the hardware whether this threat
is mitigated or not.

Known
mitigation:

Use persistent memory encryption to prevent reading of the pro-
gram memory. Prevent physical access to device internals.

Background
information:
Entry points: 1.x, 2, 3.x, 5.x
Assets: 1.1, 3.x, 6.x, 8.x

Table 3.30: Threat: Undesired pass of the certificate check

ID: 27
Name: Undesired pass of the certificate check
Description: As the network communication relies on certificates, a valuable

goal for adversaries may be a certificate check that is passed.
Since the public key and the certificate are not required to be
private, adversaries are able to pass the certificate check once
they are in possession of the private key. Additionally, the cer-
tificate check may be exploited by adversaries.

Threat tree: Figure 3.36
Example: If the certificate check component in the software contains secu-

rity flaws, adversaries may be able to pass the certificate check
even if adversaries don’t have a certified asymmetric key pair.

STRIDE class: S, E
Mitigated: Yes
Known
mitigation:

Use strong asymmetric keys, don’t reuse private keys, keep the
private keys secret (e.g. by storing them into a TBM or au-
thentication token). Use only well tested implementations of the
certificate checking algorithms. Keep the software up to date.
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3.4. Threat model

Table 3.30: (continued)

Background
information:

External dependency: 12, Implementation assumptions: 3, 4

Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.4, 5.x

Table 3.31: Threat: Undesired establishing of secure communication

ID: 28
Name: Undesired establishing of secure communication
Description: To establish a secure communication, adversaries must be able

to participate in the network communication and pass the cer-
tificate check. Only if these conditions are fulfilled, it is possible
to establish a secure communication.

Threat tree: Figure 3.37
Example: An example may be a foreign device, that was installed by ad-

versaries. This device uses a certified asymmetric key pair for
authentication.

STRIDE class: S
Mitigated: Yes
Known
mitigation:

Make it hard for adversaries to participate in the network commu-
nication. Keep the certified private keys secret (e.g. by storing
them into a TBM or authentication token). Use only well tested
implementations of the certificate checking algorithms. Keep the
software up to date.

Background
information:

External dependency: 12, Implementation assumptions: 1, 3, 4

Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.4, 5.x

Table 3.32: Threat: Exploit message de-/encryption

ID: 29
Name: Exploit message de-/encryption
Description: Adversaries may be able to de- or encrypt the ciphered messages

that are sent via the network. As mentioned in section 3.3.2.2,
the symmetric encryption keys are derived via DH for each con-
nection independently. However, adversaries may be able to ex-
ploit the encryption or key derivation algorithm. Additionally,
they may be able to get the confidential encryption keys.

Threat tree: Figure 3.38

99

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

3. System model and threat analysis

Table 3.32: (continued)

Example: Adversaries may be able to predict the derived keys, if the DH
key agreement protocol has not been correctly implemented.

STRIDE class: I
Mitigated: yes
Known
mitigation:

Derive new symmetric keys each time the connection is estab-
lished. Change the symmetric keys after some time and ensure
that these new keys do not relate to the previous keys (PFS).
Keep these temporary keys in the RAM only, don’t store them
in the persistent memory. Once the connection is closed, delete
all related symmetric encryption keys. Use only well tested im-
plementations of the key agreement and encryption algorithms.
Keep the software up to date.

Background
information:
Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.1

Table 3.33: Threat: Exploit HMAC

ID: 30
Name: Exploit HMAC
Description: As mentioned in section 3.3.2.2, a HMAC is included in each

transmitted message. Adversaries may be able to generate a
valid HMAC for a particular message, if they are able to get the
confidential signing key or if they can exploit the HMAC check.

Threat tree: Figure 3.39
Example: If the HMAC check contains some security flaws, adversaries may

be able to exploit the HMAC checking such that altered messages
get accepted.

STRIDE class: S, T
Mitigated: yes
Known
mitigation:

Keep asymmetric private keys that are used to sign the messages
private. Use only well tested implementations of the HMAC
checking algorithms. Keep the software up to date.

Background
information:
Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.4, 5.x
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3.4. Threat model

Table 3.34: Threat: Exploit secure communication

ID: 31
Name: Exploit secure communication
Description: To exploit a secure communication, two control systems must

already have initialized a secure communication. After this step
succeeded, adversaries may be able to exploit this communi-
cation. It requires that adversaries are able to participate in
network communication as well as they are able to exploit the
HMAC and the message de- or encryption.

Threat tree: Figure 3.40
Example: Adversaries may be able to install a foreign device between two

communicating control devices such that they are able to partic-
ipate in the network communication. If they are able to exploit
the HMAC checks as well as the message de-/ and encryption,
because they got the secret keys, they are able to de- or encrypt
the transmitted messages and they can even send messages that
would be accepted by both control devices.

STRIDE class: S, T, I
Mitigated: yes
Known
mitigation:

Use well tested implementations of HMAC and (a)symmetric
cryptography algorithms. Keep the software up to date to pre-
vent exploits and reduce the attack surface.

Background
information:

Implementation assumptions: 1, 3, 4

Entry points: 1.x, 2, 4.5, 5.x
Assets: 2.x, 5.x

Table 3.35: Threat: Flooding the network (DoS)

ID: 32
Name: Flooding the network (DoS)
Description: Flooding the network with useless or invalid packets may be a

possibility for adversaries to drive a DoS attack. In particular,
if adversaries have the control over a malicious device. This
malicious device must be able to utilize an important fraction of
the network capacity. In wireless networks also jammers fall in
this category. Thus, it is not necessarily required to implement
the network protocol in order to flood the targeted network.

Threat tree: Figure 3.41
Example: Adversaries may be able to highjack a network coupling device

that can be used to send permanently packages.
STRIDE class: D
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3. System model and threat analysis

Table 3.35: (continued)

Mitigated: yes
Known
mitigation:

Flooding the network is hard to mitigate. Even though, network
coupling devices (like switches or routers) are not part of the
modeled systems, they may be able to detect invalid packets and
drop them before they are sent to the destination.

Background
information:

External dependency: 6, Security note: 3

Entry points: 1.x
Assets: 2.3

Table 3.36: Threat: Undesired capture of transmitted packets

ID: 33
Name: Undesired capture of transmitted packets
Description: Even if the message payload is transmitted encrypted, adver-

saries may be able to derive important information from the
unencrypted metadata that is contained in a regular packet.

Threat tree: Figure 3.42
Example: If adversaries are able to sniff the traffic between several control

devices, they are able to get the sender, receiver or sequence
number of the packets as well as the information how long the
captured packet is. Furthermore, they may be able to check if
the length or the destination of some packages relate to several
environmental events.

STRIDE class:
Mitigated: yes
Known
mitigation:

For this system model, the unencrypted metadata is no security
issue. Make sure that no message is sent unencrypted.

Background
information:
Entry points: 1.x
Assets: 2.1, 2.2

Table 3.37: Threat: Undesired replay of captured packets

ID: 34
Name: Undesired replay of captured packets
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3.4. Threat model

Table 3.37: (continued)

Description: If adversaries are able to capture transmitted packets, they could
also try to replay them later. As the system model already con-
tains a sequence-based reply protection (see section 3.3.2.2) and
this sequence number is protected by the HMAC, adversaries
must be able to generate a new HMAC or exploit the HMAC
check each time the sequence number has been changed.

Threat tree: Figure 3.43
Example: Adversaries may be able to capture a message that opens the

door lock. Once the door lock is closed again, they may be
able to reopen the door by sending the captured “open door”
message again. If this sequence is a small integer (e.g. only a few
bits wide) it is even possible that counter overruns occur more
frequently. In this case, it may not be necessary that adversaries
must calculate a new HMAC.

STRIDE class: S, T
Mitigated: yes
Known
mitigation:

The message includes an incrementing sequence counter (with
enough bit width) in each packet. And receivers don’t accept
consecutive messages that contain the same sequence counter
values as previous messages. Because the sequence number is
part of the HMAC calculation, each time the sequence is changed,
also the HMAC must be recalculated.

Background
information:
Entry points: 1.x
Assets: 2.3, 2.4, 8.1

Table 3.38: Threat: Undesired decryption of captured packets

ID: 35
Name: Undesired decryption of captured packets
Description: If adversaries are able to capture transmitted packets, they could

also try to decrypt them. This requires that message de- or
encryption can be exploited.

Threat tree: Figure 3.44
Example: Adversaries may be able to get the secret symmetric encryption

key. Then they are able to decrypt the messages as long as the
symmetric encryption key is not changed.

STRIDE class: I
Mitigated: yes
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3. System model and threat analysis

Table 3.38: (continued)

Known
mitigation:

Change the symmetric encryption key after some time and at
least each time, a new connection is established (PFS) by a key
agreement protocol. Such that captured keys can be used only
for a few messages. If possible, store the temporary symmetric
keys only in the volatile tempfs and not in the persistent memory
partitions.

Background
information:

Implementation assumptions: 3, 4

Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.1, 2.2

Table 3.39: Threat: MITM

ID: 36
Name: MITM
Description: Adversaries may be able to perform a MITM attack (see sec-

tion 2.3.4) if they are able to participate in the network commu-
nication and they are able to route the targeted traffic through
a malicious device. By performing a MITM attack, adversaries
are able to capture all packages that pass the malicious device.
However, if adversaries are able to establish a secure communi-
cation, they may also be able to read or modify the transmitted
messages.

Threat tree: Figure 3.45
Example: A possible target for adversaries is a dedicated Ethernet connec-

tion between two control devices. If they are able to connect
a malicious device (can also be a malicious router or switch) in
between these control devices, they are able to capture all traffic
that traverses this connection.

STRIDE class: S, R, I, D
Mitigated: yes
Known
mitigation:

Each control device identifies itself with a certificate. Thus, ad-
versaries require a certified private key before they are able to
communicate in a secure way. Additionally, it is possible to log
if common communication endpoints have changed their certifi-
cates.

Background
information:

External dependencies: 6, 12

Entry points: 1.x
Assets: 2.x
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3.4. Threat model

Table 3.40: Threat: Undesired drop of packets

ID: 37
Name: Undesired drop of packets
Description: This threat relates to the MITM threat 36. As it requires a

device that acts in between two communicating control devices
and selectively drops several packets or simply drops all packets.

Threat tree: Figure 3.46
Example: An example for this threat may be a malicious network coupling

device (i.e. switch), that randomly drops packets that should be
passed to other control devices.

STRIDE class: R, D
Mitigated: yes
Known
mitigation:

Dropping random packets may be mitigated at higher protocol
levels. Thus, the protocols must be designed such that dropped
packages can be detected, such that the sender is able to resend
the dropped packet.

Background
information:

External dependency: 12

Entry points: 1.x
Assets: 2.4, 5.x

Table 3.41: Threat: Undesired altering of packets

ID: 38
Name: Undesired altering of packets
Description: This threat relates to the MITM threat 36. As it requires a

device that acts in between two communicating control devices
and that is able to alter several packets that are passing through.
If adversaries aren’t able to establish a secure communication and
can’t exploit a secure communication to regular control devices,
the HMAC check would fail. However, if either establishing or
exploiting a secure communication is possible, regular control
devices may not notice the malicious MITM device.

Threat tree: Figure 3.47
Example: An example for this threat may be a malicious control device,

that modifies packets which should be passed to other control
devices.

STRIDE class: S, T, R
Mitigated: yes
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3. System model and threat analysis

Table 3.41: (continued)

Known
mitigation:

Each control device identifies itself with a certificate. Thus, ad-
versaries require a certified private key before they are able to
communicate in a secure way. Additionally, it is possible to log
if common communication endpoints have changed their certifi-
cates.

Background
information:

External dependency: 12, Implementation assumptions: 3, 4

Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.4, 5.x

Table 3.42: Threat: Undesired sending of new packets

ID: 39
Name: Undesired sending of new packets
Description: If adversaries are able to establish or exploit a secure communica-

tion to regular control devices, they may be able to send packets
that are accepted by regular control devices. And these regu-
lar control devices may not notice that these messages originate
from a malicious device.

Threat tree: Figure 3.48
Example: An example involves adversaries that are able to send particular

commands to regular control devices.
STRIDE class: S
Mitigated: yes
Known
mitigation:

Each control device identifies itself with a certificate. Thus, ad-
versaries require a certified private key before they are able to
communicate in a secure way. Additionally, it is possible to log
if common communication endpoints have changed their certifi-
cates.

Background
information:

External dependency: 12, Implementation assumptions: 3, 4

Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.4, 5.x

Table 3.43: Threat: DoS by generating high crypto workload

ID: 40
Name: DoS by generating high crypto workload
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3.4. Threat model

Table 3.43: (continued)

Description: In particular, asymmetric cryptography like the DH key agree-
ment protocol can lead to an increased computational effort [48].
Thus, adversaries may be able to enforce the target to do these
expensive computations.

Threat tree: Figure 3.49
Example: One example involves DoS by permanent connection initializa-

tion requests. As the initialization requests require the genera-
tion of DH parameters, this may be a valuable target. In partic-
ular, if many consecutive requests are sent.

STRIDE class: D
Mitigated: yes
Known
mitigation:

Allow only a certain number of connection initialization requests
in a particular time period. Provide the possibility to ignore
these requests from particular devices (blacklist). Even though,
keep in mind that this can still lead to DoS, as long as many
connection initialization requests are performed.

Background
information:
Entry points: 1.2, 5.13, 5.9, 5.11, 5.12
Assets: 2.3, 2.4, 9

Table 3.44: Threat: Breaking control device functionality

ID: 41
Name: Breaking control device functionality
Description: Breaking the functionality of a particular control device can have

a big impact to the complete SCCPS. This can be achieved in
several ways: One obvious way involves physical manipulation,
as well as unplugging the power supply or battery and installing
malicious devices that prevent regular operation of the control
device. Additionally, if adversaries may be able to exploit the
firmware or use a system service that can be exploited, or they
are able to modify the software that is executed.

Threat tree: Figure 3.50
Example: “USB Killer” is an example for a malicious device that can be

used on a USB port and can destroy the device or the port it is
plugged in: It pulls electricity out of the USB port and stores
it in capacitors. If the voltage on the “USB Killer” reaches a
certain level it sends the stored electrical energy in a single burst
back to device [45]. Another example are adversaries that try to
break the control device by applying physical damage.
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3. System model and threat analysis

Table 3.44: (continued)

STRIDE class: D
Mitigated: The system model in section 3.3 does not specify the concrete de-

vice and system installation. Thus, it depends on the installation
whether this threat is mitigated or not.

Known
mitigation:

Keep the software up to date to prevent exploits and reduce the
attack surface.

Background
information:

External dependencies: 1, 2, 3, 5, 7

Entry points: 1.x, 2, 3.x, 4.x, 5.x
Assets: 9

3.4.10 threat trees

This section contains the threat trees for the threats in section 3.4.9.

1. Exploit control device software

12 Undesired use of control device service

Buffer
overflow

DoS EoP Spoofing ...

Figure 3.10: Threat tree to threat 1: Exploit system software

2. Get confidential credentials
(e.g. usernames, PINs or encryption keys)

Social
engineering,
spying (while

typing)

Stealing (devices,
sheets with cred.,

auth-token)

Guessing (dicts.,
default cred.,
reused PINs)

Adversaries have
already credentials
(e.g. employees)

Figure 3.11: Threat tree to threat 2: Get confidential credentials
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3.4. Threat model

3. Loss of confidential credentials
(e.g. usernames, PINs or encryption keys)

Accidental data
loss, out of mind

Physical damage
to media where
cred. are stored

Malware or
adversaries
remove it

Figure 3.12: Threat tree to threat 3: Loss of confidential credentials

4. Bypass control device authentication

1. Exploit system software
(e.g. inherit permissions

of system service)

1. Exploit authentication service
(e.g. buffer overflow,

special chars)
Exploit auth-token

Figure 3.13: Threat tree to threat 4: Bypass control device authentication

5. Undesired privileged access to control device

Authenticate on
authentication service

2. Get confidential credentials

4. Bypass control
device authentication

Figure 3.14: Threat tree to threat 5: Undesired privileged access to control device

6. Undesired physical access to a control device, its wires or plugs

Physical violence
(e.g. break into

windows or doors)

Social en-
gineering

Adversaries al-
ready have access
(e.g. employees,
public accessible)

Figure 3.15: Threat tree to threat 6: Undesired physical access to a control device, its
wires or plugs

7. Physical control device manipulation/damage

6. Undesired physical access to control device

Figure 3.16: Threat tree to threat 7: Physical control device manipulation/damage
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3. System model and threat analysis

8. Control device wires/plugs manipulation

6. Undesired physical access to wires or plugs of control device

Figure 3.17: Threat tree to threat 8: Control device wires/plugs manipulation

9. Undesired remote-control device access

Access via
local LAN

Access via
tunnel (VPN, SSH)

Access via
Internet (public IP)

Figure 3.18: Threat tree to threat 9: Undesired remote-control device access

10. Undesired use of local control device service

6 Undesired physical access to device
Authenticated user

is authorized to
use service.

5 Undesired privileged access to control device

&

Figure 3.19: Threat tree to threat 10: Undesired use of local control device service

11. Undesired use of remote control device service

9 Undesired remote-
control device access

Authenticated user
is authorized to

use service.

5 Undesired privileged access to control device

&

Figure 3.20: Threat tree to threat 11: Undesired use of remote control device service

12. Undesired use of control device service

11 Undesired use of remote
control device service

10 Undesired use of local
control device service

Figure 3.21: Threat tree to threat 12: Undesired use of control device service
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3.4. Threat model

13. Exploit update mechanism

Change active
partition

12. Undesired use
of update service

Downgrade
an image

17 Exploit im-
age verification

1. Exploit
upgrade service

Figure 3.22: Threat tree to threat 13: Exploit update mechanism

14. Modify system partitions

Create malicious
config (e.g. for
bootloader, OS,

rootfs)

12. Undesired use
of system service

13. Exploit up-
date mechanism

Modify persis-
tent memory

7. Physical con-
trol device manip-
ulation/damage

Exploit write
protection in

(in-)active partitions.

12. Undesired use
of system service

Figure 3.23: Threat tree to threat 14: Modify system partitions

15. Undesired signing of image

2. Get confidential
private CA key

1. Exploit certificate request service Bypass the au-
thentication check

Figure 3.24: Threat tree to threat 15: Undesired signing of image

16. Bypass image verification

1. Exploit image
verification step

(e.g. buffer overflow)

1. Exploit system service
(e.g. init process executes

unverified code before)

Disable or re-
place boot ROM

7. Physical control
device manipu-
lation/damage

Figure 3.25: Threat tree to threat 16: Bypass image verification
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3. System model and threat analysis

17. Exploit image verification

16. Bypass im-
age verification

14. Modify sys-
tem partitions

Invalidate
image

14. Modify sys-
tem partitions

Forge an
image

14. Modify sys-
tem partitions

Figure 3.26: Threat tree to threat 17: Exploit image verification

18. Exploit boot sequence of control devices

1. Exploit
boot ROM

1. Exploit
bootloader

1. Exploit
Linux kernel

1. Exploit
init process

Figure 3.27: Threat tree to threat 18: Exploit boot sequence of control devices

19. Modify boot process of control devices

boot from
external source
(e.g. USB-stick)

7. Physical control
device manipu-
lation/damage

18. Exploit boot
sequence of

control devices

17. Exploit boot
image verification

Figure 3.28: Threat tree to threat 19: Modify boot process of control devices

20. Modify executed software of control devices

13. Exploit up-
date mechanism

19. Modify boot pro-
cess of control devices

14. Modify sys-
tem partitions

Figure 3.29: Threat tree to threat 20: Modify executed software of control devices

21. Exploit firmware

12 Undesired use of system service

Figure 3.30: Threat tree to threat 21: Exploit firmware
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3.4. Threat model

22. Undesired issue of certificates

2. Get confidential
private CA key

1. Exploit certificate request service Bypass the au-
thentication check

Figure 3.31: Threat tree to threat 22: Undesired issue of certificates

23. Accept revoked or expired certificates

Old CRL No accurate time

Figure 3.32: Threat tree to threat 23: Accept revoked or expired certificates

24. Install an undesired device

7. Physical control
device manipu-
lation/damage

6. Undesired physical
access to device,
wires or plugs

Figure 3.33: Threat tree to threat 24: Install an undesired device

25. Undesired participation
in network communication

24. Install an un-
desired device

20. Modify executed
software of control devices

Figure 3.34: Threat tree to threat 25: Undesired participation in network communication

26. Reverse engineer control device (HW + SW)

6. Undesired physical ac-
cess to SCCPS components

20. Modify executed
software of control devices

Figure 3.35: Threat tree to threat 26: Reverse engineer control device

27. Undesired pass of the certificate check

2. Get confidential private key 1. Exploit certificate check

Figure 3.36: Threat tree to threat 27: Undesired pass of the certificate check
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3. System model and threat analysis

28. Undesired establishing of secure communication

25. Undesired par-
ticipation in network

communication

27. Undesired pass of
the certificate check

&

Figure 3.37: Threat tree to threat 28: Undesired establishing of secure communication

29. Exploit message de-/encryption

2. Get confidential
encryption key

1. Exploit encryp-
tion algorithm

1. Exploit sym-
metric key deriva-

tion algorithm

Figure 3.38: Threat tree to threat 29: Exploit message de-/encryption

30. Exploit HMAC

2. Get confiden-
tial signing key

1. Exploit HMAC check

Figure 3.39: Threat tree to threat 30: Exploit HMAC

31. Exploit secure communication

25. Undesired par-
ticipation in network

communication
30. Exploit HMAC

29. Exploit message
de-/encryption& &

Figure 3.40: Threat tree to threat 31: Exploit secure communication

32. Flooding the network (DoS)

25. Undesired participation in network communication

Figure 3.41: Threat tree to threat 32: Flooding the network (DoS)

33. Undesired capture of transmitted packets

25. Undesired participation in network communication

Figure 3.42: Threat tree to threat 33: Undesired capture of transmitted packets
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3.4. Threat model

34. Undesired replay of captured packets

33. Undesired capture
of transmitted packets

30. Exploit HMAC&

Figure 3.43: Threat tree to threat 34: Undesired replay of captured packets

35. Undesired decryption of captured packets

33. Undesired capture
of transmitted packets

29. Exploit message
de-/encryption&

Figure 3.44: Threat tree to threat 35: Undesired decryption of captured packets

36. MITM

25. Undesired par-
ticipation in network

communication

28. Undesired
establishing of secure

communication

31. Exploit secure
communication

Figure 3.45: Threat tree to threat 36: MITM

37. Undesired drop of packets

36. MITM

Figure 3.46: Threat tree to threat 37: Undesired drop of packets

38. Undesired altering of packets

36. MITM

Figure 3.47: Threat tree to threat 38: Undesired altering of packets

39. Undesired sending of new packets

31. Exploit secure
communication

28. Undesired
establishing of secure

communication
&

Figure 3.48: Threat tree to threat 39: Undesired sending of new packets
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3. System model and threat analysis

40. DoS by generating high crypto workload

28. Exploit secure
communication

25. Undesired par-
ticipation in network

communication
&

Figure 3.49: Threat tree to threat 40: DoS by generating high crypto workload

41. Breaking control device functionality
7. Physical

control
device

manipula-
tion/damage

24. Install
an undesired

device

21. Exploit
firmware

1. Exploit
control

device service

20. Modify
executed
software

of control
devices

Figure 3.50: Threat tree to threat 41: Breaking control device functionality
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CHAPTER 4
Design

In this chapter, several approaches to harden the control devices of a SCCPS in terms
of security, reliability, integrity and confidentiality are discussed: The first approach
(section 4.1) introduces a trusted booting mechanism for the control devices of a SCCPS.
This ensures the integrity of the software that is executed on the device [79]. In sec-
tion 4.2, an approach for a secure communication channel between all involved control
devices as well as between a control device and a particular cloud service is presented.
Finally, a secure update mechanism for control devices is introduced in section 4.3.

4.1 Trusted boot approach

For a SCCPS, it is very important to restrict the software that is executed on the involved
devices. This is especially important as the purpose of embedded devices (in particular
processors) is the execution of any installed software. Thus, the goal of the trusted boot
concept is that nobody is able to alter the software that is executed on these devices. In
particular, this concept is often also referred to as a secure booting mechanism [62].

The trusted boot mechanism must be designed in a way, that future software updates
are supported. Thus, it is not sufficient to store the software in a ROM which can’t be
modified later. Instead, later software updates should be applicable in the future (see
section 4.3).

4.1.1 The boot ROM and the TBM forms a hardware RoT

The trusted boot approach relies on the trusted boot introduction that is given in sec-
tion 2.5.3.3. Additionally, it is based on the system model in section 3.3 and uses the
findings of the threat model in section 3.4. Therefore, control devices must have a
hardware-based TBM and a boot ROM, that both form the RoT. It must be imple-
mented in hardware because hardware-based RoTs are harder to attack [79]. In order
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4. Design

to use the trusted boot concept, it is required that the TBM is supported by the boot
ROM. Thus, this boot ROM is not only responsible for loading the first instructions of
the bootloader into the SRAM (see section 2.6.1.2), it is also responsible for verifying the
bootloader image. It is not strictly required that the TBM and the boot ROM are two
distinct elements. Since both relate together it is no problem if both are implemented
in the same component as long as this hardware RoT is able to verify its own integrity
as well as the integrity of other software components [79]. In order to mitigate threat
16, the boot ROM as well as the TBM should be part of the SoC.

The image verification approach is a digital signature-based check (see section 2.3.3.1).
In order to boot a specific image, it requires that a suitable signature is generated by
trusted entities (like the device manufacturer or maintenance contractors). To create a
valid signature, it is required to generate a hash value of the boot image. Next, this hash
value is encrypted by the private key of a trusted entity. This encrypted hash forms the
digital signature of the image. As this signature is required at boot up, it must be stored
beside the boot image in the persistent memory (mitigates threat 15).

In order to verify the signature of a specific image, the hash of the complete image must
be computed. Then the corresponding public key of the trusted entity must be used to
decrypt the signature (which is stored beside the image). Only if the decrypted signature
matches the computed hash of the image, it is guaranteed that the image has not been
modified (mitigates threat 14).

Therefore, all trusted public keys that are able to sign a boot image must be available
at boot up. The hardware RoT must be capable of handling these public keys. This
requires that additional cryptographic data must be stored in the hardware RoT in a
way that no one is able to change it. For redundancy reasons, it must be possible to
store the required data for two independent public keys in the hardware RoT. Thus, the
boot ROM and the TBM should be either one-time programmable (OTP) or individually
produced with the required data (like MROMs). As two or more public keys must be
supported by the hardware RoT, it must also be possible to revoke some of these static
keys in the hardware RoT permanently (e.g. from local or remote maintenance users).
This revocation feature is helpful if secret private keys have been revealed, as adversaries
may be able to use these revealed keys to create valid signatures. In order to achieve
these requirements for a hardware RoT, several approaches exist. Some of them are
proposed here:

Store trusted keys: An obvious approach involves a TBM that is able to store a trust
list (see section 2.3.4.2) with up to n public keys from trusted entities (n > 1).
Thus, if many large keys must be stored, this approach requires much space in the
TBM. To revoke one of these public keys, it must be possible to disable one of
them. This can be achieved by field programming fuses that permanently disable
a specific key slot.

Hash of trusted keys: This approach does not store the actual trust list in the TBM.
Instead, a hash over a list of n trusted keys is generated and stored in the TBM
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4.1. Trusted boot approach

(n > 1). As this hash over n public keys typically doesn’t require that much space
that would be required if these n public keys are stored directly in the TBM, more
space is saved. As a drawback of this approach all n supported public keys must be
stored alongside the image because the hardware RoT must be able to calculate the
hash over all these keys at boot up. If this calculated hash value corresponds with
the hash value stored in the TBM, it is guaranteed that the same set of trusted
public keys has been used. Of course, this approach supports the same method
as before to disable a specific key slot. However, it must be kept in mind that
even if a public key is revoked, this key must still be stored alongside the image.
Otherwise, the hardware RoT will not be able to generate the required hash at
boot up anymore.

The hash of trusted keys approach is visualized in figure 4.1: The persistent mem-
ory contains the boot image, the signature and a set of trusted public keys. The
hash of these public keys is compared against the hash in the TBM. If both hashes
match, the next step is the verification of the boot image signature. As the sig-
nature uses key slot 2, it must be verified against “Public key 2”. If the signature
verification succeeds, the boot image is executed.

CA based approach: Another approach uses a CA. This CA creates a certificate for
each public key of the trusted image signing entities. Thus, only the key of this
signing CA must be stored in the TBM. In order to verify the image signature, the
certificate as well as the actual public key must be stored alongside the image. In
order to revoke one of the certified public keys, it is also required to store a list of
revoked public keys or their hashes in an OTP memory. Once a specific public key
appears there, it is not trusted anymore, even if the CA issued a valid certificate
for this key. Thus, this approach is much more extensive than simply burning field
programmable fuses.

In general, all these approaches can be used to provide a hardware RoT. As long as
there do not exist any known security flaws in the TBM or boot ROM. Thus, users of
the system can unconditionally trust the hardware RoT.

4.1.2 Trusted Linux boot process

Another requirement for control devices is that each must consist of hardware that is
capable of executing a Linux system. The Linux start procedure is explained in detail
in section 2.6 and consists of four stages: 1. Initial booting sequence, 2. starting the
Linux kernel, 3. starting the init process and 4. starting the system services. For this
trusted boot approach, the procedure is similar. The DFD in figure 3.7 already gives
an overview of the proposed trusted Linux boot sequence. As all boot partitions are
stored on the device, it is not required to boot from external interfaces like JTAG, USB
or Ethernet. Thus, it is not allowed to boot from these interfaces (mitigates threat 19).
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4. Design

Persistent memory (e.g. Flash)
Boot-Image

Signature (Key slot 2)

Public key 1Public key 0 Public key 2

Gen. hash of public keys

Compare
Hashes

Persistent TBM storage

Static Hash

Verify
Signature

Stop
Boot

Stop
Boot

Cont.
Boot

MatchNo match

Verify fail

Verify OK

Figure 4.1: Simplified visualization of the “hash of trusted keys” boot image verification
approach from section 4.1.1.

Execute boot ROM:
Verify bootloader

Execute bootloader:
Verify kernel

Execute kernel:
Verify rootfs

Execute init:
Execute system services

Stop boot sequence

Verify OK

Verify Fail Verify OK
Verify Fail

Verify OK
Verify Fail

Figure 4.2: Phases of the trusted Linux boot process.
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4.1. Trusted boot approach

Additionally, the boot phases are visualized in figure 4.2 similar to the trusted boot DFD
in chapter 3:

1. Once the user powers on the device, the first phase is started. It consists of the
static boot ROM (incl. TBM) and the bootloader which is stored in the persistent
memory. The unconditionally trusted boot ROM and the TBM verify their own
integrity and the integrity of the bootloader. If all these verifications succeed, the
next step (i.e. the bootloader) is started.

2. The previously verified bootloader verifies the Linux kernel image and starts it, if
the verification succeeds.

3. The previously verified Linux kernel verifies the root file system and starts the init
process, if the verification succeeds.

4. The init process in the verified rootfs starts all required services in the rootfs.

As mentioned in section 3.3.2.1, the bootloader, the kernel partition as well as the rootfs
partition are used read only. These partitions can only be modified during a regular
software update procedure (see section 4.3).

As the first boot phase is trusted unconditionally, the next boot phases can be verified
and executed using the first boot phase. Additional boot phases can be executed if
they have been verified successfully in previous boot phases. Thus, this concept is also
called chain of trust, as each phase checks the integrity of the next phase before the
execution. If these checks are implemented correctly, this chain ensures that the code
in execution can be trusted as it has not been tampered [124]. Special care has to be
taken on each check since the whole trusted boot mechanism relies on the strength of
each integrity check. If one of these components contains security flaws, the whole chain
may be broken.

Since each of these verification checks is unrelated to the other verification checks, it
is not required that all components (bootloader, kernel and rootfs) are signed with the
same key. Hence, the public key that is required for the next boot step can be included
in the current step. This means that the bootloader contains the public key to verify
the kernel image, and the kernel image itself contains the public key to verify the rootfs.
Furthermore, in contrast to the hardware RoT which has to support several public keys
at the same time, the bootloader image and the kernel image may contain only one
public key. Thus, if a key must be revoked, it is sufficient to apply a software update
with kernel and rootfs images that were signed by other private keys.

If one of these verifications fail, the complete boot process must be interrupted. This
interruption is required even if the device becomes non-operational. As the possible
severity of executing unverified software is supposed to be higher than a non-operational
device. This must be kept in mind for the software update mechanism (see section 4.3)
as this mechanism must ensure that updated software always passes the integrity checks
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4. Design

that are performed at boot up. Thus, if appropriate hashing and cryptography algo-
rithms are used and the private keys remain private it is impracticable for adversaries to
modify the content of a specific image (bootloader, kernel or rootfs) without invalidating
the complete image.

Some SoC solutions provide convenient software debugging interfaces (like JTAG). Even
though this interface can be very useful during software development, it is important
that this interface is disabled in operational environments. Otherwise, adversaries may
be able to use this debugging interface to manipulate the program flow and bypass the
image verification checks.

4.1.3 Symmetric boot images

Because the proposed software update mechanism relies on a symmetric image approach
(see also section 4.3.1 and figure 3.2), the kernel and the rootfs are stored twice in the
persistent memory. Thus, as mentioned in section 2.7, the bootloader controls which
of both redundant kernel images should be started: If both kernel partitions contain
the same software version, it does not matter, which partition is selected. However, if
one partition contains a newer software version, because a software update was recently
installed, this partition must be selected. Additionally, if the bootloader detects that
the verification of one kernel image fails, it has the possibility to select the second kernel
image (even if its software version is older). Therefore, as long as the integrity check of
one kernel image succeeds, the bootloader is able to start a kernel. The same approach
can be used for the rootfs, as the rootfs is stored twice in the persistent memory. This
means, that the kernel checks the integrity of one rootfs image and if the check fails,
it verifies the second rootfs image. Thus, as long as the verification of a rootfs image
succeeds, it can be mounted and the init process can be started. This procedure is also
shown in the DFD figure 3.7: The bootloader selects which kernel image should be used
and the active kernel selects, which rootfs partition should be used (mitigates threat 13).
Therefore, there exist four different ways to boot the system (also shown in figure 3.7).

The approach can also help in cases in which the software update process fails (e.g.
because of power loss) and leaves an invalid partition behind. However, it also helps in
cases in which adversaries were able to modify the content of a specific partition. Thus,
it is possible that a control device remains operational even if the verification of a kernel
or rootfs partition fails.

4.1.4 Encrypted boot

Even though trusted boot reduces the possible attack surface, it does not help against
threat 26. Thus, if the confidentiality of the complete boot process (involving the boot-
loader, the kernel and the rootfs) is another mandatory requirement, the hardware RoT
of each control device requires additional facilities. The hardware RoT (and in particular
the TBM) of a control device must provide at least the possibility to store a confidential
key. This key can either be a symmetric or an asymmetric private key. As long as the
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4.1. Trusted boot approach

key itself is kept private. Thus, it should in general not be possible to access this key
from any application. Instead, the key should only be available in the hardware RoT
via a well-defined cryptography interface:

• If confidential symmetric keys are used, the hardware RoT interface must provide
the possibility to encrypt and decrypt a specific data blob with the confidential
key.

• If confidential asymmetric private keys are used, the hardware RoT interface must
provide the possibility to decrypt a specific data blob with the confidential private
key. Additionally, the public key to the confidential private key must be available.

Furthermore, it is very important that each device contains its own private key. Other-
wise, if the key gets leaked, adversaries may be able to reuse the key on several devices.
Thus, it is not sufficient, if the same key is distributed over several control devices. In-
stead, either at the chip fabrication step or during the first installation of the control
device a random key must be generated and used as confidential key. A possibility may
be an OTP memory in the hardware RoT that is programmed at the chip manufacturing
process.

4.1.4.1 Software updates

In particular, for the software update deployment it would be a challenging task, if
each control device gets a distinct update image. Thus, intermediate keys are used: In
figure 4.3, this concept is visualized. The intermediate key IK is a symmetric key that
is used to decouple the device specific keys (AK or BK) from the universal applicable
boot images. That implies, that all encrypted images or encrypted data that is included
in an update package can be encrypted by the same symmetric intermediate key IK.
Therefore, the intermediate key IK must not be stored in plaintext in the persistent
memory. Thus, the intermediate key IK is encrypted by the confidential device specific
keys (AK or BK) and stored on the machine. Typically, these device specific keys
(AK or BK) are stored in the hardware RoT on the device: Thus, if these device
specific keys are asymmetric private keys, the intermediate key is encrypted by the
public key. If these keys are symmetric keys, the intermediate key may be encrypted
by a cryptographic interface of the hardware RoT. (In order to prevent anyone to get
access to this confidential key.) Finally, this encrypted intermediate key may be stored
on the device or even in the update package (similar to the signatures in section 4.1.1).

In general, the same intermediate key can be used for several devices. Thus, in case
of software updates, the same images can be distributed over several control devices.
However, if this intermediate key gets leaked, adversaries may be able to encrypt the
boot image of several devices. Therefore, the intermediate key should be changed at least
for each software update. In figure 4.4, the encrypted boot concept with intermediate
keys is visualized: The persistent memory contains the encrypted boot image and the
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DATA DATAIK IK

IKAK

IKBK

AK

AK

EncIK(DATA)

DecIK(DATAIK)

EncAK(IK)

DecAK(IKAK)

EncBK(IK)

DecBK(IKBK)

Machine A

Machine B

Update
Package

Figure 4.3: Simplified visualization of the intermediate keys concept that is used for an
update package (see section 4.1.4.1).

Persistent memory (e.g. Flash)

Encrypted Boot-Image

Encrypted intermediate key

Use confidential symmetric key
to decrypt the intermediate key

Use decrypted intermediate key
to decrypt the boot image

Persistent TBM storage

Confidential symmetric key Cont.
Boot

Figure 4.4: Simplified visualization of the encrypted boot approach (see section 4.1.4).

encrypted intermediate key. The intermediate key gets decrypted by the cryptography
interface of the hardware RoT. Next, this key is used to decrypt the encrypted boot
image. Even though, this encrypted boot concept must not be used without the trusted
boot, in this figure it is omitted, to keep the image simpler.

4.1.4.2 Encrypted Linux boot sequence

The encrypted Linux boot sequence is very similar to the trusted Linux boot sequence
and relies on it: Each component (bootloader, Linux kernel and rootfs) is encrypted.
The boot ROM verifies and decrypts the bootloader image. The verified and decrypted
bootloader image contains the public keys to verify the Linux kernel as well as a sym-
metric key to decrypt the encrypted Linux kernel image. Thus, the bootloader is able to
verify and decrypt the Linux kernel. The Linux kernel image also contains public keys
and the encryption key to verify and decrypt the encrypted rootfs. When the Linux
kernel is started, it uses these public keys to check the signature and the encryption key
to decrypt the rootfs. This process is visualized in figure 4.5.
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4.1. Trusted boot approach

Execute boot ROM:

Verify/Decrypt bootloader

Execute bootloader:

Verify/Decrypt kernel

Execute kernel:

Verify/Decrypt rootfs

Execute init:
Execute system services

Stop boot sequence

Verify/Decrypt OK

Verify/Decrypt Fail Verify/Decrypt OKVerify/Decrypt
Fail

Verify/Decrypt OK
Verify/Decrypt Fail

Figure 4.5: Phases of the encrypted Linux boot process.

4.1.5 Requirements summary

The following list summarizes the requirements for the proposed trusted boot approach:

1. The hardware RoT acts as a security anchor and consists of boot ROM and TBM.

2. The hardware RoT must be capable of trusted boot. Additionally, it must be able
to store at least two public signing keys that are required to verify the signature
of the bootloader.

3. Once the trust list (required to verify the signatures) is stored in the hardware
RoT, it should not be possible to change the keys anymore.

4. The trust list must be accessible from the hardware RoT (i.e. it is stored in the
persistent memory or in the TBM).

5. The image signature must be stored beside the boot image in the persistent memory.

6. It must be possible for local or remote maintenance users to revoke at least one
entry in the trust list (that is stored in the hardware RoT).

7. The bootloader image and the kernel image must be capable of trusted boot. This
requires that they are able to verify the next boot step by a public key that is
contained in the bootloader and in the kernel image.

8. The boot ROM must be capable of starting a bootloader, which itself must be able
to start the Linux kernel.
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4. Design

9. If the integrity checks of the software fail, the system should stop the start sequence.

10. A symmetric image layout of the kernel image and the rootfs image is required.
Thus, the bootloader and the kernel must be able to select one of both partitions
(newer software versions should be preferred). Additionally, if the verification of
an image fails the bootloader and the kernel should try to start the redundant
partitions.

11. The software version of the kernel image should be stored in a way such that the
bootloader is able to detect the version easily. The same rule applies for the rootfs
such that the kernel is able to detect the version.

12. Debug interfaces like JTAG as well as external boot interfaces like USB or Ethernet
must be disabled.

13. The boot ROM as well as the TBM should be part of the SoC.

Additionally, if encrypted boot is required beside the trusted boot mechanism, the fol-
lowing list summarizes the additional requirements:

1. The confidential private keys (required for the bootloader decryption) must be
accessible from the hardware RoT. It should not be possible to access this key
from the application as the key should be stored in the TBM.

2. The hardware RoT must provide a well-defined interface to decrypt (and encrypt)
a specific data blob using the confidential private key that is stored in the TBM.

3. Each device gets its own confidential private key.

4. The encrypted intermediate key must be stored beside the image (just like the
image signature).

5. The bootloader image and the kernel image must be capable of encrypted boot.
This requires that they are able to decrypt the next boot step by a symmetric key
that is contained in the bootloader/kernel image.

4.2 Secure communication approach

As a SCCPS consists of several control devices, it is required that these devices are able
to communicate in a secure manner. Additionally, some control devices also have direct
Internet access. This Internet access is primarily used to access cloud services. Thus, the
goal of the secure communication concept is that each traffic between two control devices
as well as the communication between control device and cloud services is confidential
and each participant is required to authenticate. Furthermore, the integrity of each sent
packet must be guaranteed.
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4.2. Secure communication approach

The secure communication approach relies on the communication model defined in sec-
tion 3.3.2.2. Thus, the control devices in the SCCPS are connected in a mesh topology
and communicate with each other in an IP (either IPv4 or IPv6) network. IP was se-
lected because of its large distribution (since all Internet traffic is sent via IP [52]) and
its increasing importance in automation systems and CPS (see section 2.1.1). It is not
required that all devices are connected via Ethernet, Fiber or Wi-Fi. In particular, be-
cause in section 5.2.1 a concept is introduced which can be used to drive the IP protocol
over EIA-485, EIA-232 or other networks. Furthermore, each control device as well as
the cloud service require a static IP. Due to this static configuration there are neither
external DHCP nor DNS services required to establish a M2M connection. Instead, the
actual IP addresses must be configured during the system deployment.

In section 2.4.2, several security protocols that work on top of an IP layer are introduced.
An obvious difference between these security protocols is the layer in which they operate
on. For this secure communication approach, an additional security layer for secure
communication is introduced on top of the Internet layer. This security layer takes
advantage of the addressing, networking and routing facilities of the IP protocol. Another
benefit of a security layer below the transport layer is that a system service or application
is able to rely on secure connections to other devices transparently just by opening a
regular network socket. E.g. in Linux systems, the IP communication up to layer
4 is managed by the networking subsystem [57]. Hence, this secure connection can
be used from all user space applications that are capable of regular IP traffic without
considering any authentication or encryption properties. All traffic to and from each
control device gets transparently encrypted and authenticated by this additional security
layer. Concepts that rely on TLS transfer the responsibility for establishing a secure
connection to the application. Thus, the application must consider authentication or
encryption properties on its own (see also figure 2.7).

4.2.1 Session based communication

As shown in the DFD figure 3.8 and explained in section 3.4.8, the secure communica-
tion approach is based on sessions. Thus, before any encrypted packets can be sent, it
is required to initialize a secure session. This can be achieved by a system service that
is responsible for the secure communication and executed at system startup. In order
to initialize a secure session, it is required to send at least four messages (see figure 3.8).
In these four messages, the parameters of the session are determined and the communi-
cation endpoints are authenticated (mitigates threat 25). Once this system service has
successfully initialized a session with the communication partner, the applications are
able to communicate confidentially and authenticated via these sessions (see figure 3.8).
To distinguish between several concurrent sessions, each session is identified by a unique
session ID. Therefore, once a session is established all further messages must contain the
corresponding session ID (mitigates threat 31).

Additionally, each message that belongs to an established session must contain a sequence
number. The sequence number is a strictly increasing counter value that is required as
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4. Design

a protection against replay attacks. Once a packet is received, the receiver is able to
determine if a message with this sequence number was already received. In this case,
the receiver is allowed to drop the packet, as it is required that no regular message in
an established session contains the same sequence number (mitigates threat 34).

Adversaries may be able to send many session initialization requests originating from
several IPs with the goal of starting a DoS attack (mitigates threat 40). Addition-
ally, adversaries may be able to send new session initialization requests, with the goal
of closing established sessions. The secure communication approach should support a
mitigation against these threats. Furthermore, the secure communication session ini-
tialization should be designed such that not much computational processing power is
required to generate the initial messages.

4.2.2 Device authentication

The first main requirement of the secure communication protocol is the authentication
of communicating devices (e.g. control devices and the cloud service). Therefore, during
the initialization phase of a new session, it is required that each involved device authenti-
cates itself. As mentioned in section 3.3.2.2, a certified asymmetric public authentication
key is required for authentication (see figure 3.8).

Thus, it is required that each control device owns a distinct private authentication key
and a corresponding public key. This private authentication key must not be stored
unencrypted on the device. If the encrypted boot approach is used (see section 4.1.4.2)
in which the complete boot chain (incl. rootfs) is encrypted, the private authentication
key can therefore be stored directly in the rootfs. However, in particular if the same
rootfs image is used for several devices, and for software updates, this approach can be
challenging. Thus, another possibility is reusing the persistent confidential key that is
stored in the hardware RoT and also required for the encrypted boot approach. This
confidential key can be used to encrypt the private authentication key. Finally, the
encrypted private authentication key can be stored in an unencrypted partition of the
control device (e.g. the data partition that is introduced in section 3.3.2.1). Furthermore,
if no encrypted boot is used, HSMs, TPMs or authentication token may also be able to
store the private authentication key in a secure manner (mitigates threats 27 and 28).

The public authentication key must be signed by a CA that is trusted throughout the
whole SCCPS. Since certificates typically have a limited validity period, it is required that
the certificates are updated regularly via the software update (see section 4.3.2). The
certificate and the public authentication key can be stored anywhere (e.g. unencrypted
in the data partition of each control device). For the trusted CAs, a trust list (see
section 2.3.4.2) must be stored on the device. As this trust list consists of several public
keys, it is not required to encrypt the list. However, undesired modifications of this list
should be prevented. Thus, the verified rootfs can be used. It should be possible to
change the contents of the trust list by applying a software update. Besides the trust
list, also the CRL (see section 2.3.4.1) must be updated regularly via a software update.
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4.2. Secure communication approach

In addition to the public authentication key and the certificate, a device ID is required
for authentication (see figure 3.8). The device ID can be used to perform a device
specific access control. Thus, even if a control device trusts the authentication keys
of all other control devices, it is possible to limit the communication to specific device
IDs. In particular, if a control device consists of two or more network interfaces, it can
be useful to use different device IDs for each network interface. Finally, this device ID
should be transferred only encrypted.

4.2.3 Message encryption

In order to provide a confidential communication channel between two communicating
devices, it is required to encrypt the payload of each transmitted message (see figure 3.8).
As this secure communication approach operates on top of the Internet layer, the link
layer as well as the Internet layer are not encrypted. Thus, the IP and the MAC headers
are transmitted in plaintext. Furthermore, the secure communication protocol may
consist of additional data that must be transmitted unencrypted. However, starting
from the transport layer (e.g. UDP or TCP) the transmitted data is fully encrypted.
Also, during the session initialization, the device ID, the public key and the certificate
are encrypted (see figure 3.8).

As this secure communication protocol relies on PFS (see section 2.3.2.5), ephemeral
keys are used. These ephemeral encryption keys are generated by the DH key agreement
protocol between the communicating devices during the session initialization step. These
negotiated keys are getting invalid after a specific timeout or at least if the secure session
is closed. Once the ephemeral keys are invalid, they should be deleted to make sure that
no one else gets access to these keys. Otherwise, adversaries may be able to decrypt
transmitted packets from a specific session. Therefore, a good memory location for these
ephemeral keys is the volatile memory that is deleted at the system reboot (mitigates
the threats 29 and 35).

4.2.4 Message integrity and message authentication

The message encryption from section 4.2.3 encrypts only the message data from the
transport layer with the key from DH. Other message components like the IP addresses,
the sequence number or the session ID are not encrypted. To authenticate these com-
ponents, the HMAC based message integrity and message authentication is elected. As
mentioned in section 3.3.2.2, a Keyed-Hash MAC (HMAC) is a Message Authentication
Code (MAC) that uses a specific PSK K and some data D (the message) that should
be protected. HMACs are defined in equation (4.1) [RFC2104].

Hn(K ′

n ⊕ opadn, Hn(K ′

n ⊕ ipadn, D)) (4.1)

In this formula Hn() is a cryptographic hash function that takes all its arguments and
creates a hash of length n bytes. The constant opadn is defined as opadn = 0x36n.1 The

1The notation 0x36
n means n consecutive bytes of 0x36. E.g. for n = 4: 0x36

4
= 0x36363636
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4. Design

constant ipadn is defined as ipadn = 0x5cn. The operand ⊕ is a byte wise logic XOR
operation and the operand | is the byte wise logic OR operation. K ′

n is the representation
of the PSK K. As it is required that the length of K ′

n is n bytes, K ′

n is calculated by
equation (4.2) [RFC2104], [125]:

K ′

n =







K length(K) = n

Hn(K) length(K) > n

K|0x0n otherwise (padding with 0)

(4.2)

In order to use this HMAC procedure, it is required that each communicating device pair
uses the same key K. This key K must also be an ephemeral key (like in section 4.2.3).
Thus, the key agreement must also be done during the session initialization and an
ephemeral key should be used only for a specific session. Additionally, these keys should
be changed after a specific timeout. Even though, the encryption keys and the HMAC
keys may be related, they must not be the same. For the HMAC generation, the data
must contain the session ID, the sequence number and the encrypted payload. The
HMAC procedure mitigates the threats 30, 38 and 39.

However, if HMAC and encryption facilities are used they can lead to problems if middle-
boxes are used. According to [RFC3234], is a middlebox “[...] defined as any intermediary
device performing functions other than the normal, standard functions of an IP router on
the datagram path between a source host and destination host.” In particular, if Network
Address Translation (NAT) middleboxes are utilized that typically modify the protocol
headers of the transport layer (like the UDP header) these modifications are not possible
anymore as the entire transport layer is encrypted and protected by an HMAC. Thus,
as long as no NAT middlebox has knowledge of the utilized secret authentication and
encryption keys they are not able to modify the headers of the transport layer without
violating the HMAC check. Therefore, NAT middleboxes that are installed between two
communicating devices are not supported by this entire secure communication approach
as it is unreasonable to propagate the secret communication keys.

4.2.5 Requirements summary

The following list summarizes the requirements for the proposed secure communication
approach:

1. The secure communication layer relies on IP (either IPv4 or IPv6) and is session
based.

2. No middleboxes between two communicating devices are allowed.

3. This layer is a transparent security layer above the Internet layer. It can be used
from the user space applications.

4. It is required to use static IPs (i.e. no DHCP servers are required).
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4.3. Secure updates approach

5. It is required to use IPs and no host names (i.e. no DNS servers are required).

6. A system service establishes a secure communication channel to the communication
endpoint.

7. The session ID must be included in each transmitted packet.

8. An increasing sequence number must be included in each transmitted packet.

9. A certificate containing a device ID and signed by a trusted CA is required for
authentication.

10. The device ID, the certificate and the public authentication key must be encrypted
before they are transmitted during the session initialization.

11. Robustness against DoS attacks with spoofed session initialization requests is re-
quired.

12. The private authentication key has to be stored in a secure storage (e.g. in the
encrypted rootfs, a TBM, a TPM or a HSM).

13. The trust list which contains all trusted CAs must be stored in the verified rootfs.

14. The certificates must be kept up to date via software updates.

15. The CRL must be updated via software updates.

16. DH key agreement and PFS is required for ephemeral key generation.

17. Different ephemeral keys for message encryption and message authentication must
be used (HMAC).

18. At least the data from the transport layer and above must be encrypted.

19. Parts of the session ID, the sequence number and the encrypted payload must be
included in the HMAC calculation.

4.3 Secure updates approach

It is very important to provide a secure software update mechanism for all control devices
of a SCCPS, because the software and the components of a PKI (certificates, trust lists
or CRLs) should be kept updated on these control devices.

Secure updates can be triggered either by local users with the local maintenance user
role (see section 3.3.2.3) or by remote users with the remote maintenance user role (see
section 3.3.2.4). Users with other roles should not be able to perform software updates.
Thus, the system is not capable of automatic software updates, as there is at least
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4. Design

a maintenance user required that monitors the software update process of all safety
critical CPS components.

The software updates can be installed from local administration interfaces (entry point
2), expansion ports (entry point 4.5) or via secure network connections (see section 4.2)
to cloud services.

As these network connections are already authenticated and fully encrypted, it is possible
to download the software update via simple protocols like the Trivial File Transfer Proto-
col (TFTP) (see [RFC1350]) that do not rely on additional authentication or encryption
facilities. Even though, downloading via the FTP or the HTTP is also possible.

4.3.1 Symmetric kernel and rootfs partitions

As mentioned in section 4.1.3 and section 3.3.2.1, a symmetric boot partition approach is
used. Thus, there exist two kernel partitions and two rootfs partitions on the persistent
memory. At system startup, the bootloader selects one of both kernel partitions and
the kernel selects one of both rootfs partitions as the active partitions. The unselected
kernel partition and rootfs partition are both inactive. Thus, these inactive partitions
can be used as the target for the software update. For example, if the rootfs should be
updated it can simply be installed onto the inactive rootfs partition without interfering
the current active rootfs partition. Even if the software update fails, the control device
remains operational and it is also possible to restart the boot process. If the software
update could be successfully applied, during the next restart of the system, the kernel
must select the previously updated rootfs partition (as it prefers newer software versions).
Finally, if this system boot succeeds, the software update can be applied onto the other
rootfs partition as well (mitigates threat 20).

4.3.2 Software update package

A software update package is a bundle of files that contains partition images, regular
files and additional metadata. In order to reduce the workload during the software
update, the partition images must be included in the package such that they can be
applied directly onto the destination partition. Thus, if the encrypted boot approach is
used (see section 4.1.4), the partition images must already be encrypted by the correct
intermediate key. As the bootloader and the kernel must both be able to detect the
software version of a partition, they are able to determine which version should be
started at boot up. Thus, this version info must also be contained in the partition
images.

If a bootloader image is included in the software update package the bootloader signature
must also be included, as well as additional data that is required to verify the bootloader
signature (e.g. the trust list if the “hash of trusted keys” approach in section 4.1.1 is used).
Furthermore, if the encrypted boot approach (section 4.1.4) is used the intermediate key
must also be contained in the metadata of the software update package. If a kernel
image is included in the software update package only the kernel image signature has to
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4.3. Secure updates approach

be included, as the public verification key and the decryption key (if the encrypted boot
approach is used) must be included in the bootloader image. The situation is similar for
the rootfs which only requires the image signature, as the kernel image already includes
the public verification key and the decryption key.

Additionally, it may be helpful if the rootfs contains the timestamp when the software
update package was generated, as this information can be used to restrict the local time
of the control device, as the time synchronization can lead to further threats like threat
23. Therefore, this packaged timestamp represents a lower boundary for the system
time. Thus, if rootfs partition updates are applied sufficiently often, the timestamp of
the last update can be used as a lower local time boundary for certificate expiration
checks without the need to rely on external time synchronization services. Even though,
the best solution would be a synchronization service for the local time that can be used
by all control devices of a SCCPS. In addition to the time point that may be included in
the software update package, the device authentication property of the secure communi-
cation channel requires that the CRL and the list of trusted CAs is included in the rootfs
(see section 4.2.2). The software update package may also contain a new certificate of the
public authentication key, which is also required for the secure communication channel.
Additionally, each software update package must contain version information for each
partition image and regular file that is included in the software update (mitigates threat
13). This version information is required to ensure that no software downgrades are
performed. The version information must also be stored in the metadata of a software
update package. If a SCCPS consists of multiple control device types, it can be helpful
to include also a list of targeted device types. Hence, the software update routine is able
to determine if the software update fits the device type.

In particular, if the encrypted boot approach (section 4.1.4) is used, the confidential
intermediate key must be included in the software update package. Thus, some compo-
nents of the package must be encrypted by a software update key that is stored on each
control device using the same procedure as the private authentication key in section 4.2.2.
Therefore, this software update key can be used to decrypt the encrypted components
of a software update package before they are installed.

Similar to the trusted boot approach (see section 4.1) in which each boot partition must
be signed by a trusted entity, each software update package must be signed by a trusted
entity too. Therefore, the rootfs partition must contain either a trust list of entities
whose signatures are accepted or a trusted CA issues certificates for trusted entities and
software update packages are only accepted if they were signed by an entity with a valid
certificate. In the latter case, the certificate must be included in the software update
packet and the public key of the CA and a CRL must be included in the rootfs (mitigates
threat 13).
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4. Design

4.3.3 Software update procedure

The following software update procedure must be executed on the control device that
should be updated. This procedure follows the DFD in figure 3.9.

1. Before a software update can be applied, the user must be authenticated. Because
the user authentication is out of the scope of this approach, it is assumed that it
works as expected and allows only maintenance users to trigger the update.

2. The software update package must be downloaded to the control device (e.g. from
the network or a USB-stick).

3. The signature of the software update package must be verified (either by a trust
list or the certificates). If these verification checks fail, the update is aborted.

4. If the software update package contains encrypted components, they must be de-
crypted by the private software update key. This symmetric key is either stored
in the encrypted rootfs, a TBM, a TPM or a HSM. If the decrypt steps fail, the
update is aborted.

5. The list of targeted device types that is included in the software update package
must be compared with the actual device type of the control device. If the current
device type is not in the list of targeted device types, the update is aborted.

6. The version information of each component in the software update package must
be compared with the version that is installed on the device (downgrade check).
If the version of at least one component in the package is lower or equal to the
installed component, the complete update is aborted.

7. The files that are contained in the software update package are installed to their
destination. The actual destination is included in the metadata of the package.

8. The partition images that are contained in the software update package are in-
stalled to their destination partition. In case the partition image is a kernel or a
rootfs image, the inactive partitions are selected.

9. If the intermediate key of the encrypted bootloader is included in the software
update package, it must be encrypted by the confidential symmetric key in the
TBM. This encrypted key must be stored in the persistent memory.

10. Once all files and images have been installed, the system must be rebooted.

11. During the boot process, the bootloader chooses the newest installed kernel par-
tition (if the verification check succeeds) and the kernel uses the newest installed
rootfs partition (if the verification check succeeds).

12. If the system and all system services could be started successfully, the same soft-
ware update procedure must be applied to the second partitions too.
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4.3. Secure updates approach

Note: As long as the software update package doesn’t contain a bootloader image the
device should still be operational, even if the software update procedure fails (due to
the symmetric image approach). However, if the software update procedure fails during
the bootloader update (e.g. due to a power-failure), the device may not be able to start
the kernel. Thus, the bootloader should only be updated if it is absolutely necessary.
Therefore, these software update packages must be installed with caution.
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CHAPTER 5
Proof of concept

In this chapter, existing techniques are presented that show the feasibility of the ap-
proaches that are introduced in chapter 4. The proof of concept utilizes an i.MX7Dual
SoC from NXP. The i.MX7Dual contains a dual core ARM Cortex A7 processor that
operates at 1.2GHz speed. It was selected as it supports all hardware requirements
from chapter 4. The i.MX7Dual is used on an i.MX7DSABRE board from NXP. This
board contains 1GB volatile DDR3 memory and supports non-volatile block addressable
NAND flash (e.g. SD cards, MMC cards and eMMC). Additionally, the Linux kernel is
well supported on this board.

5.1 Trusted boot

The trusted boot approach is introduced in section 4.1. It contains a list of mandatory
requirements that must be satisfied in order to provide the trusted boot facility. HAB
(which is introduced in section 2.5.3.3) and in particular HAB version 4 (HABv4) is
one option that is capable of all hardware requirements that are needed to implement
the trusted boot approach. Thus, HAB is selected as the basis for this trusted boot
concept, as HABv4 fulfills all hardware RoT requirements for the trusted boot approach
(see section 4.1.5), the i.MX7Dual SoC with HAB support has been chosen as the target
platform. As the bootloader U-Boot works well with HABv4, it is selected as the target
bootloader for the trusted boot concept.

In section 5.1.1, the bootloader verification with HAB is explained. The verified boot-
loader that verifies the kernel image is introduced in section 5.1.2. In section 5.1.3, the
verified kernel image verifies the rootfs before it is mounted. Finally, in section 5.1.4,
some ideas regarding an encrypted boot chain are presented.
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5. Proof of concept

5.1.1 Bootloader verification (by hardware RoT)

The HABv4 feature that is implemented in several i.MX processors of NXP Semicon-
ductors consists of an on-chip ROM that is not only responsible for loading the initial
program image from the boot medium, it provides also the ability to authenticate the
images before they are executed. In order to check the authenticity of the boot images,
digital signatures are used. Thus, the boot ROM can be used as a RoT that is able to
authenticate the first boot stage [FR10].

HABv4 relies for the boot image verification on image signatures that were created by
trusted private Rivest-Shamir-Adleman (RSA) keys (up to 4096Bit1). Thus, the boot
ROM verifies the image signature by the corresponding trusted public RSA keys. Boot
images can be signed by different RSA keys, the image size can vary, and they can
be stored in different memory locations. Thus, it is required to configure the boot
ROM during startup. For this purpose, the Command Sequence File (CSF) must be
used. It contains all instructions and parameters that are required by the boot ROM to
successfully authenticate the signed boot image.

Because HAB is optional on the i.MX7Dual processor, the boot ROM must also be
able to start the boot image without the CSF. Thus, important boot configuration
parameters must not be stored in the CSF. Therefore, the boot ROM requires the Image
Vector Table (IVT), the Device Configuration Data (DCD) table and additional boot
data. The DCD contains configuration settings for some system peripherals at startup,
the boot data contains the position and the size of the boot image and the IVT contains
the start addresses of the DCD, the boot data, the IVT and the CSF. All the data must
be stored beside the boot image in a particular layout [FR16]. The memory layout for
an i.MX7Dual boot image is visualized in figure 5.1.

For authenticated boot with HABv4 it is not sufficient to create a signature of the image
data alone as the boot configuration must be verified too. Thus, it is required that the
CSF, the IVT, the DCD, the boot data and the actual boot image are signed by trusted
RSA keys (see also figure 5.1) as all these components contain sensitive boot data. To
create the signature of the IVT, the DCD, the boot data and the boot image, the private
RSA key IMGn is used. For the signature of the CSF the private RSA key CSFn is used.
Even though it is possible to use one private RSA key to sign all these components (the
CSF, the IVT, the DCD, the boot data and the boot image), from a security perspective
it is recommended to use the CSFn and IMGn keys [FR10].

In order to check the signature of all boot components, it is required that the signature
was created by trusted private RSA keys. In order to propagate trusted RSA keys,
HABv4 uses a table of up to four Super Root Keys (SRKs). Each SRK SRKn is a RSA
key and has two subordinate keys: An IMGn key and a CSFn key (n ∈ N0, 0 ≤ n ≤ 3).
This means that each SRK key SRKn acts as a CA and creates a certificate for each
corresponding IMGn and CSFn key. In [FR10], this structure is called PKI tree and

1See the manual of the Code-Signing Tool [FR15].
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5.1. Trusted boot

IVT

optional padding

Boot data

optional padding

DCD

optional padding

Image data

optional padding

Signed by IMGn







CSF

}

Signed by private CSFn

Figure 5.1: Simplified memory layout of the i.MX7Dual boot image components [FR16],
[FR10].

SRK0

IMG0 CSF0

SRK1

IMG1 CSF1

SRK2

IMG2 CSF2

SRK3

IMG3 CSF3

Figure 5.2: PKI tree structure of all RSA signature keys in the PKI tree [FR10].

it is visualized in figure 5.2. Instead of storing all four public SRK keys directly in the
boot ROM, only the fingerprint (hash) of all four keys is stored. Therefore, the public
key of each SRK must be contained in the CSF. As each SRK (SRK0 to SRK3) acts as
a CA, it is not required that the SRK table contains any IMGn or CSFn public keys.
Instead, the certificate of the utilized IMGn key and the certificate of the CSFn key are
included in the CSF. Thus, at boot up it is possible to check if these certificates were
correctly signed by the corresponding SRKn [FR10].

To generate the fingerprint of all trusted public SRKs it is required to calculate the hash
of each public SRK key (SRK0 to SRK3). All these hashes are put together in a hash
array, that is finally hashed again (this concept can be seen in figure 5.3). Therefore,
the hash of the hash array is a fingerprint of all four SRKs. During system deployment,
this fingerprint of trusted public SRK keys can be programmed permanently by burning
e-fuses. Once these fuses have been burnt successfully, only RSA keys IMGn and CSFn

that were signed by these trusted SRKs are supported. All other image or CSF signing
keys are untrusted and images that have been signed with these untrusted keys would
not be accepted by the boot ROM [FR10].

During the boot process the boot ROM performs the same calculations: It reads the
SRK table from the persistent memory, calculates the hash of each SRK, stores them
in a hash array and calculates the fingerprint. Only if the fingerprint is equal to the
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5. Proof of concept

Persistent Memory (e.g. Flash)
SRK table

SRK 0 SRK 1 SRK 2 SRK 3

SRK 0 hash SRK 1 hash SRK 2 hash SRK 3 hash

Hash array

Fingerprint

hash hash hash hash

hash

Figure 5.3: Generation of the SRK hash out of the SRK table [FR10].

fingerprint that was burned permanently into the device, the SRK table is accepted.
Next, the certificates of the CSF key CSFn and the image key IMGn (which are stored
in the CSF) are validated. If these certificates have been signed by one of the trusted
SRK keys in the SRK table, these keys are trustworthy. Therefore, IMGn can further
be used to verify the integrity of the bootloader image, IVT, DCD and the boot data
and CSFn can be used to verify the integrity of the CSF [FR10].

As the fingerprint of all four SRKs in the SRK table must be burned into the device
during the deployment, it is not possible to change the trusted SRKs afterwards. Thus,
it is very important to keep the SRKs private, prevent unauthorized access to them and
keep them on safe places, as no one would be able to sign future bootloader images if
all SRKs get lost. Even though, it is possible that a SRK gets compromised. In this
case, HAB provides the possibility to revoke the first three SRKs (SRK0, SRK1 and
SRK2). Therefore, there exist three independent e-fuses that correspond to the three
SRKs. By burning the SRK disable e-fuse, the corresponding SRK key will be revoked
permanently. Thus, during the boot process the boot ROM also checks which SRKs
have been revoked. Even if the image and CSF verification would succeed, it refuses to
boot images that were signed by revoked RSA keys [FR10].

In July 2017, NXP announced two critical secure boot vulnerability reports for some of
their i.MX devices: ERR010872 [FR17] and ERR010873 [FR18]. ERR010872 describes
a vulnerability in which the serial downloader can be used to modify code such that
unauthorized images can be executed. As it does not affect the utilized i.MX7Dual that
is used in this proof of concept, it is not explained furthermore [FR17]. ERR010873

140

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

5.1. Trusted boot

explains a vulnerability in which special crafted certificates can be used to bypass the
signature verification. Thus, with these certificates it is possible to bypass the image
verification and execute unauthorized images (see threat 3.30). Even though there exists
an update of the boot ROM for newly assembled i.MX7Dual devices, already manufac-
tured devices may already contain this security flaw. Because the boot ROM can’t be
updated, NXP suggests that software updates are verified independently from HAB be-
fore they are going to be installed [FR18]. Additionally, the physical access to these
devices should be limited and if possible, only revisions of the i.MX7Dual that already
fixed ERR010872 should be utilized.

Thus, the capabilities of the HAB based hardware RoT can be summarized to:

• Up to four permanent public RSA keys (SRKs) form the basis for the image sig-
nature checks.

• Three of the four permanent SRKs can be revoked.

• The next boot step (bootloader) can be executed only if it has been signed by
trusted RSA keys.

• If the boot signature check fails, the start sequence is interrupted.

• HAB provides the possibility to update the bootloader image as long as the updated
image signatures are stored in the CSF.

In [FR10], several examples regarding signed image creation are presented. It even con-
tains guidance how signed U-Boot (which will be introduced in section 5.1.2) bootloader
images can be created.

5.1.2 Linux kernel verification (by bootloader)

Once all required instructions of the boot ROM were executed and the HAB compo-
nent of the i.MX7Dual has successfully verified the bootloader image, the bootloader is
started. As mentioned in section 5.1.1, for this proof of concept the bootloader U-Boot2

has been selected. It was chosen as it is free software that is licensed under GNU Gen-
eral Public License version 2 (GPLv2), it supports the verification of kernel images (if
Flattened Image-Tree (FiT) images are used) and the image verification possibilities are
well documented. Additionally, U-Boot is under active development3 and creating HAB
compatible bootloader images is also well documented in [FR10].

U-Boot supports with FiT images the same concept that is used for the hardware descrip-
tion format Flattened Device Tree (FDT). However, instead of hardware description, all
images that are required to start Linux are contained in this FiT image [FR19]. The

2https://www.denx.de/wiki/U-Boot/WebHome
3According to the GitHub release page https://github.com/u-boot/u-boot/releases, U-

Boot has been released the last three years at least all two or three months.
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5. Proof of concept

Kernel 1
+ Hash

FDT blob 1
+ Hash

Kernel 2
+ Hash

FDT blob 2
+ Hash

FDT blob 3
+ Hash

RAM image 1
+ Hash

Config 1 + Signature Config 2 + Signature

Config 3 + Signature

FiT image

Figure 5.4: Schematic of a FiT image consisting of three configurations that share two
kernel images, three FDT blobs and a RAM image.

images that are typically included in a FiT image are FDT blobs, kernel images or RAM
disk images [FR20]. To support multiple devices with one FiT image, each FiT image
supports multiple kernel images, FDT blobs or even RAM disk images. In order to se-
lect properly which sub images should be selected at boot up, each FiT image contains
additional configurations. A configuration is a selection of at least a kernel image and
optional other images (e.g. FDT blobs or RAM disk images) that can be used together.
Thus, the bootloader must select the right configuration at boot up.

Each FiT sub image or configuration can be protected by a hash or digital signature.
Which hash or signature algorithm should be used is configurable (e.g. md5, sha1 for
hashing algorithms and sha1,rsa2048 or sha256,rsa4096 for signatures [FR20],
[FR21]). Even though, signed images provide protection against many threats if the con-
figurations are not signed it is still possible for adversaries to change the configurations
such that incompatible images are combined. Therefore, it is important that at least
each configuration is signed by a trusted private RSA key. As mentioned in [FR21], it
is sufficient that each sub image is hashed (and not signed) and the configuration (con-
taining the hashes of the used sub images) are signed by a trusted private RSA key. It
should be kept in mind that the RSA keys that were used for HAB should not be reused
to sign the FiT image configurations. Instead, as the scope of keys should be limited,
different key pairs should be used to create FiT image signatures [126].

An example visualization of a FiT image can be seen in figure 5.4: This FiT image
consists of three signed configurations. In contrast to the signed configurations, the
images are only protected by hashes. Each configuration contains at least a kernel
image. Whereas Config 1 and Config 2 share the same kernel image, Config 3 uses an
additional RAM image.

To create a valid FiT image, the image settings must be specified in an image source
file (typically ending with .its). It contains meta-information about the whole FiT
image including a textual image description. Additionally, also the sub images can be
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5.1. Trusted boot

specified. This involves the destination of each sub image, the hash or signature and
some additional metadata like a textual description, the image type, the device archi-
tecture, compression settings, or image addresses. The configurations can be defined by
specifying the contained images and an optional textual description of the configuration
[FR20]. [FR22] and [FR21] contain several examples of signed image source file config-
urations. Once the image source file (*.its) has been created and all sub image files
are available, the final FiT image (typically ending with .itb) can be created. This
requires the two tools mkimage and dtc. mkimage is a tool that creates images for the
U-Boot bootloader. It is shipped with the U-Boot package4. dtc is the Linux device
tree compiler that is hosted by kernel.org5. Instructions how to create a FiT image with
mkimage and dtc are available in [FR23].

In order to check the signature of the FiT image configurations, the public RSA key
that was used to sign the FiT configurations must be included in the U-Boot image. In
[FR21], it is suggested to store the public RSA key in the control FDT of U-Boot. In
the BeagleBone example in [FR24], this requirement is achieved by calling the mkimage
commando with the control Device Tree Blob (DTB) of U-Boot (see -K argument in
[FR25]). To build U-Boot with the FiT requirements, U-Boot must be compiled with
CONFIG_FIT enabled. Also, the flags CONFIG_FIT_SIGNATURE and CONFIG_RSA

must be enabled (to support RSA signatures in FiT images). To enable the control
FDT of U-Boot, the flag CONFIG_OF_CONTROL should be enabled too [FR21].

It is important that in cases in which U-Boot detects that the signature of the selected
FiT boot configuration is invalid, the boot sequence of this FiT image configuration must
be stopped. As the approach in section 4.1 relies on symmetric images, the bootloader
is able to check the signature of the symmetric image too. If the verification check of
this second image succeeds, this second image can be selected as boot up source. Thus,
the bootloader must be able to boot from two independent images. As it is already
possible to select the FiT boot image manually via the U-Boot console (see [FR24]), no
limitations exist that would prevent the automation of this process.

Thus, the bootloader capabilities can be summarized to:

• The U-Boot image is capable of trusted boot, as it is able to verify FiT kernel im-
ages (and DTB or ramfs images) by a public key that is contained in the bootloader
image.

• The kernel image signature is stored beside the kernel image in the FiT image.

• If the integrity check of a kernel image succeeds, U-Boot starts the kernel.

• As there are two kernel images installed, the selection of the most recent kernel
version at startup remains an open issue. Nevertheless, the metadata in the FiT

4ftp://ftp.denx.de/pub/u-boot/u-boot-2019.04.tar.bz2
5https://git.kernel.org/pub/scm/utils/dtc/dtc.git
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5. Proof of concept

image can be used to store the required image version information that can be
used by this selection mechanism.

5.1.3 Rootfs verification (by Linux kernel)

Once the bootloader U-Boot has verified and started the FiT image (that contains a
valid Linux kernel image), the verified Linux kernel can be started. As the signatures
of U-Boot and the Linux kernel have been verified successfully, the remaining element
in the boot chain is the root file system. Before any system services that are stored in
this rootfs are executed or any data is read, it must be verified that the data is signed
correctly.

As mentioned in the introduction to chapter 5, block addressable NAND flash is used to
store the symmetric system images (like the kernel images or rootfs partitions). Thus,
the dm-verity concept can be utilized for this proof of concept: dm-verity works on top of
the device mapper component of the Linux kernel and can be used to verify the integrity
of read only partitions [FR26]. As rootfs partitions can be rather huge partitions on the
block devices, it can take some time if the integrity of the whole block device must be
checked before the partition is mounted. Thus, dm-verity uses a hash tree (Merkle tree)
based verification approach that verifies the integrity of requested blocks on demand.
Therefore, as long as no blocks are read out of the dm-verity protected partition, no
integrity checks are performed on the blocks of the file system [FR27].

The tree-based verification structure works as follows: Each of the N blocks in the parti-
tion is hashed by a configurable hash algorithm: B0 = hash(block0), B1 = hash(block1),
..., BN−1 = hash(blockN−1). The hashes of n (n << N) blocks B0, B1, ..., Bn−1 are
concatenated and hashed again (intermediate level 1 hash): H00

= hash(B0|B1|...|Bn−1),
H01

= hash(Bn|Bn+1|...|B2n−1), .... And even m hashed hashes Hxy are concatenated
and hashed again (intermediate level 2 hash): H0 = hash(H00

|H01
|...|H0m), .... This

procedure is repeated until a single hash remains. This remaining hash is called the root
hash. It forms the fingerprint of all blocks in the root file system. A change in a single
block would also change the root hash. Once a hash mismatch of an arbitrary block is
detected, it is possible to trigger an immediate restart and prevent that the mismatched
block is read [FR27].

The hash tree concept is visualized in figure 5.5. In this visualization, the partition
consists of 32768 blocks. For each of these blocks a hash is calculated. 128 of these block
hashes are combined to an intermediate level 1 hash. Out of these intermediate level
1 hashes two intermediate level 2 hashes are calculated. And out of both intermediate
level 2 hashes the root hash is calculated. The hash tree must be pre-calculated and
stored in the dm-verity partition. The dm-verity partition layout is shown in figure 5.6.
It starts with the superblock of the file system. After the superblock, the actual file
system data blocks are stored. The last file system block is followed by the metadata of
dm-verity which itself is followed by the hash tree [127].
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5.1. Trusted boot

Root

H0

H00

B0 B1 ... B127

... ... H0127

B16256 B16257 ... B16383

H1

H10

B16384 B16385 ... B16511

... ... H1127

B32640 B32641 ... B32767

Figure 5.5: Visualization of a dm-verity hash tree. Each node represents a hash value
[127], [FR27]. The green nodes and the root node are hashes of concatenated hashes
whereas the blue nodes are hashes of file system blocks.

File system superblock

File system data block 0

...

File system data block N

Dm-verity metadata

Dm-verity hash tree

Figure 5.6: Layout of dm-verity partitions [127].

dm-verity was initially developed for Chrome OS and introduced in Linux 3.4. It re-
quires that the kernel configuration option CONFIG_DM_VERITY is enabled. With the
4.4 release of Android, dm-verity was also introduced for Android. In contrast to the
Chrome OS implementation (which is part of the Linux implementation), the Android
implementation requires RSA signatures. Thus, the public RSA key, that is required
to verify the signature, is included in the boot partition. The signature is created for
the complete dm-verity mapping table which contains device locations, offsets, the root
hash and the salt. The mapping table as well as the signature are both stored in the
dm-verity metadata block [127], [FR27].

For the trusted boot concept of the i.MX7Dual, a similar approach can be used: The
already verified kernel image must contain the public RSA key of a trusted image signing
entity. This public key can then be used to check the integrity of the mapping table
before the dm-verity file system is used. As mentioned in section 5.1.2, it is important
that the utilized RSA key is different to the keys that are used in section 5.1.1 and
section 5.1.2. If the mapping table signature is invalid, the dm-verity partition must not
be used, and a reboot should be triggered6. As the symmetric image approach is used,
the kernel is also able to select one of both rootfs partitions. If the kernel is able to read

6In order to implement these verity signature checks the “dm-verity tools” from Nikolay Elenkov can
be used: https://github.com/nelenkov/verity
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5. Proof of concept

the metadata of the rootfs partitions, it is able to select the most recent rootfs partition
with a higher priority. Additionally, as a block hash mismatch leads to a system reboot,
the kernel is able to select the second rootfs partition at the next startup.

Thus, the dm-verity based rootfs verification features can be summarized to:

• The kernel image is capable of trusted boot, as it is able to verify the rootfs
partition by a public key that is contained in the kernel image.

• The rootfs image signatures are stored in the dm-verity metadata.

• If the integrity checks of the dm-verity signature succeed, the rootfs partition can
be mounted.

• As there are two rootfs partitions installed, the selection of the most recent parti-
tion at startup remains an open issue. Nevertheless, this information can be stored
in the dm-verity metadata.

5.1.4 Encrypted Boot

The previous subsections cover detailed explanations of the trusted boot concept as it
is the main focus of this section. Anyhow, this subsection introduces some rough ideas
how the encrypted boot concept could be implemented, as the i.MX7Dual provides the
hardware facilities for it. Furthermore, the following encrypted boot concept relies on
the trusted boot concepts of section 5.1.1, section 5.1.2 and section 5.1.3.

One of the benefits of recent HABv4 devices like the i.MX7Dual is that it provides the
requirements for an encrypted boot chain (at least devices with HABv4.1 support are
required), as the HABv4.1 ROM provides encryption and decryption facilities [FR28].
This encrypted boot facility relies on the trusted boot facility of HAB. Therefore, the
memory layout is similar and depicted in figure 5.7. It can be seen that the CSF is stored
unencrypted as it contains the instructions that are required to decrypt the bootloader
image. Additionally, the IVT, the boot data and the DCD are also stored unencrypted,
as they are required by the CSF. It is sufficient to sign these sections, as no confidential
data is contained in them. The memory layout of the trusted boot image differs slightly
from the memory layout of the encrypted boot image: It contains the Data Encryption
Key (DEK) blob which covers the symmetric Advanced Encryption Standard (AES)
encryption key DEK that is required to decrypt the encrypted U-Boot image. The
DEK is stored encrypted in the DEK blob as it is a very important confidential property
of the encrypted boot image. The length of the DEK is variable and can be either 128Bit,
196Bit or 256Bit [FR28].

The key that is used to encrypt the DEK is the OTP Master Key (OTPMK) which is
unique for each device and created during the chip manufacturing process. This key can
only be accessed by the Cryptographic Acceleration and Assurance Module (CAAM) of
the processor. Thus, the CAAM ensures that the OTPMK is kept confidentially as the
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5.1. Trusted boot

IVT

optional padding

Boot data

optional padding

DCD

optional padding

Encrypted U-Boot

optional padding

Signed by IMGn













Encrypted by DEK

CSFSigned by private CSFn

{

optional padding

DEK blob
}

Contains encrypted DEK

Figure 5.7: Simplified memory layout of the encrypted i.MX7Dual boot image compo-
nents [FR28].

DEK is decrypted during the boot process in a secure memory partition that can be
accessed only by the CAAM. Because each device contains a different OTPMK, each
DEK blob contains different data, even if the same DEK is used across multiple devices
[FR28]. More information on encrypted boot with HABv4 can be found in [FR28].

Once U-Boot has been successfully decrypted, it gets executed when the boot ROM
finishes. As U-Boot already supports AES-128 decryption (in cipher block chaining
(CBC) mode), it can be used to decrypt the FiT image (containing the kernel and the
DTB) before it is started [FR29]. Thus, once the bootloader U-Boot has initialized
the DRAM controller it can utilize the DRAM to store the decrypted kernel image. In
particular, as the kernel images typically have sizes of a few megabytes they fit easily in
the DRAM as the i.MX7DSABRE board consists of 1GB DRAM. Thus, at boot up U-
Boot copies the encrypted FiT image to a distinct address in the DRAM and decrypts
it there. If the validation step that has been described in section 5.1.2 succeeds, the
described kernel image can be executed. As the U-Boot image is already encrypted in
the persistent memory, the AES decryption key can be included in the U-Boot image.

A similar approach can be used for the kernel image; which then contains the encryption
key for the rootfs. In contrast to the kernel image which fits without any problems in the
DRAM and can be decrypted there, the size of the rootfs partitions can be much bigger
than 1GB. Thus, it may not be possible to decrypt the complete dm-verity partition.
Therefore, the dm-crypt module can be used. Like dm-verity, it works on top of the
device mapper component of the Linux kernel. Therefore, it relies on block devices too.
It is designed particularly for large file systems that should be fully encrypted. The
file encryption facilities operate transparently as the file system works on top of the
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5. Proof of concept

dm-crypt module [FR30]. More information on dm-crypt can be found in [FR30].

This encrypted boot concept can be summarized to:

• The OTPMK is a confidential private key that is accessible only from the CAAM
module of the processor. Applications do not have access to this key.

• During the manufacturing process a unique OTPMK is generated for each i.MX7-
Dual processor.

• The CAAM provides an interface that is used to decrypt (and encrypt) the U-Boot
image.

• The DEK acts as an intermediate key that is used as encryption key for the U-Boot
image.

• Both the U-Boot image and the kernel image contain the encryption key for the
next boot step and use these keys for decryption.

5.1.5 Evaluation

This subsection compares the properties of the trusted boot concept, that is introduced
in this section, with the requirements in section 4.1.5. Thus, it covers the bootloader
verification, the kernel verification and the rootfs verification. Additionally, the optional
encrypted boot requirements are covered too.

The bootloader verification via HABv4 has been introduced in section 5.1.1. It forms a
hardware RoT and contains a boot ROM that is executed at system startup (require-
ment 1). HABv4 is used to verify the bootloader signature, that is stored in the CSF
next to the image, before it is executed (requirements 2, 5 and 8). If the verification
fails, the start sequence is interrupted (requirement 9). To verify the bootloader, four
constant RSA keys can be used and three of them can be revoked (requirements 2 and
6). Once the RSA keys have been stored in the HABv4 components, the boot ROM
is able to use them. However, it is not possible to alter these keys anymore (require-
ments 3 and 4). All components of HABv4 are combined in one SoC with the processor
(requirement 13). Additionally, the i.MX7Dual platform supports the configuration of
boot devices and interfaces and allows the complete deactivation of the JTAG interface
[FR16] (requirement 12).

The trusted bootloader U-Boot verifies the kernel image with the digital signature that
is included in the symmetric FiT images (requirement 5). If the first signature check
fails, the second (symmetric) kernel image is verified (requirement 10). Only if both
image verifications fail, the start sequence is interrupted (requirement 9). As the FiT
image already contains metadata that belongs to the image, it is possible to implement
an image selection mechanism that prefers the most recent installed image at bootup
(requirement 11).
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5.2. Secure communication

Similar reasoning holds for the trusted kernel that verifies the rootfs via dm-verity, where
the signature is included in the dm-verity metadata (requirement 5). Thus, if this signa-
ture check fails, the second (symmetric) rootfs partition can be verified (requirement 10).
If both verifications fail, the start sequence is interrupted (requirement 9). Therefore,
U-Boot as well as the Linux kernel are both capable of trusted boot, as they are both
able to verify the next boot step (requirement 7). Thus, this concept (including HABv4,
U-Boot as well as the Linux kernel) fulfills all requirements of the trusted boot concept
from section 4.1.5.

Besides the trusted boot concept HABv4 additionally fulfills the encrypted boot require-
ments in section 4.1.5: OTPMK is the confidential private decryption key that can’t
be accessed by applications (requirement 1). Therefore, HABv4 provides the CAAM
interface that uses the OTPMK to decrypt and encrypt any data (requirement 2). The
OTPMK is created for each i.MX7Dual processor during the manufacturing process and
is therefore unique for each device (requirement 3). Since the intermediate key DEK is
used for several devices, it is stored encrypted beside the image (requirement 4). As the
decryption key for the kernel image can be included in the encrypted bootloader and the
decryption key for the rootfs partition can be included in the encrypted kernel image, the
secure storage of these keys is no problem. Furthermore, U-Boot already supports AES
decryption and the kernel module dm-crypt can be used for encrypted rootfs partitions
(requirement 5).

5.2 Secure communication

In this section, a secure communication concept for the control devices of a SCCPS is
introduced. It is based on the approach in section 4.2. Thus, it relies on IP based com-
munication. Since legacy control devices may utilize connections that are not capable of
IP, a proof of concept is presented that introduces IP over serial EIA-232 connections
in section 5.2.1. Therefore, even if legacy connections do not support IP communica-
tion innately, it may be possible to upgrade these connections to support IP. Finally,
section 5.2.2 contains the IP based proof of concept of the approach mentioned before.

5.2.1 IP-based communication for non-IP capable protocols

As mentioned in section 4.2, IP communication is required for the secure communica-
tion approach. Nevertheless, there exist many protocols that are not intended for IP
communication. Common examples are point-to-point (PTP) connections between two
endpoints. Thus, the addressing and routing facilities are typically not required for these
communications as only two devices are communicating together. Even though, existing
PTP infrastructure may already exist and therefore it may also be required to reuse this
infrastructure. In particular devices that utilize this legacy infrastructure can benefit, if
regular IP packages can be sent, as the approach in section 4.2 can be applied. Therefore,
in this section introduces a concept that enables IP communication for PTP connections
like a serial EIA-232 interface.
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5. Proof of concept

5.2.1.1 TUN device

As each control device runs Linux, the Linux networking subsystem is responsible for
the IP communication. In the context of the Internet protocol suite (see section 2.4.1),
the kernel is responsible for data processing from the data link layer (Linux Ethernet
network device drivers) up to the transport layer. The transport layer (layer 4) is
typically accessible from the user space via the “Portable Operating System Interface
(POSIX) Sockets API” [57], [IEEE 1003.1g]. The user space is typically responsible for
the application layer [57].

However, to enable link layer or Internet layer communication via serial connections (e.g.
EIA-232), the TUN/TAP-drivers can be used [FR31]. With these drivers it is possible,
to create virtual network adapters in the user space and process data from the link layer
or Internet layer within the user space. The virtual adapters operate either as point-
to-point adapters (network TUNnel (TUN)) or as virtual Ethernet adapters (network
Terminal Access Point (TAP)) [128].

As this concept targets PTP communications based on IP, a virtual TUN device satisfies
all requirements. The TUN device can be created and managed via the netdevice

interface (see [FR32]) of the Linux kernel. Additionally, also the interaction of the kernel
with the TUN device can be handled programmatically. As all TUN related operations
can be managed from applications in the user space, it is possible to create system
services that ensure that the TUN device is created at startup and configured with the
correct IP configuration. As TUN devices are virtual network interfaces, they can have
several IPv4 and IPv6 addresses assigned. However, in contrast to physical interfaces,
no link layer is used. Therefore, packets that originate or target a TUN interface do not
contain data from the link layer. Thus, no Ethernet header is contained, and no MAC
address is assigned to these TUN interfaces [FR32].

5.2.1.2 PTP protocol specific interface adapter

Once, the TUN device has been created, the packets that traverse the TUN interface
must be forwarded to the PTP endpoint. Thus, a PTP protocol specific interface adapter
is introduced: It ensures that at least the transport layer payload and some data from
the Internet layer (metadata) of each IP packet are transmitted via the serial PTP
connection. It is important that enough Internet layer information is transmitted, as
the protocol specific interface adapter of the receiving endpoint must be able to restore
the original IP packet. As this adapter is the link between the TUN device and the
physical PTP connection, it depends on the requirements of the utilized PTP protocol
and must in general be developed for each PTP protocol separately.

For the proof of concept both, the TUN device and the PTP protocol adapter are
combined in the “IP over serial” system service that is started automatically at startup.
Thus, it handles TUN device creation and TUN device configuration as well as adaption
of the IP packages to the message format of the utilized PTP protocol. Thus, by using
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5.2. Secure communication

Control device A

User space application
(TCP/IP client)

User space service “IP over serial”
TUN handler
Virtual TUN
IPv4 interface
/dev/tun0

PTP protocol
adapter

Physical EIA-232
serial interface
/dev/ttyUSB0

IPv4
Packets

IPv4
Packets

Payload +
Metadata

Control device B

User space application
(TCP/IP server)

User space service “IP over serial”
TUN handler
Virtual TUN
IPv4 interface
/dev/tun0

PTP protocol
adapter

Physical EIA-232
serial interface
/dev/ttyUSB0

IPv4
Packets

IPv4
Packets

Payload +
Metadata

Payload +
Metadata

Virtual
TCP/IPv4
Connection

Figure 5.8: A virtual TCP/IP connection between two control devices utilizing serial
EIA-232 interfaces and virtual TUN devices.

this approach, it is possible to rely on IP communication even without an IP capable
physical network adapter.

In figure 5.8, this concept is shown as an example: The user space application in control
device A wants to establish a TCP connection to the control device B. Thus, it sends the
required IPv4 packets to the TUN device. The data is captured by the TUN handler and
transmitted to the PTP protocol adapter. Next, the PTP protocol adapter extracts the
TCP data (TCP header and TCP payload) and some IPv4 header fields (metadata) from
the IPv4 packets. The extracted data is than sent via the serial interface to control device
B. Once the PTP protocol adapter receives this data (TCP data and IPv4 metadata)
from the serial interface, it reassembles the original IPv4 packet and sends it to the TUN
handler. Lastly, the TUN handler passes the reassembled IPv4 packets via the virtual
TUN device to the user space application (TCP server). For packets that traverse the
devices in the reverse direction, the same principles apply.

5.2.1.3 Implementation

For the proof of concept, the PTP connection between two control device endpoints
is realized by a serial EIA-232 connection. The EIA-232 connection is utilized by the
termios interface (see [FR33]) which implements the POSIX standard [IEEE 1003.1].
While Universal Asynchronous Receiver Transmitter (UART) frames in general are able
to process data with five to nine bits, one start bit, one or two stop bits and an optional
parity bit (see [129]), for this example the EIA-232 interface is configured to use eight
data bits, one stop bit and no parity bit. Additionally, the baud rate is configurable
at least between 38400 and 230400. Even though, these data transfer rates are not
overwhelming, they can be sufficient for some connections between control devices of a
SCCPS. In particular, if only a few control and measure data are transferred. However, if
high bandwidth is required (i.e. audio or video streaming) or several packets are routed
via this serial connection, other technologies like Ethernet or Fiber should be used.
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5. Proof of concept

The implementation was tested with Debian GNU/Linux 10 with Linux kernel 4.19 and
a “Digitus DA-70156” USB to serial converter. This converter is available in Linux 4.19
via the device file /dev/ttyYSB0 and the TUN device was created at /dev/tun0.
A functional software implementation can be found at https://git.auto.tuwien.
ac.at/theses/sccps-security-concepts. It currently supports only IPv4 traf-
fic that can be tunnelled via this serial connection. However, in general also IPv6 packets
should not be a problem. Instead of particular IPv4 header fields, the complete IPv4
packets (including the TCP header and payload) are transmitted via the serial connec-
tion.

The protocol specific adapters can be exchanged without modifying the user space appli-
cation. For the application developers, this leads to a decoupling of the communication
technologies, as all traffic can be addressed by IP. Therefore, even if the serial EIA-
232 connection will be replaced by Ethernet in the future, the underlying technology is
transparent for the application as long as it is capable of IP.

5.2.1.4 Further improvements

A further improvement for the “IP over serial” user space service is an additional support
for IPv6 packets, as currently only IPv4 packets are supported.

In particular, if the payload size of a packet is small compared to the IP header, it can
be beneficial to use an IP header compression mechanism (like in 6LoWPAN [RFC4944],
[130]) to reduce the packet size. Some possibilities are:

• If only IPv4 or only IPv6 packets are transmitted, the IP version field can be
omitted.

• If the transmitted packets originate and target only the endpoints of the two PTP
connection, the source- and destination addresses can be omitted (keep in mind,
that this disables the routing facility.)

• If the number of possible IP addresses can be restricted (e.g. by a common routing
prefix or subnet) redundant address information can be omitted.

• If only a unique transport protocol like UDP or TCP is supported, the “next
header” field (IPv6) or the “protocol” field (IPv4) can be omitted.

• If fixed values for the IPv6 fields “traffic class” or “flow label” as well as the IPv4
fields “IP header length” or “type of service” are used, these fields can be omitted.

For example, if only IPv4 packets without optional header fields are transmitted and
no routing functionality is required, the IPv4 addresses can left out. Thus, the version
field, the header length and the time to live field as well as the IPv4 addresses can be
omitted. Therefore, instead of transmitting 20 bytes of IPv4 header data, it is sufficient
to transmit only 10 bytes and restore the original header on the receiving endpoint. For
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5.2. Secure communication

IPv6 packets the header information can be reduced by 32 bytes, if both IPv6 addresses
are omitted.

5.2.2 Secure IP based communication between CSs

This section introduces a proof of concept for an IP based secure communication between
control devices. The secure communication fulfills all requirements from section 4.2.5.
Additionally, with the concept from section 5.2.1, the application area can be extended
to cover protocols that are innately not capable of IP.

5.2.2.1 IPSec as secure communication

In section 2.4.2, several secure communication approaches for the Internet protocol suite
have been introduced. The proof of concept relies on IPSec to satisfy the secure commu-
nication requirements from section 4.2.5. IPSec has been developed by the IETF and
works on top of IPv4 and IPv6. It is defined in several RFCs, starting with [RFC4301].
As these RFCs are publicly available proposed standards, everybody is able to imple-
ment IPSec. Thus, there exist several independent implementations that are more or
less compatible (e.g. from Cisco, Microsoft or Checkpoint [47]) [52].

For the proof of concept, the strongSwan7 implementation of IPSec is utilized. It orig-
inates from the FreeS/WAN project which implemented IPSec for Linux. It supports
many platforms (like Linux, Windows, macOS or Android) and is released under GPLv2
[131], [47].

As mentioned in section 2.4.2, IPSec consists of three components: IKE, AH and ESP
[47].

IKE The IKE component is used from two communicating endpoints to agree on encryp-
tion algorithms, authentication algorithms, DH groups, authenticate the endpoints
and create encryption keys for AH or ESP. Currently, there exist two versions of
IKE: IKE version 1 (IKEv1) and IKE version 2 (IKEv2). IKEv2 has been de-
veloped to simplify the IPSec setup. However, it contains also some additions to
IKEv1 [47].

AH The AH protocol can be used to check the authenticity and integrity of transmitted
messages. These checks include several IP headers (like the IP version, data length,
protocol or source address [RFC4302]).

ESP The ESP protocol provides authenticity, integrity and confidentiality of transmit-
ted messages. In contrast to AH, these checks do not include any IP headers
[47].

7https://www.strongswan.org/
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5. Proof of concept

5.2.2.2 IKEv2

Both AH and ESP rely on the negotiated parameters (authentication algorithm, en-
cryption algorithm, the DH group and ephemeral encryption keys) from IKE. All the
negotiated parameters as well as the destination IP are combined by IKE in an unidirec-
tional Security Association (SA). Thus, for bidirectional communication it is required
to create two SAs. Each SA has a particular lifetime. Therefore, if a SA expires, IKE
creates a new SA with new key material. IKE is in contrast to ESP or AH no protocol
on its own, as it works on top of UDP and typically uses port 500. IKE supports several
possibilities to authenticate the communicating endpoints. Examples are PSKs as well as
RSA signatures or Extensible Authentication Protocol (EAP) (which is only supported
in IKEv2). As the authentication requirements in section 4.2.5 require certificates com-
bined with a unique device ID, the RSA signature approach is used for the proof of
concept. Because IKEv2 is a new version of IKE that simplifies the SA initialization
and authentication and supports more features as the predecessor IKEv1, the proof of
concept utilizes IKEv2 [RFC7296], [47].

In general, messages in IKEv2 occur in pairs (initiation and response). In order to ini-
tialize an IKEv2 SA, an IKE_SA_INIT message pair must be sent. This message pair
is used to negotiate on the Security Parameters Indexes (SPIs) and the cryptographic
algorithms (SAi1, SAr1). Additionally, it contains the ingredients for a DH key agree-
ment (Kei, Ker, g) as well as nonces (Ni, Nr) that are required for the generation of
keys in the next step. After the IKE_SA_INIT messages have been transmitted, both
communicating endpoints are able to generate the same symmetric authentication and
encryption keys out of the already transmitted and agreed parameters Kei, Ker, g, Ni
and Nr. These keys can be used to authenticate and (partly) encrypt the second message
pair IKE_AUTH which is used to transmit the identities (IDi, IDr), the certificates (or
certificate chain) (CERTi, CERTr), a new SA (SAi2, SAr2) and some additional traf-
fic and authentication related data. This new negotiated SA characterize the security
properties and the utilized protocols (ESP or AH). In figure 5.9, the IKEv2 initialization
sequence is depicted. As required by section 4.2.5, this initialization sequence is typically
performed by a system service in the user space (i.e. an IKE-daemon) which creates the
required SAs at startup. Additionally, this service is responsible for the renewing of
SAs. The strongSwan implementation that is used in this proof of concept uses the IKE
daemon Charon for this purpose [RFC7296], [47].

Therefore, IKEv2 supports all secure session requirements that are introduced in sec-
tion 4.2.5: It supports a certificate and device ID based authentication and encrypts
the certificate as well as the device ID before both are transmitted. Thus, the IKEv2
daemon Charon must have access to a list of trusted CAs and the software update proce-
dure must ensure that the CRL and renewed certificates are updated frequently on the
device. IKEv2 uses a DH key agreement-based procedure to generate distinct ephemeral
keys which are used for message authentication and encryption. Furthermore, it pro-
vides a protection against a huge number of IKE_SA_INIT requests from spoofed IPs
(DoS attack): If there are already many IKE_AUTH messages outstanding, a responder
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5.2. Secure communication

FACP
Initiator

FACP
Responder

FACP I FACP R

IKE_SA_INIT: Kei, SAi1, Ni, ...

IKE_SA_INIT: Ker, SAr1, Nr, ...

IKE_AUTH: Encrypted(IDi, CERTi, SAi2), ...

IKE_AUTH: Encrypted(IDr, CERTr, SAr2), ...

Figure 5.9: The IKEv2 initialization sequence that generate the SA that is used from
ESP or AH.

is able to reject new IKE_SA_INIT requests with a notification payload. Once the
initiator receives the rejected IKE_SA_INIT with the notification payload, it sends a
new IKE_SA_INIT request that contains this notification payload. Thus, using these
notification payloads this DoS threat is mitigated, as adversaries that spoofed an IP
address do not receive this notification payload. Additionally, IKEv2 requires that this
notification payload is hard to predict, and it is easy to determine for the responder if
the notification payload is valid, even if the notification payload is not stored [47].

5.2.2.3 ESP

As mentioned in section 2.4.2, it is required that either the AH protocol or the ESP
protocol is chosen for each IPSec connection. Section 4.2.5 states that it is required to
encrypt at least the data from the transport layer and above. Thus, the security features
of AH are not sufficient to fulfill these requirements. Therefore, in the proof of concept
IPSec with ESP is used, as it can be used to encapsulate, encrypt and authenticate the
data from the transport layer and above. An ESP packet consists of several fields (which
are shown in figure 5.10) [RFC2406], [47]:

SPI: The SPI field in combination with the destination IP is required to identify the
SA that corresponds to the ESP packet.

Sequence number: The sequence number field is a monotonic increasing number that
is set by the sender and helps the receiver to detect messages that have been
replied.

IV: If the encryption algorithm requires an Initialization Vector (IV) (e.g. CBC algo-
rithms) it is stored in the IV field that is located before the payload field.

Payload: The payload field contains the actual message information that must be sent
to the receiver.

Padding: As the encryption algorithms are typically block ciphers, it is often required
that the payload is filled upon the next block size. This padding is added to the
padding field.
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5. Proof of concept

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

SPI

Sequence number

IV (Optional)

Payload

Padding

Pad length Next header

Authen-
ticated













En-
cryp-
ted

ICV

Figure 5.10: Visualization of an ESP packet [RFC2406], [47].

Padding length: The field padding length denotes the length of the padding field.

Next header: The field next header contains the protocol number of the payload (i.e.
17 for UDP).

ICV: The Integrity Check Value (ICV) contains the 96 highest bits of the HMAC that
is used to authenticate the ESP packet.

Thus, as required by section 4.2.5, each ESP packet contains a sequence number and the
session ID (SPI). Additionally, the ESP protocol encrypts the fields payload, padding
and next header before the message is sent (see also figure 5.10). Once these fields have
been successfully encrypted, the message authentication (ICV) is calculated. The ICV
is calculated by an HMAC procedure which involves all previously encrypted fields, the
IV, the SPI and the sequence number field. Thus, ESP packets do not include any IP
header fields in the ICV calculation (in contrast to AH packets) [RFC2406], [47].

ESP can be used in two different transmission modes: The transport mode and the tunnel
mode. Both modes are shown in figure 5.11 [47]. In the transport mode, the ESP header
is included between the Internet layer (e.g. IPv4) and the transport layer (e.g. UDP).
Thus, the IP header must be modified slightly before the ESP packet (encapsulating the
original UDP payload) can be included (e.g. by adjusting the total length, the protocol
and the checksum fields in the IP header). Whereas the tunnel mode wraps the original
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5.2. Secure communication

Original packet

IPv4 ESP packet in tunnel mode

ESP packet in transport mode

ESP

IPv4

IPv4

IPv4

ESP

DataUDP

DataUDP

DataUDP

Encrypted

Encrypted

=

=

Figure 5.11: Difference between the ESP transport mode and the ESP tunnel mode
using IPv4 packets and UDP payload: In transport mode the ESP packet contains the
original UDP packet whereas ESP packets in the tunnel mode contain the original IPv4
packet [47].

IP packet without any modifications and encloses it with the ESP and a new IP header.
In the tunnel mode, the enclosed IP header may have other source- and destination
addresses as the encapsulated IP packet, whereas in the transport mode the source- and
destination addresses of the IP header are not changed. To meet the requirements in
section 4.2.5 it is sufficient to use ESP in transport mode as it provides data encryption
for the transport layer and above.

5.2.3 Evaluation

IPSec and in particular the strongSwan IPSec implementation that is used in this proof
of concept fulfills all the requirements from section 4.2.5, as it is a session based security
layer above the Internet layer (either IPv4 or IPv6) that can be used from all user space
applications transparently (requirements 1 and 3). Furthermore, section 5.2.1 introduces
a concept that enables IP based communication over other protocols like EIA-232. Thus,
it may be possible to increase the applicability of this secure communication concept.
As this concept relies on static IPs, no DHCP servers and no DNS servers are required,
as both can lead to additional vulnerabilities (requirements 4 and 5). Additionally,
NAT middleboxes are not supported as the ESP header encrypts and authenticates
the transport layer (requirement 2). However, as long as the devices get a public IP
address, NAT is not required anymore, as this secure communication layer is fully IPv6
compatible. Thus, obtaining public IPv6 addresses is generally no problem.
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5. Proof of concept

As IPSec is session based, each ESP and IKEv2 package contains the session ID that
corresponds to the particular session (requirement 7). Besides this session ID, each
message contains an ascending sequence number (requirement 8). Furthermore, the
payload of each message is encrypted. As IPSec works on top of the Internet layer, all
ESP messages encrypt the data from the transport layer and above (requirement 18).
Furthermore, each ESP packet is authenticated by an HMAC. This HMAC computation
covers amongst others the session ID, the sequence number and the encrypted payload
(requirement 19).

This concept relies on the strongSwan IPSec implementation, which provides a system
service that is responsible for a secure communication channel between the communica-
tion endpoints (requirement 6). The strongSwan service uses a device ID and a certified
public authentication key (all these components are encrypted before they are transmit-
ted) in order to authenticate the device at the communication endpoint (requirement
10). It is important that the certificate has been issued by a CA that is trusted by the
endpoint (requirement 9). As each control device is a possible endpoint, it is required
that each control device contains a list of trusted CAs. The concept in section 5.1 can
be used to store a trusted list of CAs in the rootfs (requirement 13). Besides the list of
trusted CAs, a CRL must be added to the rootfs. Via the software updates concept in
section 5.3, the CRL and the trust list can be updated (requirements 14 and 15).

StrongSwan can be configured such that DH key agreement with PFS is used at session
initialization (requirement 16). It is also possible to use ephemeral keys for message
encryption and message authentication (requirement 17) and strongSwan provides a
protection against spoofed session initialization requests (requirement 11). An example
strongSwan configuration for two hosts that use ESP in transport mode can be seen at
https://git.auto.tuwien.ac.at/theses/sccps-security-concepts.

The only requirement in section 4.2.5 that is still open claims that the private authen-
tication key must be stored in a secure storage (requirement 12). This requirement can
be addressed, if the encrypted boot concept in section 5.1.4 is used. It consists of a fully
encrypted rootfs partition where the authentication key can be stored securely. However,
even if the trusted boot concept from section 5.1 without the encrypted boot facility is
used, the OTPMK (which has been introduced in section 5.1.4) encryption facility of the
i.MX7Dual can be used in order to encrypt or decrypt the authentication key. Thus, the
encrypted authentication key can be stored in an unencrypted data partition. By using
the CAAM interface at startup, it is possible to decrypt the private authentication key
before the strongSwan services are executed.

5.3 Secure Updates

As stated in section 2.7, it is required to keep the control devices of a SCCPS up to date.
Additionally, the secure communication approach in section 4.2 relies on the software
update feature of a control device to keep the CRL up to date and renew the certifi-
cates. Thus, the update scheme is an essential concept of secure control devices. For the
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5.3. Secure Updates

proof of concept, the SWUpdate mechanism (that has been introduced in section 2.7)
has been chosen as it already provides support for symmetric image updates. It can
be extended easily by Lua plugins that allow custom update package processing. Fur-
thermore, SWUpdate is FOSS8 and released under the GPLv2 [93]. Thus, everybody is
allowed to customize it according to its needs.

The software update procedure that has been introduced in section 4.3.3 requires that
the software update package contains individual files as well as complete partition images.
All these components in the update package are referenced in the “sw-description” file,
which is part of the SWUpdate package and contains the metadata of the package. Thus,
the bootloader image, the kernel image (FiT image) and the rootfs image are included
in the update package as complete images. This implies that the complete image must
be updated, even if only one file in this image must be updated, whereas updates of
individual files that are located in the data partition (like encrypted configuration files,
certificates or encrypted CRLs) can be updated on a file basis. SWUpdate fulfills the
requirements as it supports update packages that contain multiple image files as well
as individual files [93], [FR34]. As it is responsible for the update package installation,
SWUpdate must be installed on each control device.

Due to the different update package components (any combination of files or images), it
is important that the update package contains individual version information for each
component. In a SWUpdate package, this version information can be stored in the
“sw-description” file. In order to fulfill the requirements in section 4.3.3, this version in-
formation of all included components must be compared with the version information of
the installed components before any updates are applied. Thus, if the packaged compo-
nent version is lower than the installed component version, the complete update package
must be rejected as it is not allowed to downgrade a distinct software component. As this
requirement is currently not supported in SWUpdate, it must be implemented [FR34].
Additionally, each update package must contain a list of supported device types. Thus,
if a package is installed on an unsupported device type, the software update must be
aborted. SWUpdate provides this functionality with the hardware-compatibility
attribute that can be specified in the “sw-description” file [FR34].

In order to allow only software updates from trusted entities, the “sw-description” file
of a software update package must be signed at least by a trusted entity. As this “sw-
description” file of each update package can take the hashes of each included image or
file, the signature involves the components of the software update package too. Thus, the
software update service requires access to a list of trusted CAs that are allowed to sign a
update package (similar to the IKEv2 daemon Charon in IKEv2, section 5.2.2.2). Note
that, this list of trusted CAs can also be updated by software updates. If the update
package contains a bootloader image, the HAB API can be utilized from the update
installer to verify the contained bootloader image signature. This API can be used to
check the bootloader signature before it is installed [FR10]. Therefore, the installation
of invalid bootloader images can be prevented.

8https://github.com/sbabic/swupdate/
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5. Proof of concept

As stated in section 4.3.3, the secure update approach requires support for encrypted
components. SWUpdate already provides this functionality for all files and images that
are included in the update package. Thus, the symmetric encryption key for the software
update must be stored on the device either in the rootfs image or in the data partition.
For the proof of concept, this encryption key is stored in the data partition. As the
OTPMK encryption feature of the i.MX7Dual can be utilized in this approach, this
symmetric encryption key can be stored encrypted in the data partition of the control
device (see section 5.2.3) [FR35]. Additionally, if the encrypted boot approach from
section 5.1.4 is used, the encryption key for the bootloader image must be encrypted by
OTPMK, too. As mentioned there, this encrypted bootloader encryption key is stored
beside the image in the DEK blob.

Because symmetric rootfs partitions and symmetric kernel images are used on the control
devices, the update service must ensure that FiT images or a rootfs images are installed
at the respective inactive partitions. Additionally, the bootloader verifies the signatures
of both FiT images at boot up. If both are verified, it selects the most recent kernel
image. The same approach is used from the kernel and both rootfs partitions.

5.3.1 Installation procedure

To install software updates, it is required that users authenticate themselves on the
device. For security reasons, only authenticated users with the maintenance user role
are permitted to apply a software update. Thus, other users (that are introduced in
section 3.4.1) must not be able to access the secure software update installer. Therefore,
each authenticated user must be either a local user (authenticates itself on the device via
a PIN or an authentication token) or a remote user (authenticates itself on the device
via asymmetric cryptographic keys). Once the user has been authenticated successfully,
the update package must be downloaded to the control device. It can be downloaded
either from the network (convenient for remote users) or from external devices like USB-
sticks. Once the update package has been downloaded successfully, the signature of
the package must be verified. If the update package contains a bootloader image, the
HAB API can be utilized from the installer to verify the contained bootloader image
signature [FR10]. Additionally, if the update package contains a kernel or rootfs image,
the signatures of these images must be verified, to make sure that the device is able
boot from these new images. Not all of these checks are supported by SWUpdate, thus
these must be implemented by a Lua plugin or by extending the SWUpdate source code.
Only if all these checks succeed, the update can be applied in a safe and secure manner.
As a software update package typically contains boot images, it is required to restart
the device once the software update has been applied successfully. Additionally, as a
symmetric image approach is used, the software update procedure must be started again
to make sure that the software update is applied to the redundant partitions too.

As the bootloader image is not stored symmetrically on the device, a failed update of the
bootloader can lead to a bricked device. Therefore, bootloader updates can be applied
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5.3. Secure Updates

by local users only, as they have physical access to the control devices and can react
accordingly if the bootloader fails.

5.3.2 Evaluation

The software update concept in this section fulfills the technical pre-requisites of the
software update approach in section 4.3.3. Therefore, it is possible to implement a se-
cure update procedure that follows the defined procedure in section 4.3.3. Even though,
SWUpdate must be extended to fit this procedure. In particular, if the NXP i.MX7Dual
reference platform is used and HAB or OTPMK facilities should be utilized. As SWUp-
date currently doesn’t support the hardware specific peculiarities of this platform.

The user authentication method as well as the distribution of the software update pack-
ages are out of the scope of this thesis. However, these components must be part of
the final concept (procedure steps 1 and 2). The signature check of the software update
packages can be handled with a list of trusted CAs and a CRL similar to the secure
communication approach in section 5.2 (procedure step 3). Furthermore, if the software
update package contains encrypted components and the encrypted boot facility from
section 5.1.4 is utilized, the HAB and OTPMK features from the NXP i.MX7Dual may
be used to decrypt and verify the package (procedure step 4). Additionally, it may be re-
quired to encrypt the intermediate decryption key if encrypted components are included
(procedure step 9). In order to prevent the installation of incompatible software updates
or inhibit software downgrading, each software update package must contain a list of
supported devices as well as version information of the contained software. SWUpdate
already provides this hardware compatibility check, but a software downgrade check
must be implemented (procedure steps 5 and 6). SWUpdate also supports the installa-
tion of individual files that are included in the software update package (procedure step
7) as well as the installation of symmetric rootfs or kernel images that are installed into
the appropriate inactive partitions (procedure step 8).

Once the update process finished successfully, the system must be rebooted (procedure
step 10). If the secure boot concept in section 5.1 has been implemented correctly and a
rootfs or kernel image has been updated, the previously inactive and therefore updated
rootfs or kernel images must be selected during the boot procedure (procedure step 11).
Thus, the software update can be applied on the inactive (previously active) rootfs or
kernel images again (procedure step 12). Thus, combined with the hardware facilities
of the NXP iMX7Dual platform and the previous concepts regarding trusted boot and
secure communication, a secure update procedure for SCCPSs can be implemented. All
three concepts together complete the security measures for SCCPSs in this thesis.

161

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

CHAPTER 6
Conclusion

6.1 Main contribution

The aim of this thesis is to introduce three security concepts for several components of
a SCCPS. These three security concepts are trusted boot, secure communication and
secure updates. Even though the targeted devices of the concepts are control devices of
a SCCPS, they may be applied to other devices as well (if the underlying devices fulfill
all requirements of the concepts). As the three concepts are key security features, they
may be suitable for many CPSs and particularly for many SCCPSs. Especially, as the
concepts already mitigate many possible threats for CPSs, provided that they are imple-
mented correctly. The thesis covers a state-of-the-art analysis of IoT devices as well as
CPSs and addresses the foundation of the necessary security concepts. Furthermore, a
threat analysis based on an accurate threat model is performed. Additionally, the secu-
rity concepts and their requirements are introduced. Finally, the thesis concludes with
a proof of concept that implements the three security concepts for a concrete platform.

There already exist many research topics for IoT and CPSs, including approaches for
the development of security concepts as well as security analysis:

In [132], possible security issues of automation IoT are analyzed in a layered approach.
This layered approach is based on four layers: 1. A sensors and actuators layer, 2. a
networking layer 3. a data processing layer and 4. an application layer. Thus, these
layers are structurally similar to the layers in RAMI 4.0. Based on the layers, different
threat types are identified, and possible mitigations are introduced. Therefore, this
approach is different from the approach in this thesis where the threats are identified
based on the entry points of the system model.

In [1], the following attack categories for industrial devices are listed: 1. “Espionage”,
2. “DoS”, 3. “Replay Attacks” and 4. “Deception attacks”. However, this paper uses
the same layers as [132] in order to define which layers are affected by these attack
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6. Conclusion

categories and how these threats may be mitigated. Furthermore, a threat and risk
analysis methodology is introduced.

In [133], a different perception of the security of IoT hardware is given. It covers many
threats regarding the hardware of IoT devices. These include anti-piracy methodologies
for intellectual property cores, hardware trojans that are included in these intellectual
property cores, supply voltage scaling as well as frequency modulation. These threats
are not covered by the threat model in this thesis, as the system model in section 3.3 has
been developed for an abstract system model that does not contain concrete hardware.
Thus, if the concepts of this thesis are used, an additional threat analysis is required
once the hardware is determined.

In [134], secure processors and their features regarding hardware protections, protected
boot and protected execution environments are introduced. Thus, it basically compares
the security features of modern secure processors independent of the underlying architec-
ture and lists common vulnerabilities as well as countermeasures. For example, memory
attacks that are mitigated by address space layout randomization.

The article in [135] presents networking related threats. These include eavesdropping,
man in the middle attacks (including replay attacks) or privacy attacks. The security
concepts covered in this thesis all mitigate these threats. Furthermore, the covered
concepts provide the security objectives of confidentiality, integrity and authenticity
that are also treated in [135].

6.2 Summary of the introduced concepts

In order to analyze these security concepts, a threat analysis of the proposed concepts is
performed in chapter 3. Therefore, a high-level system model is created in section 3.3. It
covers the three concepts trusted boot, secure communication and secure updates. Based
on this system model, the trust levels, entry points and assets of the system are identified
(as well as the usage scenario, external dependencies and implementation assumptions).
The findings are the basis for the threats that are determined for this system. Finally,
it is checked whether all threats that are identified in the threat model are mitigated.

As this threat model has been developed very generally, it does not rely on a concrete im-
plementation of the proposed concept (i.e. the proof of concept in chapter 5). Therefore,
even if different implementations of the approach in chapter 4 are utilized, the threat
model should be applicable as well. However, this also implies that a new threat model
must be created as soon as the concrete implementation is determined.

Based on the threat model, the following three security concepts are developed.

A trusted boot concept for Linux: The concept is introduced in section 4.1 and
ensures that only certified software is executed on the device. The concept depends
on the Linux boot sequence. In addition to being Linux capable, the device must
provide a hardware RoT that is able to verify the first boot stage in the boot
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6.2. Summary of the introduced concepts

process (i.e. the bootloader). Once this stage has been verified, the other stages
(i.e. kernel and rootfs) can be verified by the previously verified stages. This
concept is therefore called trusted boot chain. Thus, the hardware RoT is a key
component for the developed trusted boot concept.

Besides the trusted boot concept, an optional encrypted boot concept is introduced.
It works similarly to the trusted boot chain. Thus, at first the bootloader is
decrypted. Then the kernel is decrypted by the decrypted bootloader. Finally, the
kernel decrypts the rootfs.

Due to the hardware RoT requirement, the trusted boot concept and the encrypted
boot concept are highly dependent on the hardware. Therefore, section 5.1 intro-
duces a proof of concept that utilizes the hardware RoT capabilities of the HAB
feature, that is provided by an NXP i.MX7Dual processor. As the secure update
concept relies on a symmetric partition approach for the kernel and the rootfs, the
trusted boot concept must be able to verify both kernel images and both rootfs
partitions at startup. If the verification of both partitions succeeds, the bootloader
must be able to select the most recent kernel image and the kernel must be able
to select the most recent rootfs partition at startup.

A secure communication concept: The concept is introduced in section 4.2. It is
generally independent of the OS or device capabilities. The only requirement is
that the device is capable of IPv4 or IPv6, as this concept operates on top of the
IP layer. Thus, from a current perspective, the secure communication approach
seems future proven for SCCPSs, as IP based communication is on the rise for
CPSs (see section 2.1.4). However, if IP based communication is currently not
possible, section 5.2.1 shows an approach to enable IP based communication via
other protocols like EIA-232. It may be possible to adapt the approach for other
communication protocols as well.

Because this concept is session based, a session to the communication endpoints
must be established before any messages can be sent. To establish a secure commu-
nication session, a device ID and a certified public authentication key are used. It
is important that the authentication key is certified by a CA that is trusted by the
endpoints. Once the session is established (and the endpoints are authenticated),
encrypted as well as authenticated messages can be sent. Thus, the IP payload
(including the transport layer and above) is encrypted. For the message authenti-
cation, an HMAC is used. Amongst others, it covers the encrypted payload, the
session ID and the sequence number of the message.

As the IPSec protocol fulfills all requirements of the secure communication concept,
this standardized protocol is used for the proof of concept in section 5.2.2. It relies
on the strongSwan IPSec implementation. Even though this concept is platform
independent in general, it relies on a secure storage of the private authentication
key. Thus, either the previously mentioned encrypted boot concept or a different
encrypted storage mechanism is required in order to provide a secure key storage.
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6. Conclusion

A secure update concept: The proposed concept ensures that the device can be up-
dated in the field and is introduced in section 4.3. Thus, it is very important for
safety critical devices, as software vulnerabilities can be fixed even if the SCCPS
is already in production. The concept relies on a symmetric partition approach.
This means that the kernel image as well as the rootfs partition are stored twice
in the persistent memory. At startup, one of both kernel images and one of both
rootfs partitions are selected. These are the active partitions and the secure update
concept ensures that the update is applied only to the inactive partitions. Thus,
the active partitions remain unchanged. Therefore, the device remains usable even
if the update fails as the active partitions are not modified.

Due to the symmetric kernel and rootfs partitions, it is required that the trusted
boot concept is capable of an intelligent partition selection mechanism. As the
trusted boot concept already verifies the authenticity of both components, the
verification also checks if the partitions are valid and the software update has been
applied successfully.

The proof of concept in section 5.3 relies on the free software SWUpdate as it
already provides support for symmetric partition layout and it is easily extendable
according to the needs of the secure update concept.

6.3 Further work

If the control devices of a SCCPS do not use IP based communication to communi-
cate with each other, the introduced secure communication concept is not applicable.
Therefore, section 5.2.1 introduces a concept for Linux devices that enables IP based
communication via serial EIA-232 connections. Thus, it may be possible to adapt this
concept for other protocols as well, in order to provide IP based communication for more
components of a SCCPS.

The secure communication approach should be applied to connections to the cloud as
well. However, as the Internet already uses IP based communication, the technological
requirements are met. However, additional work may be required for confidential and
authenticated communication at the field level, if a fieldbus is used (like connections
between control devices and sensors or actuators). Even though, as mentioned in sec-
tion 2.1.4, a shift to IP communication can be observed for future field devices (WSNs).

As the threat model in chapter 3 is very generic, it must be extended for the concrete
implementation of the trusted boot approach, the secure communication concept and
the secure update procedure, as each concrete implementation of these security measures
can lead to new threats.

Additionally, an anomaly detection system as proposed in [136] may also be an appro-
priate countermeasure against attackers.
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6.4. Implementation and source code

6.4 Implementation and source code

An example configuration of the trusted boot proof of concept in section 5.1 that
uses HAB, FiT and dm-verity is available at https://git.auto.tuwien.ac.at/
theses/sccps-security-concepts. This repository also contains an example con-
figuration for the secure communication concept (utilizing strongSwan) and an imple-
mentation of the IP over EIA-232 concept that has been introduced in section 5.2.1.
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Glossary

adversary An adversary is an entity, that utilizes a vulnerability to realize a threat.
Sometimes it is also called attacker [106], [107]. 3, 4, 19, 43–52, 66–71, 75, 80–85,
87–109, 118, 122, 123, 128, 129, 142, 155, 175, 176

ARM TrustZone A TEE developed from ARM . 31, 32

asset An asset is a valuable item of interest, which an adversary aims at or which must
be protected from an incorrect and unauthorized use by the adversary. This item
may be abstract (like company’s reputation, or the safety of people) or concrete
(like the content of a database) [108], [106], [107]. 43–45, 47, 48, 50, 51, 66–71,
79–108, 164, 173, 175, 176

attack path An attack path is the condition sequence which is required to achieve an
attack goal. Without mitigation it forms a vulnerability [106]. 43–45, 51, 175–177

authentication Authentication consists of two parts; one is responsible for entity au-
thentication (i.e. to ensure the correct identity of an entity) and the other part
is responsible for message authentication. Authentication ensures therefore the
identity and origin of communication [43], [42], [8]. 17, 47, 175

authorization Authorization is preventing illegitimate entities from doing actions, that
require special legitimation (access control) [8], [37]. 17, 47, 175

availability Availability ensures, that authenticated entities have data access each time
they needed it. This means, that the system needs to be in a functional state.
Stopped systems may be highly secure, but they are not functional and therefore
no entities are able to request data [8], [40]. 16, 47, 175

condition A condition is an action or weakness present in an attack path [106]. 43, 44,
51, 79, 99, 175

confidentiality Confidentiality means, that protected data is kept secret, as long as
no authorized entity has successfully authenticated itself. It is important, that
authentication is not part of this property [41], [42]. 16, 17, 47, 122, 175
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entry point An entry point (also access point) is the intersection point between the
modeled system and the world, i.e. it provides access to the assets. A system and
the corresponding assets can only be accessed and therefore attacked if it has entry
points. (It is important to keep in mind, that the term entry point also involves
exit points.) [108], [106], [109]. 43–48, 50, 51, 61–66, 79–108, 132, 164, 173, 176

error “An error is the part of the system state that may lead to a failure” [3]. 3, 7, 8,
14, 62, 80, 176

external entity An external entity is located outside of the scope of the modeled sys-
tem. But it correlates with the modeled system. This correlation is realized via
the entry points of the modeled system [110], [106]. 44, 47, 176

failure A failure is “[...] an event that occurs when the delivered service of a system
deviates from correct service” [3]. 3, 14, 22, 32, 50, 135, 176

fault “A fault is the cause of an error” [3]. 3, 14, 176

integrity Integrity ensures, that information was not altered or modified. If the infor-
mation is transferred, integrity ensures that the content was not changed by some
entities between the sender and the receiver [41], [42]. 16, 17, 39, 47, 176

non-repudiation Non-repudiation is a combination of integrity and authentication. It
allows an entity to be sure, that another particular entity is responsible for a
particular action [44], [42]. 17, 47, 176

risk The risk is a “[...] characterization of the danger of a vulnerability or condition”
[106]. 14, 44, 45, 48, 51, 52, 54, 176

security weakness Security weakness is an unsatisfactory mitigation of a threat, which
typically results in a vulnerability [106]. 44, 45, 176

threat A threat exists, if it is possible, that an attack on a specific asset is successful.
Thus, a threat may be the goal of adversaries [108], [106]. 6, 14, 43–52, 55, 71–73,
79–81, 83–86, 89, 92–94, 96–98, 105, 108, 118, 119, 122, 127–130, 132, 133, 141,
142, 155, 164, 166, 175–177

threat tree A threat tree can be used to visualize the attack path of a threat. The
root of a threat tree is the actual threat that is visualized [106]. 44, 51, 79–116,
169, 170, 176

trust level A trust level is a specification of an external entity, which describes who has
access to an asset using a specific entry point. A trust level contains authentication
methods and privileges that the entities of a particular level require [108], [106].
44, 47–50, 59–62, 66, 68, 72, 74, 89, 164, 173, 176
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vulnerability “A vulnerability is a system property that violates an explicit or implicit
security policy” [108]. In particular, a vulnerability defines an attack path that
introduces a realized threat, due to insufficient mitigation [106]. 20, 43–45, 47, 48,
51, 72, 74, 82, 89, 91, 95, 140, 141, 157, 175–177
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Acronyms

2FA two-factor authentication. 34

6LoWPAN IPv6 over Low Power WPAN. 13, 152

AES Advanced Encryption Standard. 146, 147, 149

AES-NI AES New Instructions. 34

AH Authentication Header. 26, 153–156

AI artificial intelligence. 7

API Application Programming Interface. 31, 48, 159, 160

BACS building automation and control system. 7, 8, 12, 14, 24

BIOS basic input/output system. 32, 33, 37

CA certificate authority. 20–23, 55, 56, 72, 74, 75, 78, 82, 95, 111, 113, 119, 128, 131,
133, 138, 139, 154, 158, 159, 161, 165

CAAM Cryptographic Acceleration and Assurance Module. 146–149, 158

CAPEC Common Attack Pattern Enumeration and Classification. 46

CBC cipher block chaining. 147, 155

CENELEC Comité Européen de Normalisation Électrotechnique. 12

CIA confidentiality, integrity and availability. 16, 17

CPS cyber-physical system. vii, ix, 2, 3, 6, 13–15, 24, 35, 38–40, 43, 46, 127, 163, 165

CPU Central Processing Unit. 28, 29, 35–37, 53, 63, 67, 73, 94

CRL certificate revocation list. 20, 22, 56, 96, 113, 128, 131, 133, 154, 158, 159, 161

CRTM Core Root of Trust for Measurement. 33

179

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
ip

lo
m

ar
be

it 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

ip
lo

m
ar

be
it 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

CSF Command Sequence File. 138–141, 146, 148

CSMA Carrier Sense Multiple Access. 67

DCCP Datagram Congestion Control Protocol. 26

DCD Device Configuration Data. 138, 140, 146

DEK Data Encryption Key. 146–149, 160

DFD Data Flow Diagram. 47, 49, 50, 75–79, 119, 121, 122, 127, 134, 169

DH Diffie-Hellman. 18, 19, 56, 78, 99, 100, 107, 129, 131, 153, 154, 158

DHCP Dynamic Host Configuration Protocol. 48, 55, 72, 127, 130, 157

DNS Domain Name System. 48, 55, 73, 127, 131, 157

DoS Denial of Service. 44, 47, 80, 92, 101, 106–108, 114, 116, 128, 131, 154, 155, 163,
170, 174

DRAM Dynamic RAM. 28, 35–38, 147

DREAD Damage potential, Reproducibility, Exploitability, Affected users and Discov-
erability. 44, 51

DTB Device Tree Blob. 143, 147

DTLS Datagram TLS. 24, 26

EAP Extensible Authentication Protocol. 154

EEPROM Electrically EPROM. 29, 30, 33, 39, 54

EFI Extensible Firmware Interface. 37

EoP Elevation of Privilege. 44, 47, 80, 108

EPROM Erasable PROM. 29, 39

ERP enterprise resource planning. 9

ESP EFI System Partition. 37

ESP Encapsulating Security Payload. 26, 153–158, 171

EtherCAT Ethernet for Control Automation Technology. 12

FACP fire alarm control panel. 14, 15, 56, 57

FDT Flattened Device Tree. 141–143
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FF Foundation Fieldbus. 12, 24

FIDO Fast Identity Online. 35

FIP Factory Instrumentation Protocol. 12

FiT Flattened Image-Tree. 141–144, 147, 148, 159, 160, 167, 170

FOSS Free and Open Source Software. 35, 159

FOTA Firmware OTA. 39

FTP File Transfer Protocol. 27, 132

GP GlobalPlatform. 31, 32

GPLv2 GNU General Public License version 2. 141, 153, 159

GPS Global Positioning System. 53

GPU Graphics Processing Unit. 94

HAB High Availability Boot. 33, 37, 63, 137, 138, 140–142, 146, 159–161, 165, 167

HABv4 HAB version 4. 137, 138, 146–149

HMAC Keyed-Hash MAC. 56, 100, 101, 103, 105, 114, 115, 129–131, 156, 158, 165,
170, 173

HMI human machine interface. vii, ix, 3, 8–10, 46

HOTP HMAC-Based One-time password. 34

HRNG Hardware Random Number Generator. 34

HSM Hardware Security Module. 30, 31, 33, 37, 63, 128, 131, 134

HTTP Hypertext Transfer Protocol. 26, 132

HTTPS Hypertext Transfer Protocol Secure. 23, 26

I2C Inter-Integrated Circuit. 30

IC integrated circuit. 11

ICMP Internet Control Message Protocol. 25

ICT information & communication technology. 8, 9

ICV Integrity Check Value. 156
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IEEE Institute of Electrical and Electronics Engineers. 12, 27

IETF Internet Engineering Task Force. 27, 153

IKE Internet Key Exchange protocol. 26, 153, 154

IKEv1 IKE version 1. 153, 154

IKEv2 IKE version 2. 153–155, 158, 159, 171

IoT Internet of Things. 1, 13, 14, 24, 30, 55, 61, 163, 164

IP Internet Protocol. vii, ix, 5, 12, 13, 25, 26, 28, 52, 55, 56, 62, 68, 72–75, 86, 87, 94,
110, 127–131, 149–157, 165–167

IPSec Internet Protocol Security. 6, 24, 26–28, 153, 155, 157, 158, 165

IPv4 IP version 4. 26, 55, 75, 127, 130, 150–153, 156, 157, 165

IPv6 IP version 6. 26, 55, 75, 127, 130, 150, 152, 153, 157, 165

IV Initialization Vector. 155, 156

IVT Image Vector Table. 138, 140, 146

JTAG Joint Test Action Group. 62, 87, 93, 119, 122, 126, 148

L2F Layer 2 Forwarding. 27

L2TP Layer 2 Tunneling Protocol. 27

LAN Local Area Network. 86, 110

LF Low Frequency. 53

LIDAR light detection and ranging. 8

M2M machine-to-machine. 14, 55, 59, 60, 127

MAC Medium Access Control. 27, 129, 150

MACSec MAC Security. 27

MITM man-in-the-middle. 4, 20, 104, 105, 115, 170, 174

MROM Mask ROM. 29, 39, 118

NAT Network Address Translation. 130, 157

NFC near-field communication. 34, 75
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NTP Network Time Protocol. 48, 53

OP-TEE Open Portable - TEE. 31

OS operating system. ix, 23, 28, 31, 35, 40, 41, 46, 49, 52, 63, 64, 66, 70–73, 80, 89,
91–93, 111, 165

OSI Open Systems Interconnection. 11, 25

OTA Over-the-Air. 39

OTP one-time programmable. 118, 119

OTP one-time password. 34, 123

OTPMK OTP Master Key. 146–149, 158, 160, 161

OWASP Open Web Application Security Project. 47

PFS perfect forward secrecy. 19, 56, 100, 104, 129, 131, 158

PGP Pretty Good Privacy. 27, 28

PKI public key infrastructure. 20, 22–24, 26, 56, 72, 74, 131, 138, 139, 170

PLC programmable logic controller. 3, 8–10, 46

POSIX Portable Operating System Interface. 150, 151

PPP Point-to-Point Protocol. 27

PPTP Point-to-Point Tunneling Protocol. 27

PROFIBUS Process Field Bus. 12, 24

PROFINET Process Field Network. 12

PROM Programmable ROM. 29, 39

PSK Pre-shared key. 19, 129, 130, 154

PSU Power Supply Unit. 66

PTP point-to-point. 149–152

RA registration authority. 20–22

RAM Random Access Memory. 28, 29, 54, 100, 142

RAMI 4.0 Reference Architecture Model for Industry 4.0. 1, 10, 163
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REE Rich Execution Environment. 31

RFC Requests for Comments. 13, 27, 153

RNG Random Number Generation. 30

ROM Read-only Memory. 4, 5, 28, 29, 33, 35–37, 39, 46, 53, 55, 64, 70, 73, 77, 85, 91,
92, 111, 112, 117–119, 121, 124–126, 138–141, 146–148

rootfs Root-File system. 54, 55, 89

RoT Root of Trust. 32–34, 63, 73, 117–119, 121–126, 128, 137, 138, 141, 148, 164, 165

RSA Rivest-Shamir-Adleman. 138–143, 145, 148, 154, 170

RTM Root of Trust for Measurement. 32, 33

RTR Root of Trust for Reporting. 32, 33

RTS Root of Trust for Storage. 32, 33

SA Security Association. 154, 155

SCCPS safety critical CPS. vii, ix, 3–6, 14–16, 40, 43–46, 48, 50, 52, 55, 56, 58, 59,
62, 69, 71, 73–76, 80, 81, 84, 86–88, 90, 107, 113, 117, 126–128, 131, 133, 149, 151,
158, 161, 163, 165, 166, 169

SFTP SSH File Transfer Protocol. 27

SGX Software Guard Extensions. 31

SoC System on Chip. 29, 36, 53, 91, 118, 122, 126, 137, 148

SPI Security Parameters Index. 154–156

SPI Serial Peripheral Interface bus. 30

SPL Secondary Program Loader. 37, 39

SRAM Static RAM. 28, 35–37, 118

SRK Super Root Key. 138–141, 170

SSH Secure Shell. 27, 28, 110

STRIDE Spoofing, Tampering, Repudiation, Information disclosure, DoS and Eleva-
tion of privilege. 44, 47, 51, 80–88, 90–108

TAP network Terminal Access Point. 150
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TBM Trusted Boot Module. 33, 34, 37, 63, 66, 68, 73, 74, 81, 85, 91, 92, 98, 99,
117–119, 121, 122, 125, 126, 131, 134

TCG Trusted Computing Group. 30

TCP Transmission Control Protocol. 26, 28, 89, 129, 151, 152

TCP/IP TCP/IP. 12, 25, 26, 151

TDMA time-division multiple access. 12

TEE Trusted Execution Environment. 31–33, 37, 175

TFTP Trivial File Transfer Protocol. 132

TLS Transport Layer Security. 23, 24, 26–28, 127

TOTP Time-Based One-time password. 34

TP Trusted Platform. 30–32

TPL Ternary Program Loader. 37, 39

TPM Trusted Platform Module. 30–33, 37, 63, 128, 131, 134

TUN network TUNnel. 150–152

TXT Trusted Execution Technology. 31

U2F Universal Second Factor. 34, 35

UART Universal Asynchronous Receiver Transmitter. 151

UDP User Datagram Protocol. 26, 28, 89, 129, 130, 152, 154, 156, 157

UDP/IP UDP/IP. 12, 25, 26, 53

UEFI Unified EFI. 32, 33, 37, 39

UML Unified Modeling Language. 49

UPS Uninterruptible Power Supply. 66, 85

VPN virtual private network. 27, 86, 110

WAN Wide Area Network. 62, 67, 68

WPAN wireless PAN. 12, 13, 24

WSN wireless sensor network. 12, 13, 166

XIP execute in place. 35, 36, 39, 53
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