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Kurzfassung

Das rechnergestützte Finden der Spuren von geladenen Teilchen, mithilfe des Spurendetektors
eines Hochenergiephysikexperiments, ist der anspruchsvollste Teil der Rekonstruktion der Pro-
dukte einer Teilchenkollision an einem Beschleuniger. Die Spurrekonstruktion wird besonders
anspruchsvoll, wenn mehrere Teilchenpaare innerhalb einer Ereignisspanne kollidieren (Pile-up).
Das ATLAS experiment am LHC (Large Hadron Collider) plant einen Umbau des Detektors
(Phase-II upgrade), um den neuen experimentellen Bedingungen der nächsten LHC phase (Run3 )
zu genügen. In dieser Phase werden durchschnittlich, anstatt der momentan ungefähr 40, 200
gleichzeitige Kollisionen pro Ereignis erwartet. Daher müssen sowohl der Spurendetektor, als
auch die Software zur Rekonstruktion verbessert und erneuert werden.
Zusätzlich werden momentan experimentelle Möglichkeiten für die Zeit nach dem LHC im Rahmen
der sogennanten FCC (Future Circular Collider) Design Studie untersucht. Für einen zukünftigen
Proton-Proton Teilchenbeschleuniger (FCC-hh), mit einer Schwerpunktsenergie von 100 TeV,
wird durchschnittlich sogar ein Pile-up von 1000 erwartet. Die Software für Detektorsimulation
und Teilchenrekonstrution dieser anspruchsvolleren zukünftigen Experimente soll von der bisheri-
gen Erfahrung und den laufenden Verbesserungen für die LHC-Experimente profitieren. Neben
dem extrem erhöhten Pile-up, ist die Auflösung sehr naher Teilchenspuren in hochenergetischen
Teilchenjets eine der größten Herausforderungen für die Spurrekonstruktion.
Diese Arbeit wurde im Rahmen der FCC Machbarkeitstudie durchgeführt. Im ersten Abschnitt
wird die Entwicklung von Software-Komponenten für Simulation und Teilchenspurrekonstruktion
vorgestellt. Wesentlich war dabei die Verwendung moderner Programmiertechniken und die
Ausnützung von Parallelisierung. Gleichzeitig sollte die optimale Ausnutzung der experimentel-
len Möglichkeiten, mit Einbeziehung von Pile-up, gewährleistet sein. Die Software-Suite wurde
wesentlich erweitert, um Studien zur Leistung des Spurendetektors zu ermöglichen.
Im zweiten Teil der Arbeit wurden diese Software-Komponenten verwendet, um die Leistung
des Teilchenspurdetektors unter den anspruchvollen experimentellen Bedingungen des FCC-hh
zu untersuchen. In diesem Zusammenhang wurde die Auslastung der Auslesekanäle und die zu
erwartenden Datenraten im Spurendetektor erfasst und die Auflösung von nahen Spuren inner-
halb von Bottom-Quark-Jets untersucht. Weiters wurde das Potential um direkt einen WIMP
(Weakly Interacting Massive Particle) dunklen Materie Kandidaten zu detektieren, welcher eine
verschwindende Teilchenspur im Spurendetektor hinterlässt, abgeschätzt.
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Abstract

In high energy physics collider experiments the finding and measurement of trajectories of
charged particles in the innermost tracking detector is one of the most challenging aspects of
event reconstruction. It is particularly strongly influenced by the presence of pile-up and becomes
computationally challenging in such environments. The ATLAS experiment, at the LHC (Large
Hadron Collider) is planing a large-scale upgrade (Phase-II upgrade) to handle the experimental
conditions of the next run Run3 , which includes a new inner tracking detector. To cope with the
environment of up to 200 simultaneous proton-proton collision per bunch-crossing (pile-up) both,
hardware and software components need to be significantly updated.
At the same time, post LHC circular collider possibilities are examined in the frame of the FCC
(future circular collider) design study. For a future proton-proton collider (FCC-hh) with a
center-of-mass-energy of 100 TeV, 1000 pile-up interactions are expected.
The main challenges for a FCC-hh scenario in terms track reconstruction are expected to be
the resolution of close-by tracks in dense jet environments and dealing with the extreme pile-up
conditions. Moreover, the complex experimental setup leads to demanding computational aspects
in track reconstruction and simulation. At the beginning of the study, a FCC software suite was
established, which should profit from the LHC legacy and ongoing research and development for
the upcoming detector upgrades.
This work is embedded in the future circular collider study. The first part of this work describes
the development of software components for simulation and modern track reconstruction for
future scenarios. The usage of modern programming techniques, respecting the evolution of the
computing hardware by exploiting parallel computing approaches, while aiming on optimizing
the physics potential, in particular for high pile-up environments, was essential. The software
suite was substantially extended to allow tracker performance studies.
The optimized and newly developed software was used to study the tracker performance and
physics potential of the FCC-hh baseline tracker, considering the extreme pile-up conditions.
These aspects have been studied by examining the expected channel occupancy and data rates
as well as double track resolution in the core of b-quark particle jets. Finally the potential of
directly detecting a possible WIMP (Weakly Interacting Massive Particle) dark matter candidate,
with disappearing track signature, was assessed.
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Chapter 1

Introduction

Questions as "What are we made of?", "What is the origin and the fate of the universe?" and
"What are the underlying principles of nature?" have always been a driving force for humans to
study matter, beginning with macroscopic objects, to atoms down to the elementary building
blocks of nature. Those particles are beyond observation by human senses, but with the technical
advancements in the last century have become detectable. The establishment of particle acceler-
ators allowed to observe and study particles and their interactions in detail and have guided the
evolution of particle physics [1]. The findings of particle physics are currently embedded within
the theory called the Standard Model of particle physics (SM) [2], describing fundamental matter
particles and three out of four fundamental interactions.
Particle colliders accelerate charged particles within a vacuum pipe (the beampipe), using elec-
tromagnetic fields, close to the speed of light and either collide them with a fixed target or with
another particle beam accelerated in opposed direction. At the collision point, the proton’s
constituents (quarks and gluons) may collide and produce a shower of new particles. Each of
the constituents carries a small fraction of the total proton’s energy. Following Einstein’s well
known equation E = mc2 [3], the mass of newly produced particles can have significantly higher
masses, than the particles they originate from. By studying these interactions, which resemble
the conditions at the beginning of the universe, (the Big Bang [4]) and resulting particles, insight
about matter and the origins and fate of the universe can be gained.
From their first implementation to now, particle accelerators have been fundamental to advance
particle physics and the understanding of our universe. Particle colliders have proven to be
not only from benefit in basic physics research, but to be useful instruments in many different
fields, as for instance biology, chemistry, material sciences, industrial applications and medical
applications [1, 5]. Furthermore, particle accelerators are driving forces in pushing technologies
and knowledge in several fields to its limits, e.g. superconductor development for high-field
magnets, cryogenic systems, radio-frequency applications, semi-conductor technologies, data
processing and many more [6–8].
To detect particles being produced at a particle collider, a detector is placed at the interaction
point (IP). Particle identification and additional measurements are done, by determining the
properties of products resulting from the collision, henceforth called the final states. Depending
on the purpose of an experiment, different properties and particle types need to be measured
and hence, various different implementations can exist.
The Large Hadron Collider (LHC) [9] is the world’s most powerful particle collider, situated at
the research center CERN [10], in Geneva (Switzerland). It collides two proton beams with a
center-of-mass energy of 13 TeV (designed for at maximum 14 TeV), at four different interaction
points. Each of those points hosts a particle detector constituting a particle physics experiment.
Two experiments, namely ATLAS [11] and CMS [12], at the LHC are so called, multi-purpose
detectors1, while LHCb [13] and ALICE [14] are more specific experimental setups. A multi-
purpose detector, is responsible for being able to measure many different particle signatures with

1Allows to test the SM for various predictions with high accuracy/precision.
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12 1 Introduction

a broad range of energy and different interactions types. Such a detector consists of different
sub-systems. Each sub-system has a different main task and exploits a particular mechanism
of particle interaction with the detector material to create a measurable signal. Closest to the
beam-pipe the first sub-detector is the tracking detector, whose purpose is to determine the
trajectory as well as the origin of the charged particles. When a magnetic field is present within
the tracking volume, the trajectory allows to determine the momentum, the charge and the vertex
of the produced particle. In most applications (as in ATLAS and CMS), the trajectory is not
directly revealed by the detector. Instead the spatial position of the particle (hit) is determined
at many different points by detector modules, which are usually arranged in layers around the
beam pipe. Given all hits of an interaction, dedicated computer-based track reconstruction [15]
algorithms, reconstruct the passage of each particle through the detector. Finding all points
belonging to the same particle trajectory is a demanding task. It is done by applying pattern
recognition techniques and fitting a curve to the space-points, found to belong to the same track.
The detector systems responsible for measuring the energy of particles are calorimeters. The
concept of calorimeters is to shower the particle within dense material and measure the energy
the particle deposited, which allows to determine the particle’s initial energy. Two different
types are installed subsequently: one for electromagnetically interacting particles and one for
hadronically interacting particles. Muons, which mainly interact through ionization penetrate
the calorimeters and are detected in dedicated muon tracking chambers. Please see [16] for a
more general introduction of particle interaction with matter and particle detectors, up-to-date
information can be found in [17].
Just after the completion of the second run (Run2 ) [18] (2015-2018) of the Large Hadron Collider
(LHC) [9, 19] at 13 TeV center-of-mass energy proton-proton collisions, we arrived at a compelling
point in physics. With the discovery of the Higgs boson [20, 21], by the ATLAS [11] and CMS [12]
collaborations during Run1 (2010-2013) a new chapter began, allowing to study the boson’s
properties and the mechanism of electroweak symmetry breaking (EWSB) [22, 23]. By exceeding
its luminosity2 expectation by approximately 10 % during Run2, the experiments at the LHC
collected a total integrated luminosity3 of 189 fb–1 since its start [25, 26].
This allowed precision measurements of many properties of the standard model particles, including
the masses of the W-boson [27], the top-quark [28] and the Higgs-boson [29]. Furthermore the
the Higgs-Yukawa coupling4 [30] could be established, by measuring the Higgs couplings to the
heaviest third generation quarks [31–33] and leptons [34, 35].
Many Standard Model precision measurements are still missing. These include rare Higgs decays
and production channels and the Higgs self-coupling, accessible via double-Higgs production.
The latter gives insight to the shape of Higgs potential and Higgs vacuum stability, which -
including only current Higgs and top-mass measurements and theoretical predictions - could
be meta-stable [36]. Moreover both, theory and experimental observations, suggest, that the
standard model has deficiencies and that there needs to be physics Beyond the Standard Model
(BSM), which complements or extends the standard model. These indications include that the
standard model only describes three out of the four fundamental forces, missing the description
of gravity. Furthermore, despite their experimental evidence, dark matter [37] as well neutrino
oscillations [38] and the domination of matter over antimatter (baryogenesis) [4] are currently
not described by the standard model.
To date, all LHC measurements so far are consistent with Standard Model predictions, compris-
ing the Higgs boson as an elementary light scalar field, which does not require new physics at

2Quantifies the possible number of collisions per cm2 and second (see [24]).
3The luminosity integrated over time.
4Coupling strength between Higgs field and fermions.
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13

electroweak (EW) scale (∼ 246 GeV). Theoretical constraints include, that EWSB was imposed
and the mechanism as well as the Higgs mass are not predicted. In addition the Higgs-Yukawa
couplings to fermions as well as the large variety in mass of the different hierachies of fermions,
the so-called flavour hiarchy is not understood. Due to its scalar nature, the Higgs boson would
feel quantum corrections through interaction with heavy virtual particles, proportional to the
energy scale, leading to possible corrections far exceeding the Higgs mass itself, unless a dedicated
fine tuning cancels for those effects [30]. This dilemma is generally referred to as the hierarchy
or naturalness problem [39] and would expect new physics to enter at TeV-scale.
Many BSM theories try to address the deficiencies of the standard model by introducing new
physics models. The supersymmetric extensions of the standard model (SUSY ) [40] introduce a
new space-time symmetry, giving each standard model particle a supersymmetric partner, with a
spin difference of 1/2. SUSY models could not only solve the naturalness problem by automatic
cancellation of the quantum corrections, but could also provide a dark matter candidate in
the form of WIMP’s (weakly interacting massive particles) (see chapter 6). Composite Higgs
models [41], on the other hand solve the naturalness problem by assuming that the Higgs boson
is of finite size and no elementary particle. According to theories the composite state would
emerge from a new strongly-coupled sector, which is dynamically broken, triggering EWSB and
a physical Higgs boson.
Whether any of those models is appropriate and what could be the solution to the current
obstacles in particle physics needs to be answered by experiments, since theory can not give a
definite answer. Despite intensive searches at the LHC, by looking for even small discrepancies
from the SM predictions, no signs of physics beyond the standard model could be found so
far [42, 43]. This means that at TeV-scale new physics is either absent or extremely hidden. As
a consequence, if valid, SUSY must be broken in practice. In case of composite models, there
needs to be a mass gap between the Higgs and the strong resonances.
The LHC is currently preparing for Run3, planned for 2021–2023 to collide protons at

√
s = 14 TeV

and with doubled nominal luminosity of 2 × 1034 cm–2s–1 to achieve a total integrated luminosity
of 300 fb–1. Since a continuation of operating the collider at the same luminosity would not
give significant statistical enhancement (to halve statistical errors more than ten years would be
required), Run3 will be followed by a major upgrade of both, the accelerator and the experiments
(Phase-II upgrade) to the High-luminosity LHC (HL-LHC) [44, 45]. This new accelerator will
stay at the same center-of-mass energy of 14 TeV but increase the nominal luminosity by a
factor of 5 – 7 in order to collect ten times more data and finally arrive at a total integrated
luminosity of 3000 fb–1. The HL-LHC is planned to maximize the LHC potential and to run
from 2026 – 2035/40, with potential detector upgrades similar to the current LHC-program.
The HL-LHC will allow to make direct and indirect searches for new physics, including observation
of extremely rare events (e.g. extremely rare flavour transitions) or slight discrepancies of the
SM parameters to predictions, indicating presence of new physics. For this purpose the HL-LHC
allows to measure the Standard Model parameters with unprecedented precision. Moreover,
it allows a significant improvement of the knowledge of the inner structure of the protons,
contributing to improvement of connected uncertainties in measurements. Direct searches, apart
from SUSY and Composite Higgs candidates include heavy right-handed sterile neutrinos, which
are predicted by theories of the seesaw mechanism [46], attempting to solve the puzzle of observed
neutrino masses and oscillations. With the improved precision, the HL-LHC can give a definite
answer if there is new physics at the EW-scale and set constraints for higher scales, inaccessible
to direct searches up to hundreds of TeV. Possible future colliders and experiments can then
address the still open questions [47, 48].
A considerable potential, building on the LHC legacy, concerns collider projects in the context of
the international Future Circular Collider (FCC) study [49]. A first series of conceptual design
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14 1 Introduction

reports (CDR) (see [50]) was delivered by the end of 2018, serving as input for the european strat-
egy for particle physics update (ESPPU) 2019/2020. More comprehensive reports are planned to
be finished within 2019. The study considers a staged research program, similar to the LEP-LHC
program, starting with an electron-positron collider (FCC-ee) followed by a proton-proton collider
(FCC-hh) and a possible intermediate step of an electron-proton collider (FCC-eh). The colliders
would be subsequently installed within the same tunnel of approximately 100 km circumference,
which allows to share technical and organizational infrastructure. The FCC-ee would operate
for 15 years at multiple center-of-mass energies, beginning with

√
s ∼ 91 GeV (Z-resonance),

allowing to produce approximately 5 × 1012 Z-bosons, followed by
√

s ∼ 160 GeV (production
of ∼ 108 WW-pairs),

√
s ∼ 240 GeV, producing more than 106 Higgs bosons and would finish

with
√

s ∼ 350 – 365 GeV (over 106 tt-pairs). The FCC-hh collider would operate at 100 TeV
center-of-mass energy and collect data with a total integrated luminosity of 20 ab–1 per main
experiment (two main experiments planned), producing more than 1010 Higgs bosons. Similar to
the current LHC, it would also allow for heavy-ion collisions, but at nearly eight times increased
centre-of-mass energy, using lead ions at

√
s = 39 TeV. The FCC-eh is optional and would collide

protons of 50 TeV with electrons of 60 GeV and could collect 2 ab–1 of data, resolving the parton
structure of the proton with per mill accuracy. It would run concurrently with the FCC-hh, with
an energy-recovery linac (ERL) providing the electron beam for a dedicated experiment. Both
FCC-hh and FCC-eh could operate for 25 years.
These three complementary collider options maximize the physics potential, by exceeding both,
the luminosity and energy frontier, allowing for measurements with a sensitivity orders of magni-
tude higher than today. The extraordinary precision of typically several orders of magnitude
larger than anything before aims to study the SM model properties in great detail and allows to
probe energy scales beyond direct reach. The FCC-program would allow to significantly improve
the understanding of the Higgs boson, by measuring its properties in percent or sub-percent accu-
racy, as shown in fig. 1.1. The FCC-ee could determine the Higgs width in a model-independent
manner from the process e+e– → ZH and achieve a first measurement of the Higgs self coupling
to 32 % [51]. The FCC-hh program will complement the FCC-ee measurements, measuring even
rare Higgs decays, as for instance H → μ+μ–, H → Zγ, H → 4ν, as well as decays to second
generation fermions and an improvement of the Higgs self-coupling measurement, with precision
of 5 – 7% [51].
Electroweak precision measurements can give hints to new physics, either through direct effects
of heavier particles (e.g. heavy resonances W′, Z′, heavy sterile neutrios), which interfere or mix
with the known SM particles or quantum corrections through loops. With its center-of-mass
energy of 100 TeV, the FCC-hh enhances the mass reach to directly discover new particles by
one order of magnitude. Many heavy particles are predicted by BSM theories, including heavy
resonances, SUSY partners or dark matter candidates up to several tens of TeV [51].

For this document the FCC-hh scenario is considered and studied regarding track reconstruction
capabilities and limitations. First, in chapter 2, an overview of the FCC-hh collider, the
experimental conditions at

√
s = 100 TeV and a more detailed description of the FCC-hh baseline

detector along with its expected performance is presented. Especially track reconstruction will be
extremly challenging at FCC-hh and HL-LHC conditions, since the total number of measurements
will increase by orders of magnitude compared to current LHC conditions. This requires highly
efficient and fast track reconstruction software. At the beginning of this work a new software
project (Acts, see section 3.2) had been launched to provide experiment independent, modular
track reconstruction tools for the ATLAS phase-II upgrade [53] and FCC-hh. As part of the
Acts software team and the FCC software (section 3.1) group, software tools and components
have been developed in the context of this thesis, which are presented in chapter 3. Using

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

15

fig. 1.1: One-sigma precision reach at the FCC on the effective single Higgs couplings geff
Hxx ≡

ΓH→X/ΓSM
H→X and anamolous Triple Gauge Couplings (aTGC) δg1,Z, δκγ, λZ. An

absolute precision in the EW measurements is assumed. The different bars illustrate the
improvements that would be possible by combining each FCC stage/collider with the
previous knowledge at that time (the precisions, not reported here, at each FCC stage/-
collider considered individually would obviously be quite different). Note that, without
a run above the tt̄H threshold, circular e+e– colliders alone do not directly constrain
the gHgg and gHtt couplings individually. The combination with LHC measurements
however resolves this flat direction [52]. Source of figure: [52]

the established software tools, detector performance studies on the FCC-hh reference tracking
detector (section 2.3) have been conducted, shortly introduced in the following.
The main challenges for track reconstruction at the FCC-hh scenario are the exceptionally high
number of simultaneous proton-proton collisions per bunch-crossing (referred to as pile-up and
PU ) and the presence of highly collimated objects. The latter can result in spatially extremely
close particle trajectories, putting constraints on separation of single measurements and hence
on track reconstruction. This so-called double track resolution is studied, using B-Hadron jets
in chapter 5. The pile-up is expected to be approximately a factor 25 higher than at current LHC
conditions and a factor 5 higher than at HL-LHC. This special environment and the resulting
expected channel occupancy and data rates are studied in detail in chapter 4.
FCC-hh gives a unique possibility to directly detect WIMP dark matter candidates in the form
of SUSY charginos (bino-wino, higgsino) in the TeV-range. With lifetimes of 0.2 ns (bino-wino)
and 0.023 ns (higgsino) [54] these charginos can reach the tracker and decay within the tracking
detector into the lightest supersymmetric particle, the neutralino, which leaves the tracker
undetected. To find this signature, one searches for disappearing tracks in the tracking detector.
Since the transverse momentum of the chargino is very high, it will appear as a straight, short
track. Hence, searching for this signature within the high pile-up environment resembles the
search of a needle in a haystack. The dedicated study is presented in chapter 6.
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Chapter 2

The FCC hadron collider and its baseline
detector

To accelerate protons to 50 TeV at a collider with 100 km circumference, superconducting dipole
magnets of an unprecedented field strength of 16 T are foreseen. This is double the strength
used for the LHC. Similar to the LHC the already present infrastructure at CERN, consisting
of Linac4, PS Booster, PS and SPS [55] can be used as an injector chain. Either LHC could
be used as last acceleration step before the injection into FCC-hh, or, due to the high power
consumption of the LHC cryogenics system, a dedicated booster could be installed within the
FCC-hh tunnel. The energy stored per beam, will exceed the LHC value by a factor of twenty.
For this high energy scenario, synchrotron radiation plays a major role, even for protons. It
will be 200 times the value of LHC and together, both beams emit 5 MW of energy. Similar as
for the LHC, beamscreens cooled to 50 K protect the machine from effects of the power of the
synchrotron radiation. The initial luminosity for the first two years of operation is planned to be
at 5 × 1034 cm–2s–1, which is the same level as planned for HL-LHC. The luminosity will then be
raised to the nominal value of 3 × 1035 cm–2s–1, delivering an estimated integrated luminosity of
2 fb–1 during the initial phase and 8 fb–1 at the nominal level, per day. While the size of the
luminous region will stay roughly the same with σz = 49 mm, assuming gaussian distribution
along z, the total average number of simultaneous proton-proton collisions (denoted as 〈μ〉), per
bunch crossing (as for LHC every 25 ns) will be extremely raised compared to the current LHC
runs. The initial phase value of 〈μ〉 = 171 is comparable to HL-LHC values but the value of more
than 〈μ〉 = 1000 in the nominal phase is exceptionally high [52].

Figure 2.1 shows, that the mass reach of FCC-hh is highly extended and possible BSM particles
up to tens of TeV can be produced in the central region, while known SM processes (with
relatively low mass compared to 100 TeV) can also be produced in the very forward region. The
kinematical coverage of the FCC-hh compared to the LHC is depicted, showing x, the fraction of
momentum of the colliding parton (quark or gluon) with respect to the proton versus MX, the
invariant mass of the produced final states, with constant dashed lines of rapidity y. The plot
also shows, that knowledge of the parton distribution functions (PDFs) in a wide kinematical
range is required [56].

The FCC-hh will not only allow to discover potential new physics at higher energy scale, but
grant to measure SM properties with exceptional precision. For the different measurements, the
cross sections need to be known to estimate possible backgrounds. In fig. 2.2 the cross sections
for SM processes (left) in dependence of the hadron collider center-of-mass energy

√
s, for the

LHC
√

s = 14 TeV and HE-LHC
√

s = 28 TeV scenario, and up to
√

s = 100 TeV are shown.
The total (111 mbarn to 153 mbarn) and inelastic (85 mbarn to 108 mbarn) cross section only
raise slightly from LHC to FCC-hh, while the cross section for several standard model processes
increase more strongly, especially jet and top-quark production. Most of the Higgs production
processes are raised by an order of magnitude. The production of a Higgs boson from a pair
of top quarks tt̄H, is even increased by two orders of magnitude, which allows to study the

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

18 2 The FCC hadron collider and its baseline detector

fig. 2.1: Kinematical coverage in the (x, MX) plane of a
√

s = 100 TeV hadron collider (solid
blue line), compared to the corresponding coverage of the LHC at

√
s = 14 TeV (dot-

dashed red line). With Mx being the invariant mass of the produced final states and
x being the fraction of momentum of the parton with respect to the hadron. The
dotted lines indicate regions of constant rapidity y at the FCC. Relevant MX regions
for phenomenologically important processes, from low masses (Drell-Yan, low pT jets),
electroweak scale processes (Higgs, W, Z, top), and possible new high-mass particles
(squarks, Z′) are indicated. Source of figure: [56]

Higgs-top couplings in further detail. The same applies for double Higgs production, which will
become accessible at 100 TeV and can give inside to the shape of the Higgs potential.
For the FCC-hh collider two interaction regions surrounded by general purpose detectors are
foreseen. For the conceptual design report phase, a baseline detector (depicted in fig. 2.3 and
fig. 2.4) has been designed to allow to study its projected performance, physics potential and
to identify possible problems which need dedicated research and development. At this early
stage, the baseline design does not incorporate any definite choices for the final design. Assuming
a continuation of the trend of the recent decades, significant technology advancements can be
expected. The detector design is oriented on the LHC detectors and their upgrades, which
represent most recent particle detector developments. In addition, the collision environment
has to be taken into account and the detector has to be able to measure specified physics
benchmark processes. Particles with small masses compared to 100 TeV (e.g. SM particles) will
have significant boost towards the forward region. For instance the jets accompanying vector
boson fusion (VBF) production of the Higgs boson peak at | η |= 4.4 and 90 % are included
within | η |= 6, while at LHC the peak is at | η |= 3.4 and can reach values up to | η |= 5.
Therefore the detector needs to hermetically cover a region up to | η |= 6. To be sensitive to both,
the known standard model processes in the GeV–range and possible new physics beyond the
standard model in the TeV–region, the measurement precision needs to be significantly increased.
At the same time, the future experiment should stay sensitive to known SM processes. This
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fig. 2.2: Standard Model process cross sections at hadron colliders as a function of centre-of-mass
energy (

√
s) and Higgs-boson production cross sections as a function of centre-of-mass

energies (light blue). The axis on the right, shows the corresponding number of expected
events per second. Source of figure: [52].
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20 2 The FCC hadron collider and its baseline detector

fig. 2.3: The FCC-hh reference detector with 20 m radial extension and 50 m length, hermetically
covering the beam-pipe in the center and consisting of the different sub-systems: the
tracker (grey) is the detector next to the beam-pipe, followed by the electromagnetic
(blue) and hadronic calorimeters (green), surrounded by a 4 T solenoid (metallic) with
a bore of 10 m in diameter. The muon system (yellow/orange) is placed outside the
magnets. Source of figure: [52].

means that similar pT and energy thresholds need to be kept for triggering at values comparable
to LHC [52].

The size of the baseline detector, with a diameter of 20 m and a length of 50 m, is similar
to current ATLAS dimensions. Due to the expected highly boosted objects, the detector
consists of a central and a displaced forward part. The beam-pipe is cylindrical, with a radial
extension of 20 mm, within a distance of 8 m in z from the interaction point. Thereafter, the
beam-pipe shape is foreseen to transition into a conical shape around | η |= 6.7 projecting
towards the IP with an angle of 2.5 mrad. The central 4 T magnetic field, described in more
detail in section 2.2, is provided by a solenoid with a bore of 10 m in diameter. The tracking
detector (section section 2.3) and the calorimeters ( section 2.5) are placed within the bore. The
calorimeters ensure 98 % of containment, in order to limit punch-trough to the muon system,
further described in section 2.6 [52].

2.1 The radiation environment

The produced number of tracks is not increased strongly when going from
√

s = 14 TeV
(dN/dη |η=0= 6) to

√
s = 100 TeV (dN/dη |η=0= 10) [57]. However, the increased collision rate

with a peak of 31 GHz, compared to 0.8 GHz at LHC and 4 GHz at HL-LHC, together with the
increased luminosity raises the radiation in the experimental cavern significantly compared to
the LHC and HL-LHC [52]. As explained in the introduction of this chapter the concept of
particle detection is based on the interaction of particles with the detector material. Hereby, the
particle can interact with the electron shell (e.g. ioniziation, see appendix A.4.1) of the detector
material, which is usually used for particle detection and does not lead to permanent effects.
Interaction with the lattice atoms, as for instance displacing them, can lead to defects in the
sensor and the readout electronics and significantly change the detection quality. According
to the NIEL hypothesis [58] the radiation damage is linear proportional to the non-ionizing
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fig. 2.4: The cross section of the FCC-hh reference detector design showing the y coordinate
versus z, consisting of the different detector-subsystems, magnetic coils and shieldin is
shown. Only the first quadrant of the detector is shown. Source if figure: [52].

energy loss. The long term damage of silicon sensors is usually expressed in a particle fluence
(number of particles per surface) commonly normalized to 1 MeV neutron equivalence. The
calculation of the quantity is as follows: N0

dN
dη

1
2r2π

, with N0 being the total number of collisions,

with the value of 3.2 × 1018 for the possible integrated luminosity of 30 ab–1 (no assumptions
on replacement of detector components made). For the FCC-hh tracking detector, the value
of this key quantity amounts to its maximum value of 5 – 8 × 1017 cm–2 at the layer closest to
the beam-pipe (r = 25 mm), which is one order of magnitude higher than the expected value
at experiments at the HL-LHC and even two orders of magnitude higher than at the current
LHC detectors. From 40 cm distance to the beam-pipe outwards, the value is at maximum at
the expected HL-LHC values or lower, which means that the same technologies as developed for
the HL-LHC (RD53 collaboration [59, 60]) can be used in that case. However, for the innermost
tracker region as well as for the innermost part of the forward calorimeters, where extreme values
of even 5 × 1018cm–2 are reached, a dedicated research and development program has to be put
in place to develop radiation hard detector technologies. Those include trends in electronics
development as e.g. fibre optic links and wireless technologies, which allow data processing and
controlling outside the radiation zones and thin CMOS technology [52].

2.2 The magnetic field

Applying a magnetic field within the tracking volume allows to determine the transverse momen-
tum of a particle, by measuring the track Sagitta. If the magnetic field points into longitudinal
direction (along the beamline), the particles are bend in transverse plane due to the Lorentz
force [61]. By determining the Sagitta, denoted as s in fig. 2.5, via measuring at least three
points along the particle trajectory, the particle’s transverse momentum can be determined. The
Sagitta of the trajectory can be calculated the following:

s = r – r cos
φ

2
= r(1 – cos

φ

2
) (2.1)
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22 2 The FCC hadron collider and its baseline detector

fig. 2.5: Display of the sagitta method to determine the momentum of a particle by measuring
the Sagitta s to the particle trajectory.

Using taylor expansion for small φ, the following identity can be obtained

1 – cos
φ

2
≈ 1 – (1 –

1

2

φ2

4
) =

rφ2

8
for φ≪ 1 (2.2)

with φ ≈ L
r (for small φ) the Sagitta can be written as

s =
L2

8r
(2.3)

and can be related to the momentum by using eq. (4.3)

s[m] =
0.3B[T]L2[m2]

8pT[GeV
c ]

(2.4)

For the FCC-hh-case the whole central tracking region (and also the calorimeters) are sur-
rounded by a solenoid, which provides an axial magnetic field of 4 T. For the solenoid the same
superconducting material as used for the current ATLAS and CMS experiments, which are Al
stabilized Nb – Ti/Cu Rutherford cables, is foreseen. The superconducters need to be cooled with
He to 4.5 K. For the forward region, two smaller solenoids are foreseen. Alternatively two dipoles
(similar to ALICE and LHCb) with a magnetic field integral of 4 Tm are studied, which would
be beneficial for tracking performance in the high pseudo-rapidity region. This model however
would mean, that rotational symmetry is lost and a compensation system for the hadron beam
would be required. There is no shielding of the magnetic field inside the detector cavern foreseen,
due to its size and high cost, which is unique to the FCC-hh magnetic field implementation.
Hence, services inside the cavern need to be adjusted to the higher stray field. For the service
cavern (66 – 96 m away from detector cavern), the expected stray field is less than 5 mT [52].
The FCC-hh magnetic field map can be seen in fig. 3.32.
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2.3 Baseline tracker 23

fig. 2.6: Definition of the track parameters. On the left side, the track (grey) is shown in
transverse plane, of which the curvature, d0 and φ0 can be determined. To the right,
the track is shown in r/z-plane which is approximately straight and defines z0 and θ0.

2.3 Baseline tracker

The tracking detector needs to provide high precision momentum measurement, vertexing and
flavour tagging ability for b-, c- and τ-jets.
For this purpose the trajectory of all final states need to be reconstructed from the signals
measured by the tracker. A trajectory can be described by five distinct parameters, referred to
as the track parametrization. This parametrization can slightly vary for different experiments,
for the FCC-hh case, the following parameters, illustrated in fig. 2.6, have been chosen:

• φ - azimuthal angle of the direction of the momentum

• θ - polar angle of the direction of the momentum

• q
pT

- charge over transverse momentum, describing the curvature, bending direction and
momentum in transverse plane

• d0 - transverse impact parameter

• z0 - longitudinal impact parameter

Since for the FCC-hh-scenario, the produced particle momenta can reach tens of TeVs
(see fig. 2.1), a relative momentum resolution δpT/pT = 10 – 20 % at pT = 10 TeV/c was
set as a requirement. For ATLAS and CMS, the requirement for high momenta was 10 % at
pT = 1 TeV/c. At the same time, the tracking needs to remain sensitive to lower momenta in
the GeV/c-range, expanding the sensitive momentum range over four orders of magnitude. Due
to the expected presence of highly boosted objects at 100 TeV, an extension of precise tracking
up to |η| = 4 and general tracking capability to |η| = 6 (ATLAS and CMS Phase-II upgrades
require |η| = 4) is foreseen. Caused by the expected forward boost and the production of objects
with high momentum, highly collimated jets (see section 5.2, for jet definition) are expected
(please see section 5.4 for further information), with very small separation of the individual
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fig. 2.7: The detector modules of the FCC-hh Tracker in r/z-cross section. The tracker consists
of a central, a transition and a forward region. The detector modules use silicon
technology and are segmented with different granularities into pixel, macro-pixel and
striplet modules. The figure is split into two halves, where the right side shows the flat
and the left side the tilted layout. The dotted lines show the pseudo-rapidity coverage
at different points. Figure by Z. Drasal [52, 62, 63].

tracks within the jet. This so called double track resolution is a driving factor in constraining
the detector granularity. In addition the high pile-environment plays a crucial role, which is a
factor 25 more than at LHC and 5 times more than at HL-LHC, with an expected line pile-up
density of 8.1 mm–1 along the z-axis [52].

The tracking volume, confined by the volume of the electromagnetic calorimeter, extends
from the beampipe (r > 20.8 mm) to 1.6 m in radial direction and up to 16 m in longitudinal
direction. It consists of three different parts: central, intermediate and forward tracker. The
central tracking region is similar to the ATLAS and CMS Phase-II upgrade plans and covers a
pseudorapidity region of |η| ≤ 2.5. The intermediate region serves as a connector between the
forward and the central region, providing extra measurements. While the forward tracker allows
tracking up to |η| ≈ 6 and resembles the forward regions of LHCb.
Two slightly different realisations of the FCC-hh baseline tracker model exist, which are shown
in fig. 2.7. To the left the tilted layout, following the example of the current ATLAS and CMS
Phase-II upgrade is shown, while to the right, a more traditional flat approach, as currently
implemented at the LHC experiments, can be seen. The tilted model, inclines the detector
modules in the z-plane to be normal to an ideal particle coming from the center of the tracker.
In this way the passed material and hence the effect of multiple scattering is reduced, while
the number of measurements is kept high. To reduce difficulty of installation, 2 – 3 modules
share the same tilt. The flat model has a total active silicon surface of 430 mm2 (tilted ∼ 10 %
less), which is an increase of 72 % compared to the ATLAS and CMS Phase-II upgrades. The
detector modules are arranged to hermetically cover the luminous region and have small overlaps
(∼ 1 mm) to account for possible alignment in the future [52, 62, 63].
Assuming constant magnetic field along z and equidistantly positioned tracker layers in transverse
plane, the transverse momentum resolution δpT/pT [GeV/c] can be obtained from the Sagitta
(see eq. (2.4)) resolution. The sagitta uncertainty can be split into two parts: a constant part given
by the intrinsic resolution of the measurement and a part from multiple scattering. Describing
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2.3 Baseline tracker 25

those parts with constants a and b leads to the general form of the momentum resolution in
dependence of pT and θ or η:

δpT

pT
= a pT ⊕ b

sin
1
2 θ

= a pT ⊕ b cosh
1
2 η see (49) in [64] (2.5)

The constant term is determined by N + 1 measurements and their uncertainty in r/φ-direction
σrφ [m] following the gluckstern formula [65]

δpT

pT
|Res=

δs

s
=
σrφ | pT |

0.3BL2

√
720

N + 5
see (46) in [64] (2.6)

The multiple scattering part can be approximated the following

δpT

pT
|MS=

0.0136 GeV/c

0.3βBL

√
xtot

X0 sin θ
see (48) in [64]

with the thickness in radiation length xtot/X0 and the relativistic factor β = v/c. In total 12
barrel layers are situated in the central tracker, with distances similar to the CMS upgrade tracker.
This allows 12 measurements in the central region. There is a large increase of the number of
measurements in the forward region. While an increase of the number of measurements increases
the momentum precision ∝ 1/

√
N, more passed material lead to a deflection of the particle

∝
√

x/X0 (see appendix A.4.4) (due to multiple scattering) and hence decrease of resolution.
The formula shows, that there is a direct dependence of the transverse momentum resolution
on the lateral granularity. To fulfill the requirement of δpT/pT = 20% at pT = 10 TeV/c, a
lateral resolution of ∼ 9 μm is necessary. In addition, a good d0-resolution is needed to identify
displaced vertices for tagging jets. The d0-resolution can be estimated the following:

δd0 |Res+MS≈ aRes ⊕ bMS cosh η1/2

pT
see (64) in [64] (2.7)

The first part aRes is a constant term, depending on the detector geometry and granularity
and since the determination of the impact parameters d0 and also z0, mainly depends on the
first two measurement planes, it can be analytically estimated:

ares =
r1σ2 ⊕ r2σ1

r2 – r1
[66] (2.8)

The second part of eq. (2.7), is due to multiple scattering and depends on the passed material
of the beampipe tBP

XPB
and the first layer t0

X0
in thickness of radiation length:

bMS =

(
13.6MeV/c2

βpT

)2 (
tBP

XPB
+

t0

X0

)
r2
0 [63, 64] for r0 << L (2.9)

with r0 being the radius of the innermost layer. The above term depends on the inverse
transverse momentum, therefore at high pT the first term is dominant, while at low pT the
second term plays a major role.
Other important criteria to define the granularity in r/φ (lateral) and z/r (longitudinal) direction
include the general goal of keeping the channel occupancy below 1 % and to allow the separation
of two close-by tracks within a jet (double-track resolution). The granularity in longitudinal
direction is mainly needed to reconstruct the primary vertex and to distinguish it from the
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pile-up vertices. Hence, the impact parameter resolution needs to be optimized, which can be
expressed the following:

δz |Res+MS≈ aRes ⊕ bMS cosh
3
2 η

pT
[64] (2.10)

The passed material generally increases with η and degrades the z0-resolution. The reference
tracker has three different granularity regions: pixel, macro-pixel and striplet. Based on above
calculations the pitch sizes (p) for the reference flat and tilted layout have been chosen and are
listed in table 2.1.

Flat layout:

Pixels (inner) Macro-pixels (middle) Striplets/Macro-pixels (outer)

25 × 50 μm2 (1–4th BRL) 33.3 × 400 μm2 33.3 μm × 50 mm (BRL)

25 × 50 μm2 (1st EC ring) 33.3 μm × 10 mm (EC)

33.3 × 100 μm2 (2nd EC ring)

33.3 × 400 μm2 (3–4th EC ring)

Tilted layout:

25 × 50 μm2 (1–4th BRL) 33.3 × 400 μm2 33.3 μm × 1.75 mm (BRL)

25 × 50 μm2 (1st EC ring) 33.3 μm × 1.75 mm (EC)

33.3 × 100 μm2 (2nd EC ring) 33.3 μm × 50 mm (12th BRL layer)

33.3 × 400 μm2 (3–4th EC ring)

tab. 2.1: Summary of spatial dimensions (pitch sizes, p) of detector readout cells, as optimized
for different categories of sensors: inner vertex detector, middle and outer tracker. The
granularity for both tracker layouts are shown: flat (top) and tilted layout (bottom) [63].

When assuming binary readout the intrinsic point position resolution (neglecting all effects of
digitization and clusterization, i.e. cluster size and charge sharing) is p/

√
12 and hence ∼ 7.5 μm

for the innermost layers and ∼ 9.5 μm for the following layers in r/φ-direction [52, 62, 63]. The
expected transverse momentum and impact parameter resolutions for the FCC-hh reference
tracker are shown in fig. 2.8. Except for a slight degradation due to the transition from barrel to
end-cap, the relative transverse momentum resolution δpT/pT stays low and roughly constant in
the region of 0 < | η | < 1.9. In the transition-region between the central and forward part
1.9 < | η | < 2.5, the resolution is up-to 4 times worse than before. In the forward region the
resolution is re-established within 2.5 < | η | < 3.1 to degrade for higher η-values. Both impact
parameter resolutions degrade with increasing η, since more material is crossed. This effect is
particularly strong for the z0-resolution [52, 62, 63].

The detector technologies are currently undefined and also simple extrapolation from Phase-II
upgrade plans is not possibe, due to the high radiation environment. Since the detector material
strongly depends on the specific detector technology choice, a very approximate model has been
used for the material. This has to be taken into account, in a next design phase, as soon as the
technology choices are more concrete. The module material was assumed to be homogeneous
along the plane of the module and sandwich-like in thickness, with the following composition:
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η
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]
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510 Solenoid + Fwd Solenoid (solid) vs. Dipole (dashed):
= 10TeV/c

T
p

= 1TeV/c
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T
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= 10GeV/c
T

p
= 2GeV/c

T
p

= 10TeV/c in Gluckstern approx.
T

p
= 2GeV/c in Multiple-scattering limit

T
p

= 1TeV/c FCC SW + Riemann fit
T

p

(a) Track δpT/pT in two scenarios: reference central + forward
solenoid (solid curves, rectangles) and alternative central solenoid
+ dipole (dashed curves, triangles). For illustration, a high pT

limit curve (dotted with open diamonds) as well as low pT MS
limit curve (blue open circles with bands) are shown. 10 TeV/c
and 1 TeV/c is calculated in a Gluckstern approximation [64, 67]
and FCCSW by Riemann fit, respectively for a scenario with
a constant 4 T magnetic field. The MS limit is calculated with
an average total material budget at η = 0: xtot/X0 = 0.45 ±
0.25. δpT/pT is shown for pT = 10 TeV/c (dark green), 1 TeV/c
(magenta), 100 GeV/c (green), 10 GeV/c (red) and 2 GeV (azure
blue).

η
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Tilted (triangles) vs. Flat (rectangles) layout:
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p
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Tilted (triangles) vs. Flat (rectangles) layout:

=10TeV/c
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=100GeV/c

T
p

=10GeV/c
T

p
=5GeV/c

T
p

=2GeV/c
T

p
=1GeV/c

T
p

=1GeV/c in Multiple-scattering limit
T

p

(b) Track impact parameter resolutions in r/φ, δd0 (left), and in z, δz0 (right). Two sets of curves
are depicted: for flat layout (solid curves, rectangles) and tilted layout (dashed curves, triangles);
pT = 10 TeV/c (dark green), 100 GeV/c (green), 10 GeV/c (red), 5 GeV/c (blue), 2 GeV/c (azure blue)
and 1 GeV/c (black). For illustration, a low pT MS limit in a Gluckstern approximation [64, 67] is
shown (black open rectangles with bands). It is calculated for a scenario with an ideal constant 4 T
magnetic field and pT = 1 GeV/c. To estimate the effect of material budget, the t0/X0 of the 1st

layer is varied by ±50 % in the MS limit.

fig. 2.8: The expected FCC-hh track parameter resolutions, estimated with the tkLayout SW
tool [67], originally developed for CMS Phase-II and adapted for FCC usage. It
builds on a 3D spatial detector model, including the beampipe and estimates the
track covariance matrix by Generalized Least Squares (GLS) method in a parabolic
approximation. The only material effects being considered are multiple Coulomb
scattering. Effects of particle energy losses are currently ignored in tkLayout. The
magnetic field is approximated by a variable field value along z-direction. Figures
created by Z. Drasal [52, 62, 63].

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.
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20% Silicon, 42% Carbon, 2% Copper, 6% Aluminium and 30% plastic [52, 62, 63]. To account
for the accumulation of services and cooling when going outwards, the material budget is slightly
increased with the radius. Effects of accumulation of services along the barrel staves are neglected.
The material budget has the following distribution:

• 1% x
X0

per layer in the innermost barrel layers

• 1.5% x
X0

per ring in the innermost EC rings

• 2% x
X0

per layer/ring in the macro-pixel region

• 2.5% x
X0

per layer/ring in the striplet region

In total, the flat tracker baseline design consists of 49 114 modules, with 4908/1080 modules
comprising the inner and 18 142/11 376 the outer tracker barrel/endcap region. For the interme-
diate forward part 3192 are foreseen, while the forward endcap region consists of 10 416 modules.
Due to the high line pile-up density of eight pile-up vertices per mm in z, primary vertexing will be
challenging. The pile-up particles have relatively low pT compared to the signal tracks. Therefore
the primary vertex can, to a large extend, be determined by selecting the reconstructed vertex
with the highest sum of transverse momenta of tracks, contributing to this vertex. However, the
hereby assigned primary vertex can still be contaminated by pile-up vertices. The number of
pile-up vertices which are effectively contained within the uncertainty of the reconstructed vertex
is referred to as the effective pile-up. Hence, 2D-vertexing by also using timing information to
discriminate the tracks contributing to a vertex can be considered. In fig. 2.9 a comparison of
the effective value for low pT (1 GeV/c) of the CMS Phase-II and the FCC-hh tilted tracker
layout for different timing resolution scenarios and also when not considering timing information
is shown. The value is estimated by propagating the track parameters to the interaction region
(only taking multiple scattering material effects into account) and counting the number of pile-up
vertices which are effectively contained within the surface of the track parameters error ellipse,
estimated at 95 % confidence level. The surface of the error ellipse is mainly determined by
the material and radius of the beampipe and the first layers. Additionally, it depends on the
dimensions of the luminous region.

Due to increased material budget and thus, worse impact parameter resolution, the effective
pile-up increases with η. For the CMS Phase-II upgrade the effective pile-up at the highest
pseudorapidity-acceptance of | η |= 4, assuming timing resolution of 25 ps, has a value of 1.2.
This value is expected to be manageable, as shown by CMS full simulation [68]. For the FCC-hh
tracker, 5 ps timing resolution needs to be assumed to obtain similar values. Currently, no
detector technologies with such a good timing resolution exist. Alternatively more than one layer
taking timing information with e.g. δt = 25 ps could be used, because the resolution improves
with the number of measurements. Nevertheless, finding the primary vertex in the region of
| η |> 4 will still be challenging. To possibly cover the full pseudorapidity region up to | η |< 6,
increasing the beam bunch size can be considered, which would decrease the line pile-up density,
due to a reduced collision probability.

2.4 Trigger scenarios

The signals produced at detectors of colliders need to be readout to be processed and recorded
for later analysis. Due to the immense data produced at each collision, the number of recorded
events is usually reduced by using triggers, which select only certain events. The implementation
of triggers is very experiment specific. The ATLAS [69] and CMS [70] trigger systems have two
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η
0 1 2 3 4 5 6

E
ff

e
c
ti
v
e

 p
ile

-u
p

2−10

1−10

1

10

210

310

410  
=75mm:bunch

zσ=1000, nominalPU

=1GeV/c, no timing
T

p

t=25psδ=1GeV/c, 
T

p

t=5psδ=1GeV/c, 
T

p

=5GeV/c, no timing
T

p

=10GeV/c, no timing
T

p

=1GeV/c, no timing
T

CMS Ph2: PU=140, p

t=25psδ=1GeV/c, 
T

CMS Ph2: PU=140, p

fig. 2.9: Effective pile-up evaluated for the nominal FCC-hh pile-up of 1000, the tracker tilted
geometry and several track pT values: 1 GeV/c (solid line), 5 GeV/c (dashed line) and
10 GeV/c (dotted line). Two options of primary vertexing are studied: 1D vertexing in
z (black) and 2D vertexing in z and time. In 2D vertexing, the time resolution per track
is set either to δt = 25 ps (red) or δt = 5 ps (blue). For reference, the effective pile-up
for CMS Phase-II layout v3.6.5 and nominal 〈μ〉 = 140 is depicted: pT = 1 GeV/c with
1D vertexing (black rectangles), pT = 1 GeV/c with 2D vertexing and δt = 25 ps (red
circles). Figure by Z. Drasal [52, 62, 63].

levels, which select possibly interesting events based on certain criteria e.g. calorimeter activity
consistent with an electromagnetic shower, a tau- or hadronic jet, missing transverse Energy or
the presence of muons. While the full event data is stored in pipelines for a few μs, the first level
(Level1 ) trigger makes a fast decision using hardware processors in the calorimeters and muon
systems. The second level (High Level Trigger (HLT)) is a software trigger, which then further
reduces the events selected by the first level, using more detailed information by applying fast
reconstruction algorithms. The triggers of the ATLAS and the CMS experiment reduce the data
output rate from 40 MHz to a few kHz.
For the FCC-hh case, the trigger system is not fixed yet, since the trigger strongly depends on
the detector technology. One possibility would be continuous readout, using only a high level
trigger, similar as planned for the LHCb Phase-II upgrade [71]. The advantage of such a system
is flexibility, since the software trigger is adjustable and can easily be adapted to different physics
scenarios and theories. Although it would be technically possible to transfer the data of ATLAS
and CMS Phase-II detectors (∼ 200 TB/s) to the HLT, 150 to 300 k radiation-hard optical links
would be required. This would not only be problematic from a cost point of view, but would also
significantly decrease the tracking performance, due to increased material needed for links and
cooling. For the FCC-hh scenario, similar arguments can be applied and the requirements on
radiation hardness are even more constraining [52].
In addition to the increased peak-luminosity at 100 TeV, the SM cross sections increase. Due
to this fact, it is expected to find 20 bb̄-pairs per bunch crossing and three jets with transverse
momenta above 50 GeV/c. Furthermore photon jets need to be distinguished very well, due to a
rate of 10–4 of photons to jets with pT > 50 GeV [52].
Combined with the much finer granularity of the FCC-hh-baseline detector, this leads to high
data rates of approximately 250 TB/s for the calorimeter and muon systems, which is ten times
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the value of the Phase-II upgrades of ATLAS and CMS and can possibly be handled in the future.
However, it is of question if the tracker data rate of 2 – 3 PB/s (see section 4.5), when assuming
binary readout can be processed at the full event rate. Most probably a first selection, using the
muon and calorimeter information together with coarse tracker information, needs to be done.
When simulating the CMS Phase I calorimeter and muon triggers at 14 TeV and 100 TeV, both
with a pile-up of 140 and a luminosity of 5 × 1034cm–2s–1, the thresholds to operate the muon,
electron/photon and jet triggers at a rate of 100 kHz (current CMS and ATLAS Level1 trigger
rate) are raised from 25/30/120 GeV to 78/150/300 GeV just from the cross sections [52]. This
makes the Level1 trigger for the FCC-hh case quite challenging and demands to find intelligent
solutions in form of algorithms to reduce the trigger rate. The upgrade strategy of ATLAS [72]
and CMS [73] uses a first level trigger, reducing the tracker readout rate to a maximum of
1 MHz. Apart from the muon and calorimeter triggers at the first level, CMS additionally uses
a track trigger, which in conjunction allows to identify primaries. A similar model has been
studied for the FCC-hh case, using a triplet of pixel layers (minimum number of measurements
needed to form a track) with 30 mm separation at an average radial position of 600 mm from
the beampipe. The rather large distance from the interaction region was chosen, to allow to
readout at a maximum rate of today’s available technologies of ∼ O(1) Gb/s/cm2 and allows
only charged particles with a pT > 0.36 GeV/c to reach the trigger layers. The draw-back from
choosing such a large distance is, that track parameter uncertainties grow, when extrapolating
to the interaction point. The distance between the three layers is a compromise between track
parameters uncertainty, which grows with the distance, and fake rate decreasing with distance.
The latter could be improved by timing readout information. The standalone performance of
such a track trigger has been studied for FCC-hh conditions, taking only multiple scattering into
account [74]. It allows to reduce the pile-up contribution by isolating the primary vertex, with a
z0 resolution of 1 – 5 mm at 2 < pT < 5 GeV/c. At a trigger rate of 100 kHz, it can standalone
identify 50 % of the HH and tt̄H signals, taking a pile-up of 1000 into account [52, 62, 63].
Another possible approach would be to use a hardware based tracking sub-system, providing
tracking data for the software HLT level, as done for the ATLAS upgrade.

2.5 Calorimetry

For the FCC-hh baseline calorimeters, the sampling calorimeter type is used. In distinction to a
homogeneous calorimeter, this type is characterized by using separate materials for initiating
the particle shower (absorber) and measuring the particles’s deposited energy [17]. The energy
resolution of a sampling calorimeter can be described the following

σE

E
≈ a√

E
⊕ b

E
⊕ c (2.11)

with a describing the stochastic term caused by shower fluctuations and sampling, b is the noise
term due to electronics noise and pile-up and c is the constant term, caused by different effects
as shower leakage, construction uniformity or cell-to-cell calibration [52].
The FCC-hh baseline electromagnetic calorimeter (EMCAL), has a thickness of 30 X0 and consists
of three parts: the barrel (EMB), endcaps (EMEC) and a forward part (EMF). The EMB and
EMEC cover a pseudorapidity region of | η |≤ 2.5 and are placed within the magnetic field.
The forward part extends up to | η |≤ 6. Due to its good intrinsic radiation hardness, Liquid
Argon (LAr) technolgy was chosen, inspired by the ATLAS electromagnetic calorimeter [75],
using multilayer printed circuit boards for readout. The Liquid Argon gap radially increases
from 1.15 mm to 3.09 mm, which varies the sampling fraction and requires separate calibration
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fig. 2.10: The Liquid Argon electromagnetic calorimeter structure of the FCC-hh reference
detector for the barrel (left) and endcap (right). Source of figure: [52].

of the eight different layers in the barrel. As an absorber, 2 mm steel plated lead is used.
Different than in ATLAS, no accordeon structure is used, instead the plates are inclined by 50◦ in
radial direction (see fig. 2.10). The granularity is increased 2-4 times compared to ATLAS with
Δη×ΔΦ = 0.01 × 0.009 and Δη = 0.0025 for the second layer, which corresponds to 20 × 20 mm
at | η |= 0, 8 × 8 mm at | η |= 2 and 6 × 6 mm at | η |= 4. The total radial extension of the EMB
is 65 cm, starting at a radius of 185 cm. Since Liquid Argon needs to be cooled, all calorimeter
parts are surrounded by an Aluminium cryostat of 5 cm thickness in front of the electromagnetic
calorimeters and 10 cm on the back. The EMEC is placed within the same cryostat as the
hadronic endcap calorimeter. The cryostat in front of the ECAL comprises 56 % of the radiation
length and needs to be compensated for in reconstruction. The EMEC uses 1.5 mm steel lead
plates, perpendicular to the beamline, placed in a cone with 0.5 mm LAr gaps and 1 cm copper
plates. The EMF uses the same layout with 0.1 mm LAr and 1 cm Copper plates. According to
full simulation of single electrons, the calorimeter meets the requirement of energy resolution,
which is σE/E = 10 %

√
GeV ⊕ 0.7% (same as for current ATLAS Liquid Argon calorimeter).

Using an optimized reconstruction (sliding window approach) leads to a = 8.2 %
√

GeV and
c = 0.15% at η = 0. The electronics noise was estimated to 1 – 35 MeV per cell by scaling the
ATLAS numbers to the used capacitances of the readout electrodes and results in b = 0.3 GeV,
when using a window size of Δη × Δφ = 0.07 × 0.17. When including pile-up, the window
size for reconstruction needed to be optimized to Δη×Δφ = 0.03 × 0.08 and contributes with
b = 1.3 – 2.7 GeV within | η |< 1.5 [52].

The hadronic calorimeter (see [76, 77]) needs to be highly granular to resolve collimated objects
and needs a good containment of jets of 20 – 30 TeV at η = 0. Similar to the electromagnetic
calorimeter, the hadronic calorimeter (HCAL) is made of a central barrel part (HB) and two
extended barrels (HEB), covering a pseudorapidity of | η |≤ 1.81. The forward hadronic
calorimeter uses Liquid Argon technology. For the HB and HEB the radiation does not put as
stringent constraints on the technology as for the ECAL. Hence, organic tile scintillation material
can be used, as done for the current ATLAS Tile Calorimeter [78]. Layers of the scintillator,
and the absorbers; lead and tungsten, are placed orthogonal to the beamline. Wavelength
shifting fibres [17] transport the signal to the Silicon photo-multiplier (SiPMs [17]) readout. The
containment is ∼ 9Λ0 at η = 0. The granularity is four times increased compared to ATLAS with
Δη×Δφ = 0.025 × 0.025 with ten longitudinal layers in the barrel and eight in the extended
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32 2 The FCC hadron collider and its baseline detector

part. The single pion resolution for η = 0.36 is 48 %/
√

E ⊕ 2.2 % and within the target goal of
maximal 3 % constant term. Since the hadronic calorimeter is placed within the magnetic field,
the resolution is slightly degraded, due to losses to the cryostat wall. The effect of pile-up and
electronics noise can be correctly integrated, using a topological clustering [79, 80] algorithm and
worsens the resolution to 114 %

√
E ⊕ 2.1. This means that the reconstruction and calibration

algorithms need to be further optimzed and possibly combined with tracking information (particle
flow) [52].
The longitudinal segmentation of the calorimeters is preliminary and still needs optimization.
Furthermore the pile-up mitigation needs to be studied in more detail. In total, the proposed
ECAL and HCAL have 2.5 × 106 channels. At 40 MHz bunch crossing rate, assuming 16 bit
readout per cell, this would at maximum result in a rate of 200 TB/s to be transported by optical
fibres to the first level trigger, assuming all available channels are fired simultaneously.
An alternative to the proposed LAr option for the electromagnetic calorimeter is a calorimeter,
based on silicon technology as active material and lead or tungsten absorber. The readout can
either be realized as being analogue, by measuring the energy deposition, or digital. The latter
operates by counting the number of particles passing through a cell, which is roughly proportional
to the energy deposition, if the material is thin. Using 50 layers with 2.1 mm tungsten and 300 μm
Silicon and 5 mm × 5 mm pads yields in a stochastic term of a = 16%

√
GeV and a constant

term of c = 0.1 % in simulation without pile-up. Digital readout, using monolithic active pixel
sensors (MAPS) [17], with 50 μm × 50 μm (threshold of 480 e–) and extremely thin sensor layer
thickness of 18 μm gives a = 12.6%

√
GeV and c = 0.3 %. The linearity of response is good up to

approximately 300 GeV. Beyond, it needs to be corrected for multiple electrons passing through
the same pixel. In total, this calorimeter would have 1012 pixels on a surface of 3500 – 6000 m2

Silicon, depending on the exact implementation. Future research and development and especially
the CMS Phase-II planned high granularity forward calorimeter [81], based on analogue silicon
technology will show if the technology could be applied for FCC-hh [52].

2.6 Muon system

For the muon system three different options exist: momentum measurement in the tracker plus
using the muon system for identification only, standalone muon momentum measurement i.e.
measuring the angle between the muon track and the radial line connection to the beam axis or
a combined approach. The current muon system model consists of a barrel and outer endcap
part, which are located outside the solenoids, an inner endcap part, within the main solenoid
and a forward part. The expected standalone muon resolution is limited by multiple scattering
in the calorimeter to ∼ 4 % for tracks with transverse momenta of 10 – 1000 GeV/c, about 6 %
for 2 TeV/c and 24 % for 10 TeV/c. Assuming 50 μm position resolution up to | η |= 2.5, the
performance is equal to the tracker resolution and less than 10 % for pT ≤ 3 TeV. At | η |= 2.5
the resolution is limited by multiple scattering to 28 % for tracks with 10 – 100 GeV/c and ∼ 41 %
for 500 GeV/c. Beyond, the momentum resolution exceeds 100 %. Therefore, in the current setup
the forward muon system can only be used for muon identification, but not for triggering. To
allow momentum resolution in the forward region, the dipole magnet option would need to be
used, instead of the solenoid. Considering the energy loss in the calorimeters, only muons with a
minimum transverse momentum of 6 – 7 GeV/c can reach the muon systems. The total cross
section for muon production coming from c- or b- or t-quark, W- or Z-boson decays amounts
in 200 μbarn and a total muon rate of more than 20 MHz for a transverse momentum threshold
of 10 GeV/c. Hence, the threshold needs to be set higher, to provide selectivity. The charged
particle rates are in a range (1 – 250 kHz/cm2) to allow to use the same sMDT (small-diameter
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2.6 Muon system 33

muon drift tube) technologies as planned for the ATLAS Phase-II upgrade [82]. Possibly two
layers consisting of four rows of gas filled (Ar – CO2) drift tubes with a diameter of 15 mm, an
angular resolution of 60 μm and a spatial resolution of 40 μm could be used. These chambers
would efficiently cover a total area of 1150 m2, using 260 k tubes [52].
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Chapter 3

Software for simulation and reconstruction

Throughout the whole lifetime of an high energy physics experiment, software is an essential
tool. This chapter concentrates on software for detector simulation and event reconstruction,
developed in the context of this thesis.

Simulation includes event generation, the propagation of particles through the magnetic field
as well as the particle interactions with the detector material, leading to energy loss, scattering
and possibly the creation of new particles. The response of the detector and the creation of
the detector signal, referred to as digitization also needs be considered. The stochastic nature
of physical processes is mirrored in simulation. For instance the multiple coulomb scattering
of charged particles is implemented by stochastic scattering. The propagation of a particle
through the magnetic field depends on the particle’s state (e.g. momentum, direction, position,
charge) and is implemented by numerically solving the field integrals. In contrast, the physical
processes a particle might undergo during the passage through the detector, have stochastic
character. Therefore, simulation in high energy physics is a perfect candidate for using Monte
Carlo methods [83].
Simulation is a substantial part of an experiment from the very beginning throughout its whole
lifetime. During the design phase it is crucial for developing detector models and studying their
performance. Among other applications, simulation is also used to deliver background estimation
as well as efficiency and purity values for analysis. The data produced by Monte Carlo simulation
is processed as if it was data recorded by the detector. In this way discrepancies between the
theoretical models used in simulation and actual data indicate that the underlying physics has
not been described properly and thus, can point to new physics.
Simulation is always an approximation of the underlying physics processes. The complexity
of this approximation determines the computing complexity and accuracy of the simulation.
Depending on the needed accuracy and speed as well as on the stage of the experiment, usually
different simulation types, classified according to their quality and speed are used. Figure 3.1
illustrates the application of different simulation types, e.g. fast and full simulation. When
designing an experiment, the complexity of the simulation type increases. This is not only due
to the progress in software development but also because more accurate models are needed,
while the detector layout gravitates towards the final design. Though, different simulation types
are not only needed during the detector design phase, but throughout the whole lifetime of
an experiment. For instance, to produce a high amount of data to increase the confidence in
statistics for a study, faster simulation types with sufficient accuracy are beneficial.

Full simulation is most detailed, using an accurate description of the detector geometry and its
material, doing an in-depth step-by-step particle transport through the detector and simulating
the particles’ interaction with matter. Yet, the high accuracy requires more CPU-time and
therefore long runtime.
Fast simulation is, as the name suggests, faster and less CPU-consuming. To speed up the
simulation, various approaches with different levels of simplification exist, for different use-cases.
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36 3 Software for simulation and reconstruction

fig. 3.1: Illustration of a simulation pyramid, showing the purpose, speed and complexity of
the different simulation types as well as the decrease of possible detector layouts over
time. At first, general considerations on the possible detector design are done without
software. As a second step analytical software tools (e.g. tkLayout [67, 84]) and
simple parametrized simulation models (e.g. DELPHES [85]) are used, mainly for
physics potential studies. This is followed by fast simulation types and first tracking
applications using the truth information from simulation. Both, the detector design and
the simulation type become more and more detailed, allowing to undertake in-depth
detector performance studies.

One possibility is to simplify the geometry and the material but still simulate the particle’s
transport and its interactions within the detector material accurately (see section 3.2.4). There
is a spectrum of possible geometric simplifications from describing the sensitive detector modules
detailed but just approximating the passive material to describing the whole tracker made of
simple cylinders, or using a completely parametric approach. In the latter case, the particle
interactions are parametrized by smearing the particle’s energy and momentum according to its
most probable energy loss obtained from full simulation (e.g. DELPHES [85]).
The simulation setup used for the FCC-hh is described in detail in section 3.1.

Another important software application is event reconstruction, whose purpose is to set the
measured detector signal into physical context. The reconstruction step is done to obtain physical
objects, e.g. particle tracks in the tracking detector or energy depositions in the calorimeters.
This allows to determine the properties of particles, as for instance the particle type, mass,
energy, momentum or charge.
To understand the concepts of track reconstruction, the design of a tracking detector is explained
first. The purpose of a tracking detector is to determine the trajectory of charged particles. Given
a magnetic field, the trajectory allows to determine the momentum of a particle and its origin.
A semiconductor Silicon tracker (as for instance used in ATLAS [11] and CMS [12]), consists of
thousands of silicon modules, subdivided into millions of readout channels which hermetically
cover the collision region. However, the tracker does not directly reveal the trajectory. Instead it
makes a number of localizations of the particle’s trajectory: In simplified terms, each channel
can be seen as a small diode in reverse bias, which records an electric pulse as soon as a charged
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particle traverses the volume and ionizes along its trajectory (for more detailed information on
how semiconductor detectors work, please see [17], chapter 35.7 ). When a particle traverses such
a detector module, it will make a charge deposition, creating current in the depletion zone and
hence, activate one to several neighbouring channels, which form a measurement (also referred
to as cluster). This measurements consists of the measurement position and, depending on the
readout technology, additional information as energy deposition, charge or time measurement.
The task of track reconstruction software is thereafter to find the trajectories of the charged
particles from the measurement positions with high efficiency and quality i.e. good fit quality and
a small number of holes1. Given the detector measurements, track reconstruction is composed of
two parts: track finding, which uses pattern recognition algorithms to find the particle trajectories,
and track fitting, whose purpose is to determine the optimal (best fitting) track parameters e.g.
point of origin, direction of flight and momentum. Monte Carlo simulation plays a crucial role
for validation of track reconstruction and determination of its efficiency. In contrast to real data,
the information about which particle created which hits - the truth information - is known [15].

Future scenarios, as a detector for the currently studied FCC-hh collider or ATLAS and CMS,
after the Phase-II upgrade for HL-LHC (see [86, 87]) have to satisfy unprecedented requirements,
regarding performance of both simulation and track reconstruction. Because of the increased
luminosity and the increased number of simultaneous proton-proton collisions per bunch crossing
of 200 for HL-LHC and about 1000 for the FCC-hh environment, more particles and therefore a
multitude of hits need to be processed in track reconstruction. This can be especially challenging
for track finding, because the complexity is not rising linearly with the number particles but
combinatorial, with the number of possible hit combinations between the layers. Therefore,
track reconstruction software for these scenarios needs to be highly efficient and fast. Among
others, these requirements have been a strong motivation to establish a new track reconstruction
package Acts (A common tracking software) based on the ATLAS track reconstruction software.
The Acts package is introduced in further detail in section 3.2, followed by a presentation of the
software implemented for the FCC design studies, in section 3.1.

The following part is dedicated to the software which was used for the studies presented
in chapters 4 to 6 and whose development was a major part of the work described in this
thesis. This included the co-development of the, at the beginning of the effort, newly established
software package Acts, with the focus on enabling and supporting the FCC-hh use-case within
FCCSW. One focus was on the more experiment specific geometry support, which follows previous
experience with the translation of a DD4hep-Geometry (see section 3.1.2.1) into an ATLAS-like
first test tracking geometry previously implemented for FCC software (FCCSW). It showed
that the general usage of the ATLAS-tracking software is possible in another experiment and
framework [88], and additionally motivated this work. The former implemented ATLAS-like
tracking geometry in FCCSW is now fully replaced by the Acts package. The used programming
language is C++ [89, 90].
In the first part of this chapter, a general introduction to FCCSW is given and the software
components used and developed for the studies are introduced. The second part concentrates on
the specific software implementations within Acts.

1Passed detector layers along the track, where no measurement has been registered.
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38 3 Software for simulation and reconstruction

3.1 The FCC Software (FCCSW) for event processing, simulation

and reconstruction

For all of the possible FCC collider options (ee, eh, hh) a common software suite FCCSW [91, 92]
was established, in order to optimize usage of common components and to keep code duplication
at a minimum. In addition FCCSW profits from the existing and well-tested LHC-experiment
software, adapts useful components for FCC usage and exploits software concepts proven to be
successful. For instance FCCSW uses Gaudi [93] as an underlying event processing framework. It
is an experiment independent software architecture and framework for high energy physics data
applications, which is also used by the LHCb [13] and ATLAS [11] experiment. Gaudi controls the
event loop by scheduling components, realized as services (providing fundamental functionality
to all algorithms and tools), algorithms (main processing block) and tools (algorithmic code
which can be reused by several algorithms) with abstract interfaces, that communicate via a
central data store. These Gaudi components allow to introduce configurable parameters. The
configurable parameters as well as the components to be used for a specific job, can be declared
and modified at runtime using Gaudi job options, which are simple python [94] scripts. Each
service, algorithm and tool in Gaudi needs to implement an initialize() and a finalize()

method. The initialization is done before the events of a run are processed and is used for
configuration of the components by the given job-option parameters. After the execution of the
given number of events, where each algorithm is executed once per event, the finalization of each
component is called, allowing to do necessary clean-up. Using Gaudi ensures future deployment
of parallelism, since Gaudi is updated to the concurrent GaudiHive [95] framework.
The FCC event data is stored in a common and flexible event data model (EDM) [96], based on
simple C++ classes and structs using ROOT [97] for input/output and persistification.

fig. 3.2: The FCCSW simulation-tracking chain showing the different steps in full simulation
and reconstruction.

For event simulation and reconstruction a detector geometry description is essential which is
described in section 3.1.2. The first step of the simulation chain is event generation. In FCCSW
PYTHIA8 [98], with Monash 2013 tune [99] is used to simulate proton-proton collisions with
a center-of-mass energy of 100 TeV. To simulate the beam spread, vertex smearing is directly
applied during event generation with the gaussian widths of σx/y = 0.5 mm, σz = 40 mm and
σt = 180 mm/c.
The generated particles are the input to the FCCSW-simulation-tracking-chain, displayed
in fig. 3.2. The particles are traversed through the detector, taking the magnetic field into
account (section 3.1.3), by simulation, followed by digitization and clusterization (section 3.1.4).
The created cluster positions (space-points) serve as input to track seeding2, using a cellular
automaton approach [100] as done for the CMS upgrade. These seeds are the input to track
reconstruction and fitting, for which Acts will be used.
Following the example of the ATLAS integrated simulation framework (ISF) [101], full and fast
simulation options can be coherently combined in different detector regions. The simulation

2Seeding is the first part of track pattern recognition, aiming to find possible track candidates.
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package Geant4 [102] serves as simulation kernel and is used for full and a fast parametrized
simulation option (see [103]). For the full simulation studies presented in this thesis, Geant4
version 10.03.p01 with the physics list FTFP_BERT was used. A particle production cut3 of 0.1 mm
is the default in FCCSW simulation.
In order to simulate FCC-hh conditions with pile-up of 1000, a pool of minimum bias events at
100 TeV is simulated separately from the signal events. In a second step 1000 randomly chosen
minimum bias events are merged with the signal event using a pile-up merging algorithm. This
algorithm then calls dedicated tools defined by the user which do the merging of the requested
EDM-classes relevant for the specific study. The particle identification in FCCSW is currently
directly taken from Geant4 (using the trackID) and is shifted for the pile-up events. In this
way, the pile-up can be distinguished from the signal events. In future, a dedicated particle
identification scheme needs to be implemented for better handling of the Monte Carlo truth
information. The pile-up merging is done, before the digitization, since pile-up particles can
share the same cells as signal particles, which needs to be considered during digitization and
clusterization.

3.1.1 Acts integration into FCCSW

In FCCSW the Acts tracking toolkit is not only used for track fitting but has various applications.
For instance the magnetic field service of FCCSW is based on the Acts implementation. Its
integration is described in detail in section 3.1.3. Since for the FCC-hh conceptual design
study phase, no specific detector technologies have been selected yet, Acts is used to perform
geometric digitization (see section 3.1.4). Additionaly, it is planned to integrate Acts-FATRAS
(see section 3.2.4) as a fast simulation option into FCCSW, to offer a possibility to produce
high statistic samples in reasonable time. Especially for the FCC-hh conditions, with its many
particles being produced due to the high pile-up (see chapter 4), this is of interest. As soon as
track reconstruction and track fitting is fully functional, it will be integrated into FCCSW as
well. In fig. 3.3 the FCCSW-simulation-tracking chain is shown. The orange frame indicates,
where Acts is, or will be used within FCCSW.

The Gaudi components, namely services, tools and algorithms are used to interface to Acts.
They either use provided functionality directly or act as wrapper, internally holding an instance
of the Acts Object. Using the python job options of Gaudi, the Acts tools can be configured
(using their configuration structs) by the user at runtime, as demonstrated in fig. 3.4. The Gaudi
wrappers handle the communication from and to the FCC event data model.

3.1.2 FCCSW geometry

In FCCSW one common geometry input for all types of simulation and reconstruction is used,
to guarantee overall consistency. The geometry package used to describe the FCC geometry is
DD4hep [104], described in more detail in section 3.1.2.1.
For the FCC-hh scenario the baseline tracking detector as described in section 2.3 was designed
using a special detector design tool, the tkLayout software tool [67]. The flat layout design
was then exported from tkLayout to XML and transcribed into DD4hep detector description.
As illustrated in fig. 3.5, a Gaudi service builds the DD4hep geometry and allows to access
it during simulation. For track reconstruction and digitization, which uses the Acts package,
a track reconstruction geometry service was established, which calls the conversion function

3Geant4 uses a production cut in range, which can be translated to a production cut in energy. If a particle has
an expected range smaller than the given cut, it will not be considered during simulation.
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40 3 Software for simulation and reconstruction

fig. 3.3: Acts integration into FCCSW. The boxes in blue show the FCCSW full simulation-track
reconstruction-chain, which needs geometry input and write and read from/to the FCC
event data model. The white arrows indicate the program flow. The grey boxes show
different options of one step, e.g. digitization can either be done by smearing a hit or
using a geometric approach. The orange bordered boxes show where Acts is/will be
used internally.

fig. 3.4: Display of how the Gaudi components (services, algorithms, tools) are instantiated and
configured by python job options. The Gaudi component internally uses the Acts tool.
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of the Acts DD4hepPlugin (see section 3.2.1.3) and returns a pointer to the Acts tracking
geometry. Since the material description of the current FCC-hh tracking detector is still relatively
simple at this stage, it was sufficient to use the material averaging within the Acts-extension of
the DD4hepPlugin, described in section 3.2.2.1.

fig. 3.5: Diagram illustrating the consistent geometry building chain within FCCSW. Both, the
simulation geometry of Geant4 and the track reconstruction geometry of Acts are built
automatically from the common DD4hep geometry source.

3.1.2.1 DD4hep - Detector Description for high energy physics

Within the FCC software package, a detector description package developed by the AIDA [105]
(Advanced European Infrastructures for Detectors and Accelerators) community is used. DD4hep
[104] stands for Detector Description for high energy physics and is a generic detector description
toolkit, which is an in-memory model based on C++ objects.
It internally uses the, in the high energy physics community widely used, ROOT [97] geometry
package TGeo [106]. The ROOT geometry package is based on volumes, their relationship to one
another and the overall world volume. Each volume can be placed several times within another
volume. Hence, a TGeo volume does not represent a unique entity. Due to this fact and because
TGeo is a pure geometrical description, lacking any detector relevant information, DD4hep
implemented detector elements. These are implemented on top of TGeo and can for instance
describe the detection techniques, readout information, alignment, calibration or conditions data.
The detector element is realized as a unique DetElement class object and is the heart of the
DD4hep detector description. Each detector consists of a tree of these DetElements. The tree of
detector elements is parallel to the geometry tree, with each detector element having a link to its
corresponding geometrical object but not vice versa. For example, not each cable or support
structure needs detector relevant information, nevertheless needs to be described in the full
geometry description to correctly account for the material. Each detector element is only placed
once in the detector tree and thus, represents an exclusive entity and can be uniquely identified,
which is crucial for simulation and reconstruction.
DD4hep implemented an extension-mechanism which can be used to extend the functionality
of the DetElement. For this purpose any C++ class object can be created and added to the
DetElement.
To build a geometry in DD4hep two ingredients are of need: an XML-description, stating all
relevant detector parameters and corresponding constructors in C++, which build the detector
in-memory and receive the needed parameters from the XML-description. The compact detector
description is flexible, allowing to change detector parameters as e.g. the dimensions or the
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number of layers at runtime without the need to go through the more time consuming process of
recompiling the program. A high energy physics detector at an accelerator consists of different
detectors: the tracker, the calorimeter, the muon-system etc., these usually consist of subdetectors.
For the FCC-hh case the tracker has different subdetectors: the pixel tracker, the macro-pixel
tracker and strip tracker, which will also be called hierarchies in the context of geometry building.
As illustrated in fig. 3.14 these subdetectors have different parts: the barrel region, with usually
plane rectangular modules, arranged on a cylindrical layer (the modules are also often tilted for
better η-coverage for future experiments) and trapezoidal modules, arranged on a disc layer in the
negative and positive end-cap region. Since these regions are very different, they require different
detector constructors. These are usually written in a generic way. This allows the constructor to
be reused by several XML-descriptions, which specify the constructor to use. For example in the
FCCSW description one C++ constructor is used for all inner and outer barrel parts, as well as
one for all inner, outer and forward endcap parts. The exact design of the constructors, as well
as the XML format is very flexible and can be designed by the user. The DD4hep parsers do not
require a fixed XML schema. Thus, new attributes can be easily introduced. This makes the
tool powerful, since there are basically no limits on how the geometry is built. However, since
there is no general rule of how to build a DD4hep geometry, the C++ detector constructors need
to be provided by the user’s side, which requires additional expertise.
To build a subdetector (e.g. the inner tracking detector) usually consisting of a barrel and two
endcaps, DD4hep provides a possibility to group these parts, to form a subdetector just using a
subdetector assembly-constructor in the XML-description. Finally the whole detector, grouped in
subdetectors can be accessed and managed by a singleton entity the LCDD.

3.1.3 FCCSW Magnetic field implementation

To avoid code duplication, FCCSW uses the already present magnetic field implementation
of Acts, described in section 3.2.3. Since the magnetic field needs to be accessible by simula-
tion and reconstruction, it was implemented as Gaudi service. Following the Gaudi concept,
an abstract interface class IBFieldService was implemented providing a getField() and
getFieldGradient() method, returning the 3D magnetic field and gradient value at a position
given as function parameter. Two implementations of the IBFieldService exist:

• ConstantBFieldSvc - describing a constant magnetic field implementation, returning the
same magnetic field value for any given position

• InterpolatedBFieldSvc - it interpolates (using a linear approach) the magnetic field value
from field values given in a magnetic field map file

The FCCSW implementations internally use the Acts implementations Acts::ConstantBField

and Acts::InterpolatedBFieldMap. As soon, as the interface methods to access the magnetic
field or gradient are called, the call is forwarded to the Acts object, as for example shown for the
interpolated field service in fig. 3.6.

These FCCSW services can be configured at runtime using the Gaudi job options. In case
of the constant magnetic field implementation, the magnetic field value can be configured. For
the interpolated field implementation the magnetic field map can be provided, either in txt/csv

or root file format. An example of the configuration of the InterpolatedBFieldSvc in the
python job-options is shown in fig. 3.7, where the FCC-hh magnetic field map is given in cylinder
coordinates and root file format.

In order to use the FCC magnetic field service during Geant4 simulation a wrapper bFieldG4,
inheriting from the Geant4 interface class G4MagneticField was implemented. It internally calls
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fig. 3.6: Implementation of the getField() and getFieldGradient() methods to access the
magnetic field in the InterpolatedBFieldSvc of FCCSW, by forwarding the call to
the Acts instance held by the service.

fig. 3.7: Configuration of the InterpolatedBFieldSvc, with the FCC-hh magnetic field map
as input, within FCCSW, using Gaudi python job-options. A field map in root file
format is provided in cylinder coordinates. Only the first octant is given by the map.
The service will automatically extend the map to the other octants.

a magnetic field service following the IBFieldSvc interface. To allow to configure which magnetic
field service implementation should be used, a configurable Gaudi tool SimG4BFieldTool was
implemented. This tool sets up the magnetic field in Geant4 with a given magnetic field service.
The implementation is continuously tested and has been validated. The validation included
consistency checks of the interpolated field value with the given magnetic field map, the automatic
symmetric extension of the map, as well as the the implementation within Geant4. It was found,
that using the interpolated field service instead of the constant field service, approximately slowed
the simulation of single muon events down by a third. The magnetic field value can also be
visualized within FCCSW (see fig. 3.32).

3.1.4 Digitization and Clusterization

The process of emulating the detector response in simulation is referred to as digitization.
Clusterization clusters neighbouring readout channels to form a measurement. The spatial position
of clusters, represent space-points, which serve as input to pattern recognition. Clusterization is
the first part of reconstruction and also needs to be applied to actual detector output.
The output obtained from Geant4 full simulation (see appendix A.3) are steps, consisting of a
pre and a post step position of a particle trajectory with a corresponding energy deposition along
the step length in the sensitive volume. Similar to full simulation, the pure simulation output of
the FATRAS (see section 3.2.4) fast simulation gives the intersection point and direction of the
particle path with the surface, representing the detector module. Both simulation outputs do
not describe the actual measurements as obtained from a physical detector. The measurement
of the path of charged particles is usually translated into a charge measurement, utilizing the
fact that a charged particle ionizes along its path (see appendix A.4.1). Hence, the charge
deposition in a suitable sensitive material (with high yield, as e.g. Silicon for ATLAS and CMS)
is recorded by the detector. The actual design of the readout as well as the choice of material are
detector specific. For high energy physics experiments, the readout is usually segmented, into
small readout cells to allow an accurate determination of the position, where a particle passed a
detector module. Therefore, the granularity of the readout grid determines (apart from other
effects) the position and consequently the momentum and vertexing resolution of the tracking
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detector. In addition, also the capability of resolving close by tracks in dense environments
depends on the readout granularity.
This section describes the implemented digitization and clusterization, used for the studies of
this thesis. Because the specific detector technologies which will be used for FCC-hh are not
known yet, only geometry aspects for the clusterization are considered. For more details of the
implementation within Acts, please see section 3.2.5.
The first required step of digitization within FCCSW is to build a Acts::DigitizationModule-
class object for each sensitive detector module. This module contains all the relevant information,
needed for digitization and clusterization. Within the geometry translation from DD4hep to Acts,
the option of directly translating the given DD4hep readout segmentation to the information
needed within Acts, is provided. For memory optimization reasons, also the possibility to build the
class once for several detector elements (having the same readout), is provided (see section 3.2.1.3).
Every detector element inside Acts holds a pointer to the defined DigitizationModule.

fig. 3.8: Program flow of the GeometricDigitizer within FCCSW. Given simulated tracker
hits, it first digitizes the hits, using the createCells()-method and then clusterizes
the cell createClusters(). The output are clusters.

Inside FCCSW a configurable digitization algorithm, the GeometricTrackerDigitizer, has
been established to perform the digitization and clusterization. The program flow is illustrated
in fig. 3.8. Simulated tracker hits in FCC EDM format are the input to the algorithm, either
created by full or fast simulation. First, the hits are digitized using the subroutine createCells(),
by determining the number of activated cells, given the hit information, and creating cell objects.
These cell objects serve as input for clusterization, which is invoked by createClusters(). The
algorithm allows to apply an energy threshold, which must be reached by each cell to be activated,
configurable at runtime. It can be chosen, if cells sharing a common edge or cells sharing a
common corner should be merged into the same cluster. The latter was taken as default and
used for the studies in this document. Other configurable parameters are a weight for gaussian
smearing applied to the step length and a lorentz angle, which determines the deviation of the
charge carriers within the silicon, due to the applied magnetic field.
Two different cluster outputs can be created. Firstly, output in FCC EDM format, written to
the FCC event store. It possibly consists of time, energy and position information, the track IDs
and hits contributing to each cluster. Secondly, an internally created FCCPlanarCluster object
can be created, holding the same information as the first option. The second option has been
created due to memory related issues within the FCC EDM at the time of the implementation4,
which becomes a serious issue for the FCC-hh data amounts. The issue is under investigation.
Depending on the readout type, which is set during configuration, the cluster position is calculated.
In case of digital readout the cluster position is the mean of the cell positions. If the detector
uses analogue readout the cell positions are weighted according to their energy deposition. By

4Just after reading in the hits for one event at 〈μ〉 = 1000 the memory consumption exceeded 6 GB. For creating
the output clusters another 3 GB were needed. However, theoretically the simple EDM structs should not
exceed 1 GB.
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digital

analogue

(a) Cluster position resolution for 25 μm pixel
width in local x, global r/φ.

digital
analogue

(b) Cluster position resolution for 50 μm pixel
length in local y, global z.

fig. 3.9: Two figures showing the resolutions for the first tracker layer, as obtained from fast
simulation and geometric digitization, for analogue and digital readout, in the two
different readout directions.

calculating the difference between the cluster position and the corresponding hit positions, a
realistic resolution estimate can be obtained. For FCC-hh granularities, the obtained resolutions
for the first layer are shown in fig. 3.9, using Acts fast simulation.

In fig. 3.10 a possible configuration of the GeometricTrackerDigitizer is shown. The weight
of the gaussian smearing of the path length within a cell is set to 0.1 per default and a default
energy threshold to activate a cell of 3.6 keV (producing 1000 electron-hole pairs) is applied,
which is a typical value for current silicon detectors. Due to not known technologies, the impact
of the lorentz force to the charge carriers, hit inefficiency, cuts in incident angle or traversed
length have not been applied.

fig. 3.10: Example for runtime configuration of the GeometricTrackerDigitizer, using the
Gaudi job-options. The digitizer reads in hits (digiTrackHitAssociation) produced
by FCC full simulation and writes out trackClusters to the FCC event store. Digital
readout is used, by setting the analog readout option to ’false’.

3.1.4.1 Simulation output and truth handling

The first step of the FCCSW simulation chain, creates simulated hits, which are written to files
using the EDM output format. In a second step, the hits are overlaid with pile-up and stored
to another file, before being digitized and clusterized. The conditions at an FCC-hh collider
of

√
s = 100 TeV with 〈μ〉 = 1000 create unprecedented amounts of data during simulation,

compared to LHC-experiments. This leads to new memory related issues. For instance, when
overlaid with pile-up, at the moment only one event can be stored per file. In addition, it is
currently not possible to store both, tracker and calorimeter simulated hit information into the
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same file, because the file size would exceed 1 GB. Even if the already mentioned memory related
issues of the FCC EDM can be resolved, the produced outputs will still be high.

To reduce the total number of simulated tracker hits produced by Geant4 a dedicated
G4SensitiveDetector, which is a Geant4 module responsible for creating and storing Geant4
hits, has been created. It merges all steps done by Geant4 from the same particle within the same
sensitive detector volume. This reduces the total number of produced hits before digitization
by nearly a factor of two. In addition it also speeds up the digitization process, since less hits
need to be processed. For the majority of cases, hit merging produces the same result (cells hit
after digitization) as without hit merging, because the scattering within the thin silicon sensors
is very small. Rare cases where e.g. a low momentum secondary electron is strongly deflected
and would activate additional cells occur only occasionally.

For the studies presented in the following, special information as e.g. truth simulation
information was of need. All particles created within the detector material are registered by
Geant4. Special caution is required, when storing the particle history, because for the FCC-hh
case, with its high pile-up conditions, millions of particles are produced. This can lead to a
memory consumption in the range of tens of GB. For this reason a possibility to flag only those
particles which created a registered (above threshold) hit within the simulation was introduced.
This allows to register the truth information and keep the memory at a reasonable level. This
flag can be set at runtime using the job-options.
Using these two options, the file size still amounts to ∼ 300 – 400 MB, just storing the simulated
tracker hits of one event. Therefore, in future more improvements, including structural changes
to the simulation-chain and rethinking of the event-based processing, need to be done.
To write out dedicated cluster information for the truth studies, the GeometricTrackerDigitizer

allows to plugin dedicated cluster writers using the cluster information. For full simulation
studies special writers to save the cluster information and the corresponding truth information
of all particles taking part in the simulation, including generated particles as well as the particles
produced within the detector, have been created.

3.2 A Common Tracking Software - Acts

The track reconstruction software of the ATLAS experiment [107] was established during the
preparation of the technical proposals and technical design reports in the late 1990s and evolved
until its deployment in 2008. The software, originally written in FORTRAN [108] language, has
undergone a major optimisation for Run-2 in 2012 [109], to deal with the increased hit density
due to the increased luminosity.
After years of development and usage, the ATLAS track reconstruction software is very well tested
and has proven excellent performance (see [110–112]) in a complex magnetic field environment
and within diverse tracking detector systems of ATLAS: the pixel and strip detectors, the
transition radiation tracker and the muon tracking system and is equipped with a dedicated
transport model through dense calorimeter material [113].
For the operation of the High-Luminosity LHC (HL-LHC) [44, 45], expected in the mid-half of
2026, the Phase-II upgrade of the ATLAS detector [53] is planned, which includes a significant
update of both, hardware and software components. Especially dealing with the expected 200
simultaneous proton-proton collisions per bunch crossing will further complicate the track finding.
This requires to prepare the software for changes on the computing hardware landscape, possibly
exploiting modern CPU, GPU or FPGA architectures. Threadsafety is of particular interest, to
enable multithreaded applications while maximizing the physics potential.
On these grounds the Acts package [114, 115] has been established as an experiment independent

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

3.2 A Common Tracking Software - Acts 47

fig. 3.11: Overview of the provided components of the Acts track reconstruction package. This
includes an internal and simplified geometry description, an internally used event data
model, pattern recognition and track finding algorithms. In addition, digitization and
clusterization tools are provided. The geometry can be automatically translated from
the respective experimental detector model, using plugins.

track reconstruction package based on ATLAS track reconstruction software. The package
however, should not be exclusive for the ATLAS upgrade but is designed as a general toolkit,
usable for other experiments or future scenarios as e.g. the FCC design study.

Below, an overview of the Acts tracking package functionality and its components is given.
The main building blocks of the Acts package include a tracking geometry description, a bare
event data model for track parametrization, high performance and flexible algorithms for track
propagation and fitting, and basic track finding algorithms, as shown in fig. 3.11. For track fitting
and finding an internal propagation of the particle’s parameters (track parameters), described
by the internal event data model, through the tracking geometry is needed. This is realized
by a propagator, which takes the magnetic field and the change of the particle’s trajectory due
to material effects into account. Highly templated code ensures experiment independence of
the tracking algorithms. To directly interface to external software, as for instance needed for
geometry translation, the code can be extended by writing plugins. In this way, the core-package
of Acts, is independent of the experimental choices for geometry or magnetic field description
and kept at minimal dependencies, namely Eigen[116], as an underlying math library5, and
boost [117]. If required for the experimental setup, building of certain provided plugins can be
enabled. For additional features, the plugin library can be extended.
The templated design of Acts allows to plug in different algorithms for e.g. track finding and
fitting. In this way the usage of different algorithms optimized for the specific experimental
setups and research and development of fast algorithms for future scenarios is supported.
As a general platform for testing and developing algorithms, independent of any experimental
event-processing framework, a simple test-framework was introduced. To test the algorithms

5As chosen for the ATLAS Track Reconstruction Software after testing various packages [109]

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

48 3 Software for simulation and reconstruction

fig. 3.12: CPU-usage histogram for extrapolating track parameters through a generic tracking
detector using the Acts test framework on a Xeon machine with 4 cores and 8 threads.
The histogram displays the percentage of wall time the specific number of CPUs were
running simultaneously. Spin and overhead time add to the Idle CPU usage value.
The measurement and the resulting graphics have been done using Intel® VTune™
Amplifier XE [118].

of the Acts core package on thread safety and exploitation of parallelism, the test framework
allows multi-threaded event processing. Figure 3.12 shows, for instance, the percentage of time
the specific CPUs were running simultaneously when extrapolating track parameters through a
generic detector, using Acts, on a 64 CPU machine. During initialization (e.g. geometry building,
configuration of algorithms) only one processor is used, while during the main execution of the
program, the handling is optimal, using the full capacity of available processors.

In section 3.2.1 and section 3.2.2 the general geometry and material description inside Acts as
well as translation plugins from external software are described in further detail. Section 3.2.3
shows how magnetic field support for experiments is realized within the package. In section 3.2.4,
a fast simulation application using Acts is introduced and section 3.2.5 shows how the detector
response can be emulated in simulation by using geometric digitization and clusterization within
Acts.
Since a software package evolves, especially in its early development, and is constantly updated and
further enhanced, some of the implemented functionality described in the following (section 3.2.2
and section 3.2.4) was extended, especially with the shortly introduced update of the propagation.
However, the underlying work-flow of the implementation still remain the same. In the following
sections the software, as it was implemented, is described.

3.2.1 Tracking Geometry

In order to perform track reconstruction, a geometrical representation of the experiment is
essential. For accurate full simulation, a detailed description of the detector, as close as possible
to reality is required, to correctly emulate the particle’s passage through the detector and its
interaction with material. For track reconstruction, a simplified view of the detector is sufficient,
but is also required to guarantee adequate runtime and CPU-consumption. However, the model
should not be oversimplified. The sensitive detector modules, where the particle creates a
measurement, as well as the material, which affects the particle’s trajectory, need to be described
accurately.
The final output of track reconstruction is a global 3D track, spreading over many layers
of the detector consisting of several local 2D measurements on detector modules. This track
structure, consisting of local measurements, is reflected in the tracking geometry by using surfaces,
representing the detector modules. When intersected, the surfaces yield a local measurement
and allow local to global transformations of measurement points. As in the physical detector,
the surfaces representing the detector modules, are placed into layers. The layers are embedded
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(a) The Acts geometry is de-
scribed by volumes con-
taining layers, which have
a link (realized as a
pointer) to their previ-
ous and next layer within
the volume and surfaces,
which describe the sensi-
tive detector modules.

(b) Illustrations of the full and detailed geometry description on the left,
versus the simplified, surface-based geometry description within the
tracking geometry. Within Acts, a detector module is described by
the class object DetectorElement, which internally holds a pointer to
the original geometry object in the respective geometry description of
the experiment. This link allows automated updates of the geometry,
needed for alignment or conditions data. Figure by A.Salzburger.

fig. 3.13: Illustration, showing the basic geometry concepts of Acts. On the left, the possible
geometry structure of barrel layers of a tracking detector consisting of volumes, layers
and modules is shown in transverse plane. The right side shows the description of the
sensitive detector modules within Acts.

in volumes, composing the tracking detector, as illustrated in fig. 3.13a. This gives a realistic
geometry description of the sensitive detector components, enables localization of the surfaces
within the detector and allows track following in the global 3D frame.
The surface concept is an integral part of the Acts tracking geometry because all other geometrical
objects can be build from surfaces. In addition, they allow simple intersection. Surfaces are used
to describe the sensitive detector parts and also the layer concept consists of a surface representing
the layer and two boundary surfaces. A volume is described by its boundary surfaces.
In Acts the surfaces are a pure geometrical concept, which can have different boundary shapes
(e.g. rectangle, cylindrical, trapezoidal) and allow intersection. To describe the physical detector
module in software and to emulate a particle’s interactions with material, more parameters are
of need. These include the thickness of the detector module and also a identifier. It also contains
information needed for digitization, as for example the readout information and conditions data
(e.g. temperature, voltage). Therefore each surface representing a sensitive detector module has
a C++ pointer to a DetectorElement carrying this information, as illustrated in fig. 3.13b.

For efficient and rapid track reconstruction, a central concept of the tracking geometry is its
embedded navigation, which allows fast access to the sensitive surfaces for the propagation of the
particle parameters through the tracking detector. This is realized using a bottom-up approach:
the surfaces representing the detector modules are binned into a grid within the layers. These
layers are binned into volumes representing different detector parts and hierarchies e.g. barrel
and endcap, pixel and strip region. The volumes are nested into each other from the inside to
the outside of the detector, as illustrated in fig. 3.14. The binning allows fast intersection with a
surface or a layer, since only one surface at the intersection estimate and its neighbours need
to be checked for possible intersection. Furthermore, layers and volumes have pointers to their
neighbours, which allows fast navigation in-between the geometry objects.
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fig. 3.14: Example for a typical barrel-endcap like tracker structure having different subdetectors:
pixel, macro-pixel and strip tracker, which are different hierarchies in the Acts geometry
consisting of the endcap disc layers on the negative and positive side, as well as the
central barrel layers.

Special configurable geometry builders create the tracking geometry from bottom to top,
beginning with the lowest hierarchy, which is the subdetector closest to the beam pipe (e.g. the
pixel detector) to the the outer parts of the sub detector (e.g. the strip detector). The builders
ensure the correct binning and setting of pointers needed for navigation.
As summarized in fig. 3.15 the first step of geometry building is done by a layer builder. It
builds all layers of a volume and possibly invokes the building of all contained sensitive surfaces.
In case no surfaces are present, the layer is treated like a passive material layer. The surfaces
are automatically binned, either in φ/z for the barrel region or in φ/r direction in the disc
region. Building the binned array of surfaces is done by a dedicated SurfaceArrayBuilder. It
automatically determines the bin boundaries using the geometrical extension of the surfaces
and bins the surfaces either equidistant or arbitrary, as configured. Surfaces at the same bin
position are identified and placed within the same bin to allow for special detector geometries
as for instance double sided modules, composed of two single sided sensors. The dimensions
of the layer can either be automatically adapted to the geometrical extension of the contained
sensitive surfaces or can be set during configuration of the LayerBuilder. After all layers of a
sub-volume (e.g. the barrel or the endcaps) of the pixel detector are built, the VolumeBuilder

builds all subvolumes of one hierarchy and wraps this newly built volume around a potential inner
volume. Hierarchy is in the following referred to as the hierarchy of sub-volumes in a cylindrical
barrel-endcap-like structure, for instance an inner or outer tracking detector. Each geometric
hierarchy is either decomposed of a barrel or two endcaps or a barrel and its corresponding
endcaps. Similar to the other builders, the dimensions of the volumes can either be specified
through configuration (important for translation) or be automatically estimated by the builder
from the contained layer dimensions. Finally a high level GeometryBuilder steers the whole
geometry building, by receiving all relevant volume builders via configuration and builds one
final world volume. It returns a handle to the tracking geometry.
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fig. 3.15: Summary of the geometry building process, using geometry builders within Acts.

The possibility to configure the geometry building tools is fundamental to offer a flexible
geometry building process for various applications. All geometry builders follow a dedicated
interface. The volume builder is currently designed for typical cylinder geometry setups (e.g.
ATLAS, CMS or the FCC-hh reference design). It can be easily replaced by another volume
builder designed for other (e.g. box-like) detector geometries. During geometry configuration,
the dedicated geometry building tools can be selected by specifying which tools should be used.

3.2.1.1 General geometry plugin structure

For an experimental software setup a single in-depth detector description input is recommended,
which can be translated into the different representations needed by other software packages. This
ensures consistency in case of detector geometry changes during the design phase or adaption to
real positions of an installed experiment. During runtime of an experiment, relative movements
of the detector components, due to conditions change e.g. temperature, voltage, magnets power
cycling, etc. can occur. To determine the exact position, the experiments use a procedure called
alignment [119, 120]. Hence, an automatic translation procedure from the full and detailed
geometry description used for full simulation into the simplified tracking geometry is essential.
There are several different geometry modelers that are used in HEP experiments. Therefore, the
plugin-mechanism should be used to ensure the geometry translation for an experiment.

As mentioned in section 3.2.1, each surface representing a sensitive detector element is linked to
a detector element class, containing detector relevant information, as illustrated in fig. 3.13b. An
experiment specific detector element inheriting from the DetectorElementBase class provides
detector relevant information directly to Acts. The mechanism allows the user to directly use
the information provided by the full geometry, by internally using the full geometry object in
the Acts-representation of the detector element. Via the direct link any aspect of alignment is
automatically taken into account.
After the definition of the specific Acts detector element, using the underlying geometry model,
these detector elements need an automatic build mechanism integrated into the Acts geometry
building chain, to ensure that the internal navigation is built correctly. A natural entry point is
to inherit from the given geometry building tool interfaces, as for instance the IVolumeBuilder,
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fig. 3.16: The layer builder interface ILayerBuilder within Acts. A natural entry point to
be used for geometry translations for cylindrical geometries. Each layer builder
implementation needs to implement the above functions to build the layers for the
different regions.

the ILayerBuilder or the ISurfaceBuilder. Acts provides automatic geometry building for
a few standard detector geometries i.e. plane (possibly also inclined or double sided) modules
arranged in cylindrical and barrel-endcap like structures symmetric around the interaction point
as e.g. CMS, ATLAS or illustrated in an example tracker in fig. 3.14. In most cases it is sufficient
to simply implement a layer builder inheriting from the ILayerBuilder interface (see fig. 3.16).
The layer builder invokes building of the specific detector elements for the different regions:
negative, central, positive (see fig. 3.14) and builds the layers using the tools. The binning of the
detector elements and layers as well as the layer and volume building is then automatically done
by the provided geometry builder and helper tools.
To summarize, an implementation of the detector element and a layer builder are in most cases the
needed components of a geometry plugin in Acts. Since FCC uses DD4hep (see section 3.1.2.1) as
underlying geometry package, the support of DD4hep needed to be ensured as a plugin, described
in the following, within Acts.

3.2.1.2 The Acts TGeoPlugin

As described in section 3.1.2.1 the DD4hep detector description uses ROOT TGeo [106] as an
underlying geometry model. ROOT [97] is widely used in the high energy physics community and
also a translation from Geant4 [102] into the ROOT geometry exists. Hence, it was decided to
split the pure geometry from the detector description and build a separate TGeoPlugin as a first
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x y

z

x

y

z

TGeo ACTS

x y

z

‘XYZ’ ‘YxZ’

fig. 3.17: The default axis orientation during translation ’XYZ’ meaning that the x-,y-,z-axis of
the volume in TGeo should be translated as the x-,y-,z-axis of the surface in Acts is
displayed on the left. If, for example, the coordinate system is rotated by 90 ◦ around
the z-axis, as displayed in the middle, the string should be ’YxZ’.

step. This allows to also translate standalone TGeo geometries into Acts. Since the TGeoPlugin

requires an additional dependency, namely ROOT, it is only build upon request.
The TGeoPlugin introduces a TGeoDetectorElement and a TGeoLayerBuilder, as generally
needed by a geometry plugin in Acts (see section 3.2.1.1). The TGeoDetectorElement holds a
direct link to the underlying ROOT geometry by having a C++ pointer to a TGeoNode object [121]
as a private class member, which is set during the object construction, by providing the TGeoNode

as a function parameter to the class constructor. A TGeoNode represents a positioned volume, in
the TGeo geometry, that includes the placement and rotation matrix, given as a 4-dimensional
transformation matrix, of a volume and its dimensions. In ROOT, the transformation matrix of a
node is always given with respect to the volume the node is placed in (the mother-volume). The
mother-volume itself (and its mothers) can be placed in other volumes. The global (with respect
to the detector) transformation matrix from local to global coordinates can not just be obtained
from the node and thus, can be provided as an additional argument during construction. The
global transformation matrix is obtained automatically during translation in the layer builder.
The ROOT geometry model does not incorporate any detector relevant information. For this
reason, detector relevant information as for instance the digitization information (provided by an
Acts DigitizationModule see section 3.2.5) or the detector module identification need to be
known at construction. The material of the module and a scale factor, which should be applied
to all dimensions to translate from TGeo to Acts are additional parameters. In this way, all
relevant parameters are provided to internally build the Acts detector element with its associated
surface, which holds the boundary, rotation and position information.

Special attention needs to be paid to the fact that the translation of the bounds is not
unambigous, because a 3D volume is translated into a 2D surface and the user’s choice of axis
orientation can be arbitrary. The distinction which axis orientation was chosen, is done by
string-identification. This means that the user needs to pass a string, identifying the local
coordinate system of the module. ’XYZ’ is the default configuration which means that the local
x-,y-,z-axis of the volume in TGeo should be the local x-,y-,z-axis of the surface in Acts, as
illustrated in fig. 3.17 on the left. In the middle a system rotated by 90 ◦ around the z-axis is
displayed. The string for this orientation is ’YxZ’, which means, that the local y-axis of the
TGeo volume should be translated as the local x-axis of the Acts surface and the local x-axis of
TGeo should be translated as the negative local y-axis of Acts. An upper case letter indicates
that the axis should be translated with positive sign, while a lower case letter indicates that the
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fig. 3.18: Example configuration of the ActsExtension configuration struct for a layer. Speci-
fying the axis orientation string of the contained modules and information needed for
material mapping.

axis should be translated with negative sign. In case the coordinate system is oriented differently
the rotation matrix is also translated accordingly, by switching the columns and adapting the
sign, if needed. All sorts of configurations are possible, not forcing the first coordinate system to
be right handed.
Apart from the detector element implementation the TGeoPlugin also contains a configurable
layer builder, which scans through the ROOT geometry tree and finds the detector elements as
indicated by the user in the configuration.

3.2.1.3 The Acts DD4hepPlugin

The DD4hepPlugin automatically converts a given DD4hep tracker into Acts reconstruction
geometry. The plugin is build upon request only, because it requires a dependency on DD4hep
and on ROOT. Furthermore, it also depends on the TGeoPlugin, as explained in section 3.2.1.2.
The DD4hepPlugin implements the two required components to translate and plug in an external
geometry into Acts (see section 3.2.1.1): a detector element implementation and a layer builder.
The DD4hepDetectorElement in Acts inherits from the TGeoDetectorElement and specifies all
relevant geometrical information and detector characteristic information e.g. the module identifier,
to have identification consistent with the original geometry. Similar as for the TGeo detector
element in section 3.2.1.2 an axis configuration string, as well as a unit scale factor can be set at
construction. The material is either translated directly from DD4hep or is mapped. Information
for digitization, as described later in this section, can be taken directly from DD4hep or be
defined.

DD4hep (see section 3.1.2.1) provides a special extension mechanism for its DetElement which
allows to add custom features or append needed user information. In Acts this functionality is
used for the conversion from DD4hep into Acts. The extensions are used to indicate certain
detector parts, e.g. if a dd4hep::DetElement is the beam pipe or if it is a layer carrying the sen-
sitive modules, because this information can not be known just from the geometrical description.
For instance a cylindrical layer is described as a tube in DD4hep, but also the volume containing
all layers is described as a tube, hence this additional distinction is needed. The extensions are
also used to distinguish if a subdetector is a barrel or an endcap (which is described as a disc
volume in Acts) but both described with the underlying TGeo class TGeoConeSegment in DD4hep.
Furthermore, the extensions are used to provide specific information needed for tracking, e.g.
parameters for material mapping or digitization, as well as the axis orientation string. One
extension object named ActsExtension was created, following an interface IActsExtension (as
required by the DD4hep implementation). The extension was created in a way to be configurable
at runtime. An example for its usage within the detector constructor for a layer specifying
material mapping information and axis orientation is shown in fig. 3.18.
In addition the DD4hepLayerBuilder inheriting from the ILayerBuilder-interface in fig. 3.16
was introduced. As most Acts builders, it uses a configuration struct to configure how the
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fig. 3.19: Interface of the global DD4hep to Acts translation function. Given the world DD4hep-
detector element it returns a unique pointer to the Acts tracking geometry.

detector elements should be binned on the layers, namely if they should be binned equidistant or
arbitrary. In both cases the borders are automatically determined by the SurfaceArrayCreator.
If possible, the use of equidistant binning is recommend, because it is faster. The potential
dd4hep::DetElements of the negative, central and positive layers, to be translated into Acts,
can be configured. The DD4hepLayerBuilder then parses the layer dd4hep::DetElements and
searches recursively for the sensitive modules. Those can be nested in the dd4hep::DetElement

tree. This means that the sensitive module components do not need to be direct children of the
layer. The detector module itself is usually made of several components of material: a sensitive
part and additional parts needed for support, readout or cooling. During translation the sensitive
part of the module is represented as a surface with a corresponding DD4hepDetectorElement in
Acts. Material assigned to the sensitive parts in the DD4hep description can be automatically
translated into Acts. The corresponding module material can either be mapped (see section 3.2.2)
or be directly set via the ActsExtension. The desired mapping surface of the layer as well as
the binning of the material maps of the layer can be set, as for example done in fig. 3.18. If a
list of DD4hep materials is given, an averaged homogeneous material is created, following the
averaging mechanism described in eq. (3.1).
The DD4hepLayerBuilder extracts and converts all relevant geometric information and transfor-
mation from DD4hep to Acts.

A global translation function convertDD4hepDetector() (see fig. 3.19) was introduced. Given
the world detector element as an input parameter, it translates the whole DD4hep detector. A
unique pointer to the fully translated Acts TrackingGeometry-object is returned, transferring
ownership to the caller. Optional parameters include the log level message output, possibly
needed for debugging, the binning option for the modules in the different directions, which can
be either equidistant or arbitrary and a sorting-function to be potentially given by the user. This
is needed to sort the subdetectors from bottom to top, to ensure that the Acts geometry is build
correctly, by wrapping outer volumes around inner volumes. The default uses the IDs of the
detectors and assumes ascending ID-number. The translation allows to take the volume and layer
bounds directly from DD4hep, for consistency with the full geometry. For the FCC-hh tracker,
the layer and volume dimensions are directly taken from DD4hep. In case the layers and volumes
are assemblies in the DD4hep construction (i.e. they are virtual, without any physical shape) the
user can specify that Acts automatically builds the layer and volume envelopes according to the
contained geometry objects plus a specified tolerance. In case a material layer is an assembly
in DD4hep description, a default adaptable default thickness is used. This needs to be done to
ensure, that layers are not overlapping. In any case the real thickness of the material is taken to
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fig. 3.20: Usage of the DD4hep assembly, which only needs to be delared in the XML-description.
Where the Barrel0, the nEndcap0 and the pEndcap0 are the subdetectors of the pixel
tracker defined in the file PixelTracker.xml

account for material effects, not the default thickness. The flow of the conversion algorithm is
described in more detail below, after the use-conditions.

DD4hep is flexible and allows to build any kind of geometry in any way chosen by the user,
as described in section 3.1.2.1. To ensure internal navigation in Acts, the detector needs to
be build in a certain way: the different volume hierarchies need to be distinctive and grouped
together; the detector modules belonging to one layer should be grouped and identifiable as
well as the layers belonging to one volume; the detector needs to be build from bottom to top
with volume wrapping of the different volume hierarchies. Consequently, there is no completely
general automatic translation from DD4hep to Acts for any potential detector description. Hence,
the current implementation is restricted on cylindrical symmetrical detectors, which applies for a
typical multipurpose high energy detector at a particle collider. In case additional functionality
is required, the plugin can be extended. To guarantee a working translation from DD4hep input
to Acts geometry the following conditions are summarized below:

• The detector needs to have a barrel-endcap structure: Every hierarchy of subdetectors
(e.g. pixel detector, strip detector,..) needs to be composed of either a single barrel or of a
barrel and two endcaps (see fig. 3.14).

• If a hierarchy is composed by more than one volume e.g. a barrel and its corresponding
endcaps, this needs to be mirrored in the geometry. The volumes can be grouped using the
DD4hep_SubdetectorAssembly constructor which is provided by DD4hep (see example of
usage in fig. 3.20) or by merging those volumes into a volume of "compound"-type.

• Since the translation scans trough the dd4hep::DetElement tree, the tree needs to be cor-
rectly build and the following objects need to be declared as a DD4hep dd4hep::DetElement 6

– the subvolumes e.g. barrel, endcap, beampipe7

– layers, containing sensitive material and/or material layers (which will be mapped on
the layer if indicated).

– sensitive detector modules

• The ActsExtensions need to be used during the detector construction, indicating if a
DetElement is:

– a barrel

6The scanning was implemented in way, that the relevant objects do not need to be direct children and can be
nested in substructures.

7They are usually build with different DD4hep constructors and are dd4hep::DetElements per default.
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World
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barrelnEndcap pEndcap
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other other
other

other other other other

other other

other
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Possible DetElement structure for using DD4hepPlugin

otherother
other

other other

other

fig. 3.21: Possible DD4hep DetElement-structure to be used for translation with the
Acts DD4hepPlugin. Options are displayed or surrounded with dashed lines and
"other" indicates, that any other objects could be in-between.

– an endcap

– the beampipe

– a layer

The possible dd4hep::DetElement-tree structure which can be translated by
convertDD4hepDetector() is displayed in fig. 3.21.

The main conversion function Acts::convertDD4hepDetector() is compact, making use of
several sub-routines, as displayed in the program-flow in fig. 3.22.

The translation starts with the top DD4hep DetElement, the world. It finds possible subdetec-
tors consisting of a barrel and endcaps or endcaps only (e.g. forward part of the tracker) in the
DetElement-tree. It identifies these detector parts by their ActsExtension. The main function
configures a volume builder for each of the subdetectors.

The function, creating the Acts CylinderVolumeBuilders, does the main part of the transla-
tion. It translates possible volume material and calls a sub-routine which collects the possible
layers the volumes consist of. The DD4hepLayerBuilder and SurfaceArrayCreator are auto-
matically configured, using information provided by DD4hep. Finally the Acts geometry building
chain is invoked, using the volume builder input and returning an instance of the tracking
geometry.
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fig. 3.22: Program-flow of the conversion function convertDD4hepDetector(), implemented
in the DD4hepPlugin. First, all possible volumes are found and volume builders are
created, which then invoke building of the possibly contained layers. For each layer,
the layer builder searches for contained detector modules and translates them to Acts
detector elements.

3.2.1.4 DD4hepPlugin validation and tests

The DD4hepPlugin was tested with several different tracker setups, which are shown in ap-
pendix A.1. The plugin is used for the FCC setup. In fig. 3.23 on the left side the DD4hep
geometry input for the FCC-hh scenario using the ROOT geoDisplay is shown, while on the
right side the translated Acts geometry is displayed using an obj file format [122]. In addition
to the FCC-hh tracking detector, the simplified version of the electromagnetic and hadronic
calorimeter (being described by layers of equivalent material) and the barrel of the FCC-hh
muon chambers are build in DD4hep and successfully translated. The full detector description,
including the calorimeter material and the muon chambers, is necessary to allow the extension of
track reconstruction to the muon detector and to correctly account for the material effects caused
by the calorimeters for the extrapolation of the particle track. In Acts representation such an
extrapolation of four different muon tracks is shown in red, with the magnetic field switched on,
which can be seen in the slight bend of the muon tracks.
This first tests showed that the pure geometry translation is working correctly. The internal
navigation within the tracking geometry was tested in a second step, making sure all links
between volumes and layers are assigned correctly. Hence, to check that the sensitive volumes are
positioned and linked correctly, a propagation test using the acts-test-framework was performed.
The test uses a particle gun as input, which randomly produces muons (flat in η and φ) in a
given η-range starting from the center of the detector. The muons are propagated through the
detector, using the Acts embedded propagator, taking the magnetic field (see section 3.2.3) and
material effects (see section 3.2.4) into account. The hit positions in the sensitive material are
displayed. If the number of produced muons is sufficiently high, this test should give an image of
the tracking detector. Figure 3.24 shows the hit map of this test for 1 M muons produced within
| η |< 4. It agrees with the FCC-hh baseline tracker description in fig. 2.7. For a cross-check, the
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3.2 A Common Tracking Software - Acts 59

(a) DD4hep geometry displayed with geoDisplay. (b) Tranlated Acts geometry displayed using
an obj viewer.

fig. 3.23: Comparison showing the working translation from DD4hep geometry (left) input to
the translated Acts (right) geometry of the FCC-hh tracker, simplified calorimeters
and muons system barrels.

same was done using FCC full simulation (see section 3.1) in fig. 3.25, which conforms to the
Acts description.

3.2.2 Material description and translation in Acts

Apart from the geometrical shapes and module positions, the detector material needs to be
considered during the propagation of particle track parameters through the detector. Interactions
of the particle with the material as for instance multiple scattering or ionization can change the
particle track. As described in section 3.2.1, a simplified few of the material of the reconstruction
geometry is sufficient but also necessary. For the ATLAS tracking geometry [123] an approach
of mapping the detailed material used in the full geometry description onto the layers of the
tracking geometry is in use and has proven good performance. Hence, the same strategy is
followed for the Acts material description. In the following, the implementation is described.
The material is mapped onto layers of the tracking geometry which are marked to carry support
material. This marking is done during the geometry building process, by using a newly introduced
SurfaceMaterialProxy-class. This class inherits from the general SurfaceMaterial-class. In
this way, it is treated as any other material during propagation. Information, as for instance
how the material description should be binned, in case the material is not homogeneous, can be
configured via the proxy.
Since an Acts layer object consists of several surfaces, the material can be mapped onto either,
the inner, the outer boundary surface or the middle (representing) surface of the layer. Although
the material is assigned to a surface object, the thickness of the material is correctly taken into
account. The material is described on a two dimensional grid for each layer. The corresponding
C++ class object is named BinnedSurfaceMaterial. The user defines the granularity of the
grid during the geometry building process.
The material mapping is agnostic to any file format and software, used to create or store the
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fig. 3.24: Fast simulation ouput, showing the sensitive hits of Acts propagation through the FCC-
hh tracking detector, automatically translated from DD4hep using the DD4hepPlugin.

fig. 3.25: Full simulation output, using Geant4, showing the sensitive hits of FCCSW full
simulation through the FCC-hh tracking detector described in DD4hep.
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material maps. Since it is no key feature of track reconstruction itself, but is rather needed for
geometry translation, it is implemented as a plugin and is only build upon request.
To create material maps from the detailed geometry input, the material should be stored in
instances of the C++ class object MaterialTrack. This material track record class represents a
track, starting from a certain position, in a certain direction, described by φ and θ and contains
the full material record along this track. The material along the material track record is stored
as a container of MaterialStep instances. Each material step contains the material and its
thickness at a certain position. In Acts, the material is described by five parameters (for more
detailed definitions see [124]):

• X0 (radiation length) - material specific constant, which is an important characteristic
for electromagnetic particle interactions with material, as for instance multiple scattering,
energy loss of charged particles, due to radiation and the mean free path of photons

• L0 (nuclear interaction length) - material specific constant, describing the mean free path
of a hadron before hadronic interaction

• A (atomic mass number) - total number of protons and neutrons in the atomic nucleus

• Z (atomic number) - number of protons in the atomic nucleus

• ρ - the density of the material

Due to material averaging, these parameters are effective values and can be non-physical.
The material mapping process can be split into two sub-processes: the material assignment and
the material averaging. To steer these processes a MaterialMapping class was introduced, which
offers both functionalities.
During the material assignment process, the decision onto which layer each material step will
be assigned, is done. This is illustrated in fig. 3.26, where a layer segment is represented in
transverse plane by its three surfaces: inner, representing and outer. It contains detector modules
(orange boxes), placed on support material (grey cylinder segment). In this example the material
is mapped onto the inner layer surface, which is displayed in green. The inner surface of the
next neighbouring layer is represented by a red line. During the material assignment process,
the function mapMaterial(), uses a MaterialTrackRecord (dotted blue line), consisting of a
starting point, a direction and different material steps, represented by crosses in the illustration,
as input. The three green colored steps are mapped onto the first green layer, while the red
colored material step is assigned to the next red layer.

The detailed program flow of the function mapMaterial() is described in the following. Given
the starting point and direction of the material track, the Acts internal propagation is used to
collect all layers marked to carry support material during the geometry building process, by
using a proxy. The corresponding hit positions and layers are stored in a map. This map is used
to assign each material step to the closest layer hit position. When assigning the material step to
a layer, a geometrical projection from the track direction to the layer orientation has to be done.
The accumulated material is recorded in a dedicated cache object, the LayerMaterialRecord.
The LayerMaterialRecord stores the gathered material of a certain layer in a matrix, possibly
binned, with granularities given by the user. In addition, it stores a collection of all added
material steps per track, which can be used to write out material maps per single layer for
debugging and validation. The MaterialMapping class uses this class to add material (during the
mapping process) at a certain position on the layer, which is transformed into the corresponding
bin of the grid. When adding material to the same bin, each material parameter is averaged.
There are two types of averaging: the qualitative averaging of the material along the same track
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62 3 Software for simulation and reconstruction

fig. 3.26: Example of material assignment onto the inner boundary surface of the layers. The
green points are assigned to the current inner layer, the red points to the next inner
layer.

and the statistical averaging, in case a bin is hit by several material tracks. The qualitative
averaging is needed to correctly describe the material and its total thickness at a certain point.
This is usually a mixture of different material components and is done immediately when the
steps of a material track are added to a bin. It can be described by the following averaging
formulas for the different material parameters:

ρ =

∑n
i=1 tiρi∑n
i=1 ti

t

X0
=

N∑

i=1

ti

X0i
A =

∑n
i=1 ρiAi∑n

i=1 ρi

t

L0
=

N∑

i=1

ti

L0i
Z =

∑n
i=1 ρiZi∑n
i=1 ρi

(3.1)

t...thickness, ρ...density, X0...radiation length, L0...nuclear interaction length, A...mass number,
Z...atomic number

The radiation length, the nuclear interaction length and the density of the material are av-
eraged according to the length of the given material step, while the atomic numbers are averaged
according to the density of the material.
In case different material tracks hit the same layer bin, the statistical averaging is done, by first
summing up the contributions for each material parameter and finally dividing by the total
number of entries of the bin. The statistical averaging is not unambiguous. To stay flexible, on
how the material tracks have been obtained, the averaging is only done upon request, by calling
the function averageMaterial() of the MaterialMapping-class.
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3.2 A Common Tracking Software - Acts 63

fig. 3.27: Material assignment test for a test tracker (see fig. A.1) with simple modules consisting
of silicon only, without support structure. The material was assigned to the inner
surface of the tracking geometry. Each layer is shown in a different color. While the
darker color shade shows the real material position of the detector modules in the full
geometry description, the same color with a lighter shade shows the assigned position
in the Acts tracking geometry.

3.2.2.1 Materialmapping support for DD4hepPlugin

As mentioned in the above section, the layers which should carry support material need to
be marked during geometry creation. This and the granularity of the layer material can be
configured using the ActsExtension, as shown in fig. 3.18. For simpler geometries, no projected
mapping is needed and the option of a direct translation from DD4hep can be chosen. For
composite modules, consisting of different material layers, the ActsExtension allows to provide
a vector of DD4hep materials. During the translation an averaged material is created for the
whole module, using eq. (3.1).

3.2.2.2 Material mapping validation and tests

After the implementation of the above described material mapping algorithm, both, the material
assignment and the averaging have been tested and validated. The material maps of the full and
detailed geometry are produced using the Geant4 [102] (see appendix A.3) package. Geant4 offers
to track particles that are excluded from any interaction with the detector. For the tests, these
so-called geantinos have been produced randomly for different directions. The Geant4 simulation
was configured in a way to access the passed material at each simulation step and store the map
of MaterialTrackRecord objects. A dedicated material mapping algorithm reads the material
track records and initiates mapping of the material onto the layers of the tracking geometry by
using the functionality provided by the MaterialMapping-class (as described previously in this
section). It calls the statistical averaging function once per run.
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64 3 Software for simulation and reconstruction

(a) Realistic detector module, used for
the material mapping tests. The AT-
LAS IBL-Module [125] was used as a
prototype. It consists of the sensitive
Silicon, additional layers needed for
readout made of: Silicon, Aluminium
and Carbon, and a cooling pipe made
of Titan embedded in a Carbon sup-
port component.

(b) Material assignment test for a test tracker with realistic
modules, consisting of different components, placed onto
a support layer. The material was assigned to the inner
surface of the tracking geometry. Each layer is shown
in a different color. While the darker color shade shows
the real material position of the detector modules in the
full geometry description, the same color with a lighter
shade shows the assigned position in the Acts tracking
geometry. The sensitive and passive material as seen by
Acts propagation is overlaid in black.

fig. 3.28: Material assignment test (right) with test-tracker using more realistic modules (left).

To validate the assignment mechanism, the actual and assigned material positions have been
compared. Figure 3.27 shows the comparison of a simple test tracker, consisting of modules
made of silicon (see fig. A.1). Each material layer of the Acts geometry is displayed in a different
color. Every assigned Geant4 material step is shown in the same coloring but in a slightly darker
shading, to show if the material assignment was done correctly.
After the assignment process was found to be correct for this simple model, the same test was
done with a more realistic detector setup, consisting of additional readout material and cooling
components, as displayed in fig. 3.28a. This more realistic tracker considers support layers for
module placement, as shown in the DD4hep input of fig. A.6 and fig. A.7. The result of the
material assignment test is shown in fig. 3.28b. The sensitive and passive material seen by Acts
propagation is overlaid in black.
To test, if the material on each layer is averaged correctly, the binned 2D material maps are
compared to the Geant4 material, assigned to each layer. This comparison is shown for the
thickness in units of nuclear interaction length (denoted as t

L0
) for the "IBL-like" test tracker

in fig. 3.29. When comparing the material map of the Acts with the Geant4 description, the
simplification of the averaged Acts material can be seen.

To test the full material seen by a particle along its path, a procedure similar to creating the
full material maps is done. Instead of using the full Geant4 geometry, the tracking geometry
on whose layers the material was just mapped on, is used. This test scans through the tracking
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3.2 A Common Tracking Software - Acts 65

(a) Print-out showing the 2D material map assigned
to this layer in Acts description using a binning
of 100 × 100.

(b) Two-dimensional map showing the Geant4 as-
signed material at each point of the layer.

(c) Relative error of the thickness in units of nuclear
interaction length for each point on barrel layer
3 of the IBL-like test tracker, between the Acts
and the Geant4 material, assigned to that layer.

fig. 3.29: Comparison of thickness (t) in units of nuclear interaction length (L0) between the
full Geant4 material assigned to the third layer and the mapped material in Acts
description using 1M single muon Events.

geometry, by extrapolating particles in random directions through the Acts detector and writing
out MaterialTrackRecords. In this way, the full material a particle sees during propagation
through the simplified reconstruction geometry, can be compared to the detailed description in
Geant4. The outcome for the thickness in units of radiation length, using the "IBL-like" test
tracker is shown in fig. 3.30. The average relative error is below 1%, only at very high η, where
the particle passes a big amount of material due to the high incident angle, the error is increased.

3.2.3 Magnetic field integration into Acts

To determine the momentum and the sign of the electric charge of charged particles in a tracking
detector, the whole tracking region is embedded in a magnetic field. The strength and shape
of the magnetic field depends on the experiment. For instance, the FCC-hh baseline design
foresees a 4 T solenoid (see section 2.2), while the ATLAS experiment uses a 2 T hybrid system
consisting of a solenoid for the inner tracking system and toroid for the muon system and
endcap region [126]. The bending of charged particles within the tracker, due to the magnetic
field, needs to be correctly taken into account during simulation and track reconstruction. For
this purpose the magnetic field needs to be accessed at any possible point of the detector
during propagation. Among others, Acts provides two C++ classes for possible magnetic field
implementations: ConstantBField and InterpolatedBFieldMap. Both classes have the same
interface, returning the three-dimensional magnetic field value at a given position. This allows
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fig. 3.30: Comparison of the full thickness in units of radiation length, seen by a particle along
its path, drawn against the pseudorapidity η on the left and against φ on the right,
with the corresponding errors. The material was averaged using 1M single muon
events. The material seen in full simulation using Geant4 is displayed in black, while
the material seen during propagation through the Acts tracking geometry is displayed
in orange.

consistent and straightforward replacement of the magnetic field description, by avoiding virtual
function calls, since the Acts Propagator is templated on the magnetic field type. The constant
magnetic field class returns the same value, given by configuration, at each point. The second
implementation linearly interpolates the field value at a point, given a magnetic field map. The
constant implementation can be sufficient to approximately describe the field of a solenoid.
For a realistic description of an experiment, a magnetic field map describing the measured
(or simulated) magnetic field is essential. Therefore, a mechanism to automatically create an
InterpolatedBFieldMap-object from a given field map was implemented.
Functions (see interfaces in fig. A.8) allow to set up the interpolated field mapper in Acts with
magnetic field values at positions, either given in Cartesian coordinates xyz or in rotational
symmetric cylindrical coordinates rz. The functions use STL vectors to create the magnetic field
map, in order to stay independent of any file format.

The functions have been tested with the ATLAS (given in cartesian coordinates) and FCC-hh
(first quadrant in cylinder coordinates given) magnetic field maps. To test that both, reading in
as well as the interpolation works correctly, interpolation through a given map at any point can
be done. fig. 3.31 and fig. 3.32 show examples for these tests.

3.2.4 Material effects implementation and fast track simulation (FATRAS) using
the Acts package

When a charged particle passes through matter, different effects, depending on the particle type
and attributes as well as on the material properties, can occur. Those include interactions of
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fig. 3.31: Display of magnetic field value at any point of the ATLAS detector map, obtained by
reading in the ATLAS magnetic field map and using the interpolated field mapper.
This test illustrates the correct magnetic field functionality in Acts for using the
ATLAS magnetic field map given in xyz format.

fig. 3.32: Display of magnetic field value at any point of the FCC-hh baseline detector map,
obtained by reading in the FCC-hh magnetic field map and using the interpolated
field mapper. This test illustrates the correct magnetic field functionality in Acts for
using the FCC-hh field map given in rz format for the first octant.
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the charged particle with the electronic shell of the absorber material, as for instance multiple
scattering or energy loss due to ionization and radiation, and less frequently occuring hadronic
interactions, for strongly interacting particles. For a detailed description of the passage of
particles through matter and related effects please see [124]. Material interactions can deflect
the particle (as in Coulomb Scattering), lead to the decrease of the particle’s momentum or to
the destruction of the particle. Simulation and reconstruction need to take these effects into
account. This section is dedicated to a first integration and validation of the most relevant
material interaction effects into an Acts fast simulation package acts-fatras.
There are different types of fast simulation. From a pure parametric smearing of the particle
parameters to emulate a measurement, to simulation types producing the same type of output
as full simulation, but using other approximations. The fast simulation type described in the
following, uses the latter approach. For the ATLAS experiment using a fast simulation based
on its track reconstruction software, named FATRAS [127], has proven to be a useful tool for
producing large statistics of event samples in reasonable time. Due to its simplified geometry
(with embedded navigation) but adequate material description, the simulation is significantly
faster but in good agreement with the detailed full simulation [128].
The same strategy is followed for the Acts track reconstruction package, resulting in an additional
package acts-fatras [129] which builds on the acts-core package. It provides tools which steer the
simulation and the particle interactions with the material. Similar as for the acts-core package,
the ATLAS code of FATRAS was used as a starting point. For the first implementation of
FATRAS into Acts, only the most frequently occuring effects, namely multiple scattering and
energy loss due to ionization, have been taken into account. The acts-fatras package uses the
standard Acts propagator used for reconstruction. Since the material effects integration differs
for reconstruction and simulation, different material interaction modules can be plugged into
the propagator. For the reconstruction a default material effects engine is provided within the
core package, taking average multiple scattering and energy loss effects into account. Simulation,
however, needs a probabilistic approach following Monte Carlo techniques, which try to emulate
small fluctuations in the outcome of an experiment by introducing a certain degree of randomness.
In the FATRAS code, the different material effects are described by different samplers, i.e. one
sampler for energy loss and another sampler for multiple scattering was implemented. The
necessary samplers can be specified at runtime. Both samplers do surface-based updates, i.e.
update the track parameters once after traversing a given material surface. This approach is
accurate for the tracker, since the material is layered. For volume-based material simulation as it
is the case for e.g. the calorimeters, steps within the material need to be done. Both samplers
need to draw random numbers, following different distributions. During the simulation process,
dedicated care is taken in order to allow for reproducible pseudo-random generators8

The energy loss sampler describes, when a moderately relativistic, charged, heavy particle passes

8Since the FATRAS repository provides tools to apply material interactions but does not steer the execution of
the event loop, a reliable random generator needs to be provided by the respective experimental framework.
In this way Acts follows the use of C++11 Standard Template Library(STL)-random number generators:
with the source of randomness (in form of a random generator/engine/service) being decoupled from the
particular distribution the random number should follow. The random generator needs to satisfy the STL-
UniformRandomBitGenerators [130] generator concept, producing a uniformly distributed random number of
specified type, in given bounds. The random distribution then uses the generator as input to produce a random
number according to a specified distribution. Since each experiment will use a dedicated implementation of a
random number generator, the samplers as well as the material interaction engine have been templated onto
the random generator. To ensure thread safety, one random generator needs to be specified for each execution
as a function parameter. The random number distributions are provided by acts-fatras, using the the following
C++ STL distributions: normal, uniform, gamma and poisson. Additionally a Landau distribution is provided
using quantiles provided by CERNLIB G110 [131].
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3.2 A Common Tracking Software - Acts 69

through matter and undergoes inelastic scatters with the shell electrons of the material. This leads
to excitation or ionization of those electrons. Hence, the particle loses kinetic energy along its
path, which leads to a change of path of the particle within the magnetic field, due to momentum
loss. This contribution to the energy loss will be referred to in the following as ionization energy
loss and denoted as 〈– dE

dx 〉ionization. For track reconstruction, the mean value of the energy loss
due to ionization (described accurately by the Bethe-Bloch formula, see appendix A.4.1) is used
and the resulting standard deviation is needed for the track parameter’s covariance transport.
For FATRAS, the energy loss is simulated by first calculating the most probable (MOP) energy
loss (see appendix A.4.3) and then adding a landau distributed fluctuation:

dE

dx

simulated

ionization
=

dE

dx

MOP

ionization
∗ scaloreLoss + σLandaurnlandau ∗ scalorσ (3.2)

rnlandau...random number following the landau distribution, scaloreLoss, scalorσ...possible scalors
to be applied

The energy loss is sampled according to the traversed material represented by the current
surface and material properties.
Additional fast samplers based on Gaussian mixture or non-Gaussian tail sampling to account for
multiple elastic scatters of the charged particle with the atomic nuclei of the absorber material
are also available. The mean scattering angle is calculated using the Highland parameterization,
as stated in appendix A.4.4

3.2.4.1 FATRAS Validation

After the implementation of the above described material effects into FATRAS, they have
been validated against the full simulation package Geant4 (see appendix A.3). To assure the
same geometry is used by both, DD4hep was used as a common geometry input, since the
needed translations to Acts and Geant4 have already been provided (see section 3.2.1.3) or
integrated. For the validation, a simple cylindrical silicon layer, with a thickness of 320 μm has
been implemented in DD4hep with 10 mm radius. A second sensitive layer, without material, was
placed at 1 m radius to measure the differences in energy and momentum direction. To provide
particle input to the Acts extrapolation, using the FATRAS material effects, a configurable
particle gun was implemented into the acts-framework which creates particles of given type with
random momentum and direction (flat in η and φ) in given ranges.
The energy loss validation was done for muons produced centrally in radial direction (1, 0, 0) with
a transverse momentum of 1 GeV, varying the thickness of the cylinder: 100 μm, 320 μm and
1 mm. After a first comparison of the energy loss between Acts and Geant4, it was found, that
the most probable value was slightly shifted towards higher values in Acts and that the variance
was too broad. Hence, scalors to both, the most probable value and the standard deviation have
been introduced. Figure 3.33a shows the validation using scalors, as explained in appendix A.5.

For the multiple scattering validation, the muon transverse momentum was varied using:
1 GeV, 10 GeV and 100 GeV. For this case the Acts and the Geant4 simulation have been in
good agreement without the need of parameterization, see fig. 3.33b.

3.2.5 Digitization and Clusterization

The digitization and clusterization methods described in the following are used for FCC-hh
tracker performance studies: for obtaining the channel occupancy and data rates (see chapter 4)
and double track resolution in b-jets, as described in chapter 5.
When a particle passes the sensitive region of a detector module, with a certain incident angle
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0

200

400

600

800

1000

1200

1400

1600

#p
ar

tic
le

s Geant4

ACTS
Material Thickness

mµ100 

mµ320 
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EnergyLoss due to ionization

(a) Comparison of energy loss due to ionization of Acts
fast simulation (orange) compared to Geant4 simula-
tion (black), for different material thicknesses. The
difference in energy is shown.

(b) Comparison of the deviation of the
particle track due multiple scatter-
ing effects of Acts fast simulation (or-
ange) compared to Geant4 simulation
(black), for different particle trans-
verse momenta.

fig. 3.33: Validation of Acts FATRAS material effects against Geant4, using single muons.

with respect to the module, it will traverse one or more readout cells and deposit charge in
those cells, as illustrated in fig. 3.34. As soon as the generated charge exceeds a detector specific
threshold, those cells will be registered by the readout to be activated and the detector signal
will be processed further. Digitization strongly depends on the specific detector type and is
usually implemented within the experimental framework. For design studies of future tracking
detectors (as e.g. FCC-hh) the particular detector technologies are not defined yet. Therefore
a geometric approach to digitization, which can be used as a good approximation of existing
detector technologies is provided by Acts. This section describes the geometric digitization in
Acts and the introduction of a clusterization process using the cells obtained by digitization. The
clusterization is generic and can as well be applied to other (more realistic) digitization models.
A general introduction to digitization and clusterization, as well as its usage within FCCSW was
given in section 3.1.4.

The readout granularity determines how many cells are traversed by the particle, which
determines the cluster shape and size. Hence, the readout granularity and other readout relevant
information, e.g. energy threshold or the readout type (digital/analogue) are implemented
to be configurable. The configuration is done during geometry construction, by creating a
DigitizationModule (C++) class object, which is held by the detector element class of Acts.
The DigitizationModule calculates all sensitive cells (implemented as DigitizationCell

objects) which are hit during a simulation step, as shown in fig. 3.34. The DigitizationCell

is a simple C++ struct, holding the identification of possibly up to two channels, for one- or
two-dimensional segmentation of the readout chip e.g. silicon strip or pixel. To emulate digital
readout, this information is sufficient. Additionally, the cell can store the deposited energy or
other readout data in case of analogue readout.

For clusterization the exact cluster sizes and shapes are not known in advance. Thus, all
combinations of cells need to be considered. This problem is commonly known in pattern
recognition and can be solved using a connected component labelling approach. It is realized as a
function, finding all neighbouring cells on a detector module and bundling them into simple STL
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3.2 A Common Tracking Software - Acts 71

fig. 3.34: Two illustrations showing the digitization and clusterization process. The figure on
the left shows cells being activated by one track, in 3D. If the energy deposited within
the cell is below threshold, the cell will not be activated. On the right, the calculation
of the cluster position for the digital case is shown in 2D. Figures by A. Salzburger.

fig. 3.35: The function definition of the clusterization method, implemented in Acts. It receives
the digitization cells of one detector module and bundles the neighbouring cells to
create clusters. An energy cut (excluding cells which fall below threshold) can be
applied. The function is templated on the digitization cell type to allow users to use
their own implementation of Acts::DigitizationCell.
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vectors, to stay independent of the particular cluster type, to be used in an experiment. The
definition of the function, which can be used in an algorithm within an experimental framework,
is shown in fig. 3.35. The function is templated onto the digitization cell to allow other or
inherited cell implementations, which carry additional information. It is required, that the cell
provides channel identification to find the neighbouring channels, as shown in fig. 3.36a in orange
and green. The cells are stored in a hashmap9, which use a global index for each cell per module.
Planar modules with 2D readout are assumed. If cells sharing a common corner or a common
edge should be merged into one cluster, can be configured.
Clusterization is applied for all cells of one module. Since same cells can be hit by different
particles of the same event, clusterization needs to be done after all cells have been collected for
one event. In case another particle hits the same cell, the cell information needs to be merged for
analogue readout. For this purpose the function addCell() of the DigitizationCell, summing
up all energy deposits, was implemented.
Since in general (even at 〈μ〉 = 1000) the activated cells are rather sparsely distributed on one
detector module, which can have up to tens of thousands of pitches in total, a sparse matrix
approach is used. For this approach only the activated cells are filled into the above described
hashmap for each module. The map also contains information, if a cell was already assigned to a
cluster.
The workflow of the implemented clustering algorithm is described in the following. The algorithm
starts by filling the first cell into the first cluster container. Then all activated and not used
neighbours of this cell are also put into this cluster container. As soon as a cell is assigned to
a cluster the cell will be marked as ’used’, so that it will not be used for creation of any other
cluster. After all neighbours of a cluster are found, the same procedure is repeated with the
next cells, which have not already been assigned to a cluster. In this way, one cluster is filled
completely at a time before filling the next cluster. The global grid index, starts at the top left
corner of the grid and then continues to the right for each line, as displayed in fig. 3.36a. Because
only one global index is used, also the total number of possible bins in one row needs to be given
to calculate the neighbouring indices.

For the FCC-hh case with 〈μ〉 = 1000 it was found that on average ∼ 54 M cells on more
than 49 000 modules are created per event. The runtime can become an issue and the clustering
algorithm needs to be fast and use an optimized data model. Therefore, the algorithm has been
optimized. Before arriving at the presented more efficient implementation, different data models
have been used. This included using 2D cell identification, 2D cell identification using bit-shifting
(using one identifier only), using pointers to cells instead of copying cells, et cetera. Instead
of using a std::unordered_map, with an amortized look-up time in the order of O(1), also a
std::map (O(log(n))) was tested, which was found to be 50 % slower. An alternative approach
using a look-up window with arrays, checking for neighbours to the right and stopping as soon
as no neighbour is found, repeating the same procedure to the left, was tested. The number
of activated cells is rather dense, so that this variation took more than double the time of the
hash-map solution. The final implementation was tested for different pile-up scenarios and found
to scale linearly with pile-up, as shown in fig. 3.36b.

The validation of the Acts digitization and clusterization tools using muons and pions within
FCCSW is shown in appendix A.6.

9Realized by using a std::unordered_map of the C++ standard library [132].
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3.2 A Common Tracking Software - Acts 73

(a) Illustration of the readout-module, segmented
into cells. The indices j and k in green and
orange show the channel numbers in each di-
rection for 2D binning. Only one global bin is
used for clusterization. It starts at the upper
left corner and continues to the right and down.

(b) The time spend in the createClusters()

method (see fig. 3.35), using merged minimum
bias events at 100 TeV for different pile-up
scenarios: no-pile-up (just one minimum bias
event), 〈μ〉 = 40, 〈μ〉 = 200 and 〈μ〉 = 1000.
The clusterization scales linearly with the pile-
up and needs approximately 30 s to cluster
∼ 54 M cells.

fig. 3.36: Definition of the cell identifiers (left) and time needed for clusterization versus pile-up
(right).
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Chapter 4

Occupancy and data rates of the FCC-hh
baseline tracker

The high pile up environment, as described in chapter 2 of the FCC-hh scenario is expected to
be a major challenge for pattern recognition of particle tracks. At an average pile-up rate 〈μ〉
of 1000 the density of measurements will be highly increased, which will significantly raise the
number of possible hit combination and finally further complicate pattern recognition.
Therefore, studying the cluster occupancy (density of measurements) as well as the channel
occupancy is important to predict the tracker performance. The channel occupancy also allows
for a first estimate of the expected full data rates at first trigger level. The data rates together
with the needed radiation tolerances will set the requirements on suitable readout technologies.
To obtain the channel occupancy, full simulation (details in section 3.1) of 100 TeV proton-proton
collisions have to be performed. The energy deposits of the ionizing particles are modeled by
Geant4 and used as input for a geometric digitization, which is followed by clusterization, as
described in detail in section 3.1.4. The particle spectrum at 100 TeV is explored in section 4.1.
In section 4.2, the measurements obtained after clusterization, are studied in detail. The channel
occupancy also depends on the size of the cluster (= number of channels contributing to one
cluster), which is examined in section 4.3. Section 4.4 and section 4.5 summarize the findings on
the channel occupancy and data rates to be expected at the FCC-hh for 〈μ〉 = 1000.

4.1 Charged particle spectra at 100 TeV

When colliding protons, two possible scattering processes may occur: elastic, where the particle’s
kinetic energy is conserved and both protons stay intact, and inelastic. Inelastic scattering is
further divided into three distinct processes: single and double diffractive scattering (one or both
protons are excited) and non-diffractive scattering including all other possible processes, which
can have hard (high transverse momentum) and soft (low transverse momentum) components1.
As shown in fig. 2.2, the proton-proton cross section is dominated by soft background events, only
a small fraction will undergo a hard scatter among the proton’s constituents. Some of them will
produce jets and particles of high transverse momentum. The hard scatter event is accompanied
by the so-called underlying event, which is a term used to describe the soft remanent of the
collision. This term is distinct from the minimum bias event, which in general describes all
inelastic events, without a hard scatter process, recorded with as little trigger bias as possible.
The pertubative QCD [133] (Quantum Chromodynamics) can not be used for describing the low
momentum minimum bias interaction. Consequently phenomenological models in Monte Carlo
generators (e.g. PYTHIA8 [98]) with tunable parameters are used [134].
Minimum bias events are used to model pile-up in simulation by merging minimum bias events

1The choice of hard and soft processes is an arbitrary one, but mainly motivated by perturbative and non-
perturbative calculation at the underlying processes.
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76 4 Occupancy and data rates of the FCC-hh baseline tracker

as described in section 3.1.
The accuracy of the Monte Carlo generators used to simulate minimum bias events depends,
amongst other parameters, on the model and the tuning of the generator. The model accuracy
depends on how well the parton distribution functions2 and the kinematics at a given center-
of-mass-energy are understood. For LHC collisions, with a center-of-mass-energy of 13 TeV
the simulation can be compared with data and the parameters (tuning) be adapted to fit the
data (see [136, 137]). For the FCC-hh regime with an unprecedented center-of-mass energy of
100 TeV, some uncertainties remain, since the tuning consistent with the most recent LHC-data
is extrapolated to the higher energies.
For the FCCSW simulations (as described in section 3.1) PYTHIA8 is used for event generation,
using the tuned parameters (Monash 2013 tune see [99]) of LHC simulation. More detailed
information on the expected kinematics and event generation at a 100 TeV proton-proton collider,
including a comparison of different event generators, can be found in chapter 1, sections 2 and 3
of [56].
To simulate the pile-up for a FCC-hh experiment with 〈μ〉 = 1000, 1000 minimum bias events are
merged during detector simulation into one event. The averaged charged particle multiplicity of
minimum bias events at 100 TeV can be seen in fig. 4.1a. No pT-cut has been applied. The shape
of the distribution looks very similar to ATLAS [136] and CMS [137]. The only slight difference,
is that the two maxima lie at higher pseudorapidity, which is most likely due to the higher
boost of the particles. In the forward region, the distribution drops, because the kinematics
are different than in the central region. The pT-spectrum of the transverse momentum of the
generated particles is shown in fig. 4.1b. The particle spectrum in forward region (blue), with
η > 2.5 has lower transverse momentum than the spectrum in the central region with η ≤ 2.5
(green). Table 4.1 compares selected generated particle parameters of the LHC, the HL-LHC
and the FCC-hh scenario. While the raise of the total cross section is only about 50 %, the
inelastic cross section rises only by ∼ 25 %. This means, that many hard-scatter event cross
sections increase more strongly, which leaves FCC-hh with great discovery potential. The total
number of charged particles per event is increased strongly, when considering pile-up: for LHC
it is of O(3), which is raised by one order of magnitude for the HL-LHC and by two orders of
magnitude for the FCC-hh. The average pT of the produced particle is rather low and only
raised slightly for the FCC-hh case.

Parameter LHC HL-LHC FCC-hh

σinel[mb] [57] 80 80 103

σtot[mb] [57] 108 108 150

〈μ〉 40 200 1000

Charged tracks per collision (Nch) [57] 70 85 122

〈pT〉 [57] [GeV/c] 0.56 0.6 0.7

tab. 4.1: Comparison of LHC, HL-LHC and FCC-hh particle properties produced at the collision.
With σinel and σtot being the total and inelastic cross sections. The average number
of pile-up is denoted with 〈μ〉. Source: [52], table 7.1.

2The parton distribution function (PDF) is denoted as f i(x, Q2) and describes the probability of finding a parton
of flavour i (quarks or gluon) with a fraction x of the proton’s momentum. Q denotes the energy scale of
the hard interaction. Cross sections are calculated by convoluting the parton level cross section with the
PDFs [135].
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4.1 Charged particle spectra at 100 TeV 77

(a) Generated charged particle multiplicity over η. No pT-cut
is applied to the generated output.

(b) The pT-spectrum of generated parti-
cles for η < 2.5 (green) and η > 2.5
blue.

fig. 4.1: The generated charged particle multiplicity (left) and pT-spectrum (right) of one
minimum bias event over η, without including pile-up. FCCSW event generation and
simulation at 100 TeV have been used.

During full simulation which propagates the generated particles through the detector, the
magnetic field in longitudinal direction in the tracker will bend the path of these particles in the
transverse plane, according to the lorentz force [61]. Consequently, depending on their transverse
momentum, not all of the input particles will reach the tracker. Assuming the particle will be
forced onto a circular track by the lorentz force, one can equate the centripetal force and the
lorentz force to calculate the curvature of the particle trajectory:

m · v2

r
= e · v · B (4.1)

By substituting the momentum with p = m · v, the following identity is obtained:

p = e · r · B (4.2)

In high energy physics natural units [138] are used for convenience and [GeV/c] is usually used
as unit for momentum. Hence, a unit conversion needs to be done:

1
GeV

c
=

109 · e · V

3 · 108 m
s

p[
GeV

c
] =

3 · 108 m
s

109 · e · V
· r · B = 0.3 · r · B

Finally, the radius of particle track in transverse plane can be obtained:

r[m] =
p[GeV

c ]

0.3 · B[T]
(4.3)

Using this simple equation, a prediction, on the radial reach of each particle, with a certain
transverse momentum can be done. The maximum distance a particle can travel in the transverse
plane of the detector, when starting from the origin, is the diameter of the above circle. Figure 4.2a
shows the generated charged particle pT-spectrum overlaid with colored lines, each marking the
minimum transverse momentum a particle must have, to arrive at a certain barrel layer. This is
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78 4 Occupancy and data rates of the FCC-hh baseline tracker

(a) (b)

fig. 4.2: On the left, the generated charged particle pT-spectrum is displayed. The lines indicate
which particles (right from the line) can possibly arrive at which layers due to bending
in the magnetic field. On the right, a cross-check with simulation is shown, by assigning
the hits at the layers to their generated particles.

only an estimation. Small differences may occur due to interactions of the particles with the
detector material, thus the particle track will not be a perfect circle or the particle could be
absorbed in the material. In addition the magnetic field may not be perfectly homogeneous.
In fig. 4.2b the calculation is tested, displaying the pT-spectrum of all generated particles arriving
at the different layers. The observed pT-spectrum fits very well the expected behaviour.

4.2 Reconstructed clusters of the FCC-hh environment

As a first step towards studying the occupancy for a high pile-up environment, the tracker
response has been studied for different simulation configurations. The number of particles coming
from the interaction region is expected to be roughly constant over η (see fig. 4.1a). As a
consequence, the number of measurements should be proportional to the η-coverage of a given
detector layer as well as to the overlap of that given layer, e.g. see fig. 4.3 for the η-coverage and
the overlap of the barrel layers.

In fig. 4.4a the number of clusters for each barrel layer is displayed against the radial position
for four different options in order to understand the different contributions.
The light green squares show the number of clusters per layer, produced by generated particles
only and magnetic field turned off. This case follows very well the expected value (combination of
η-coverage and overlap), which is scaled to the first value for this case and displayed with black
dots. Only a slight difference in the last layers is observed, because less particles are arriving
at the last layers due to hadronic interactions and decays. When the magnetic field is turned
on (dark green triangles), the particles are bent due to the magnetic field which increases the
number of clusters by ∼ 10 – 20 %. For this option only higher momentum particles reach the
last layers (see fig. 4.2b), which leads to a noticeable decrease in the number of clusters in those
layers. When including measurements stemming from secondary particles, (blue squares and
triangles) created within the detector, the number of clusters rises by 70 %. In the layer closest to
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4.2 Reconstructed clusters of the FCC-hh environment 79

(a) Each point displays the η-coverage of a barrel
layer, plotted against the radius of that layer.

(b) The percentage of overlap, compared to a cylin-
der, of the detector modules of each barrel
layer is shown versus the radius of that layer.

fig. 4.3: Pseudo-rapdidity (η) coverage and overlap of the barrel layers.

(a) (b)

fig. 4.4: Number of clusters for generated particles only (green), with (squares) and without
(triangles) magnetic field and including hits from all particles (blue) for the barrel
layers fig. 4.4a and the endcap discs fig. 4.4b. The black points display the expected
value due to η-coverage corrected to the overlap.
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80 4 Occupancy and data rates of the FCC-hh baseline tracker

(a) (b)

f

fig. 4.5: Composition of clusters regarding particle and interaction type (primary particle,
hadronic and non-hadronic) over η (left) with barrel contribution overlaid and over
deposited energy (right).

the interaction point the particle tracks are more dense, which can lead to more shared clusters
(more than one particle contributing to the same cluster) and decreased total number of clusters.
Two effects lead to an increasing number of clusters in the outer endcap discs (see fig. 4.4b).
The first is, that particles which are bend due to the magnetic field aggregate in the forward
part. This effect becomes particularly strong when including secondary-particles created in the
detector (blue), which in general have a softer pT spectrum, thus experiencing stronger deviation
in the magnetic field. The second effect is due to the increased secondary particle production in
the forward region of the beampipe, since more material is passed.
Figure 4.5a shows the number of clusters versus the pseudorapidity. The clusters are classified
according to their particle type as either being primary, i.e. coming from the particle generation,
hadronic interacting or non-hadronic interacting. In case more than one particle contributes
to the same cluster, it is classified as a primary particle, as soon as one of them is a primary
particle. In case various non-primary particles produced within the detector material contribute
to the same cluster, it is classified hadronic, if a hadronic interacting particle belonged to the
same cluster. For distinction of the barrel and the endcap region, the full distribution for the
whole tracker is overlaid with the contributions of the barrel only. Non-hadronic contributions
are most dominant and more secondaries are produced for higher incident angle due to higher
material budget and thus higher probability of ionization and hadronic interactions.

In fig. 4.5b the energy depositions of those measurements is plotted for the different contri-
butions. Below the blue line at 12 keV only non-hadronic components, most likely low energy
secondary electrons, are dominant. These are produced through ionization within the material
and due to their low energy will not leave the silicon. For track reconstruction only signals
stemming from particles which have enough energy to leave the material and form tracks are of
interest. Low energy contributions can be excluded by applying an energy threshold.
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4.3 Study of cluster sizes 81

(a) For a barrel layer, the incident angle θ as well
as the readout granularity and the detector
thickness t determine the cluster size in global
z-direction.

(b) Hadronic interaction can cause more, smaller
clusters.

fig. 4.6

4.3 Study of cluster sizes

The cluster size is the number of activated cells/channels a cluster consists of. This is of particular
interest, because it has a strong impact on the channel occupancy: the bigger the cluster size,
the higher the occupancy.

The cluster size depends on the incident angles of the particle tracks to the detector module in
the readout directions, as well as on the readout granularity and the detector thickness. Finer
readout granularity and thicker sensitive silicon substrate can increase the cluster size.
The cluster size in local y-direction of the module, which is parallel to the beam line should
follow

t

tan θ ∗ p
p...pitch size (4.4)

for the barrel (see fig. 4.6a) and

t ∗ tan θ

p
p...pitch size (4.5)

for the endcap. For the cluster size in local x-direction (global r/φ-direction) the situation is more
complicated and depends on the geometry as well as on the bending of the particle trajectory
within the magnetic field, which depends on the particle pT.
To understand the sensitivity of the cluster size on the particle interactions the cluster sizes
have been studied separately as a function of local x, y and the layer. The first barrel layer,
a middle barrel layer (layer number 7) and the outermost barrel layer have been chosen for
representation. The cluster sizes are displayed in fig. 4.8 and fig. 4.9 including measurements
created by generated particles only (green), including also secondary particles created in the
detector (blue), both with (line) and without (dashed line) magnetic field.
To understand the different contributions the cluster size in local x-direction, where a uniform
distribution is expected (see first column of fig. 4.8), is displayed first. Excluding secondary
particle contributions, the cluster size in local x-direction is close to one for all layers, which is
the minimal cluster size. Switching on the magnetic field of 4 T during simulation, the cluster size
increases, due to the bending of the particles in transverse plane. This effect is more pronounced
at outer radii, since less straight tracks are left going outwards. When including the contribution
of secondaries, primarily the cluster size rises, especially for low momentum secondaries. However,
when particles are passing more material the occurence of hadronic interaction is more probable,
which can lead to smaller cluster sizes, as illustrated in fig. 4.6b. This effects can be seen without
the magnetic field (light blue dashed lines) as the cluster size increases approximately by a
factor of two for the first layer and then the cluster size decreases for the outer layers, after
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82 4 Occupancy and data rates of the FCC-hh baseline tracker

fig. 4.7: Activated cells in a module in the outermost ring of the first barrel layer at 100 TeV
and 〈μ〉 = 1000. The orange ellipse highlights a hadronic interaction occuring in the
sensitive detector module, after a particle traversed a significant amount of material.

more material has been passed. Turning on the magnetic field, strongly increases the cluster size
due to the bending of the particles, however decreases the broadening due to low momentum
secondaries, because they get deflected.

In fig. 4.7 the activity within a module in the last barrel ring is shown as an example. The
activated cell positions of a detector module as obtained by simulation are plotted. This example
shows the particle tracks of particles passing through the module and their contribution to the
average cluster size, with a hadronic interaction occuring, marked by an orange ellipse.

In the following the distributions of the cluster sizes in local x-direction over η are studied
(see fig. 4.8 second column). As expected, a uniform distribution equal to the value seen along
φ, excluding secondaries and switched off magnetic field (light green dashed line) can be seen.
When turning on the magnetic field (dark green line), as seen along φ before, the cluster size
increases due to curling of the particles. The distribution is now no longer uniform over η. This
effect occurs due to two reasons: firstly the generated particle pT-spectrum is softer in forward
direction, which can bee observed in fig. 4.1b and secondly, low momentum looping particles
are accumulated in forward direction. When including secondary particle measurements the
probability of δ-electrons [17] and low momentum secondary particle production grows with
the passed material and therefore with η. For the outer layers the same effects as described
above can be observed. Furthermore the distribution becomes flatter going outwards, even when
considering the smaller η-coverage of the outer layers, which is again due to the fact that less
straight tracks arrive at the last layers.

In fig. 4.9 the cluster sizes for the different layers in longitudinal direction (local y) are
shown along η. Excluding effects of secondaries and magnetic field, the longitudinal cluster size
is expected to follow tan θ (see fig. 4.6a) and therefore with increasing η bigger clusters are
expected. When the magnetic field is turned on, the particles are bent in transverse direction and
therefore create smaller cluster sizes along longitudinal direction. When secondaries are included,
smaller cluster sizes are expected due to hadronic interaction (see. fig. 4.6b), especially in forward
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fig. 4.8: Cluster size in local-x-direction (global r/φ-direction) plotted against the φ (left) and η
(right) -position of the cluster.
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fig. 4.9: Cluster size in local-y-direction (global z-direction) plotted against the η (right)-position
of the cluster.
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4.4 Assessment of channel occupancy for the FCC-hh scenario 85

direction, when more material is passed. This effect can be well observed for the first layer with
a pitch size of 50 μm. For layer 7 which has macro pixels with a pitch size of 400 μm, the increase
of pitch size accounts for a reduction of cluster size ∝ 4.5. However, also the effect of hadronic
interaction (due to increased material) and magnetic field is more pronounced. The last layer
lies in the strip region with a pitch size of 50 mm, this reduces the cluster size by approximately
a factor of 4 (compared to having 50 μm) and the cluster sizes approach their minimum of one.

4.4 Assessment of channel occupancy for the FCC-hh scenario

The channel occupancy of a module is calculated by dividing the number of activated channels
by the total number of channels of this module:

occupancy[%] =
activated cells per module

total number of cells per module
∗ 100 (4.6)

The channel occupancy depends on the density of measurements - the cluster occupancy
(Nclusters/mm2). An increased number of clusters will lead to more activated channels, thus
increasing the channel occupancy. However, also the cluster size plays an important role
(see section 4.3). The number of activated channels is linearly proportional to the cluster size.
Hence, the channel occupancy is raised for bigger clusters. If the readout granularity is chosen to
be finer, the total number of channels is increased, reducing occupancy despite large cluster sizes.

These different contributions as well as the channel occupancy are displayed along z in fig. 4.10
and fig. 4.11 and have been determined as average of minimum bias events with 〈μ〉 = 1000.
Each point displays the average for a ring of modules at its specific z-position for the barrel
layers. In the endcap region each point gives the average of a region with different granularity
(pixel, macro pixel, strip) and displays the position of a disc in z. The first five points belong to
the inner endcaps, then the outer endcaps follow and finally, the discs of the forward tracker
beginning with three intermediate discs continue.
The total cluster size, determined by the interplay of cluster size in φ and cluster size in z, which
was studied in detail in section 4.3 is displayed in the first row of figs. 4.10 and 4.11. For the pixel
layers (first column of fig. 4.10) the cluster size increases with z from a minimum value of 4 in the
central region to a maximum of 17 in the outer parts. This is firstly due to the increased incident
angle with growing z (see fig. 4.6a) which increases the cluster size along z. Secondly, the cluster
size along φ is increased due to aggregation of looping particles in the outer parts. The passage
of more material with growing z leads to low momentum secondary production and increases the
cluster size. Due to a smaller η-coverage (smaller incident angle in z), increased hadronic activity
in the outer layers (fig. 4.10 right column and fig. 4.11 left column) and decreased granularity in
z in the outer barrel layers, the distribution is dominated by the cluster size in φ-direction and
stays roughly constant along z at a value of 4. For the endcap discs (fig. 4.11 right column) the
incident angle reaches its maximum in the outer rings, where the cluster size has a value of 4
and then decreases with growing z. The strip region and the endcap macro pixel region have a
bigger cluster size than the pixel region, because they occupy the outer rings and decrease along
z. However, the difference between the minimum and maximum cluster size is smaller than in
the barrel, because of the coarser granularity in the outer rings.
The cluster density is roughly constant over η in the central region. Since the barrel modules
cover equidistant space in z, each consecutive module covers less space in η (see fig. 4.4a). Thus,
the cluster occupancy (see second row) decreases slightly with z for the first four layers and
stays roughly constant for the following layers. The cluster occupancy has its highest value of
nearly 1.2 clusters per mm2 in the central region of the innermost layer. In the endcap region
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fig. 4.10: Cluster size, cluster occupancy and channel occupancy for the different barrel layers
along z. Each point displays a ring of modules in z. The results for the pixel layers
are displayed on the left in blue colors and for the the macro pixel region on the right
in green colors.
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fig. 4.11: Cluster size, cluster occupancy and channel occupancy for the different barrel layers
of the strip region as well as for the endcap regions along z. Each point displays a ring
of modules in z. The results for the strip layers are displayed on the left in orange
colors and for the endcap region on the right in red colors.
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fig. 4.12: Channel occupancy map at 〈μ〉 = 1000, showing the average channel occupancy of
each module of the whole tracker.

the cluster density slightly rises along z which is due to an increased number of clusters along z,
as observed in fig. 4.4b).
The channel occupancy is displayed in the last row of figs. 4.10 and 4.11. For the layer closest to
the beam line a channel occupancy of 1.6 % is observed, for all subsequent pixel and macro-pixel
layers the occupancy is decreased. In the strip layers the highest channel occupancy values are
observed, it reaches 3 % in the first strip layer. In the endcaps the occupancy stays below 1 %.

The full occupancy map for 〈μ〉 = 1000 is shown in fig. 4.12, displaying the averaged occupancy
for each module of the tracker. Especially the first layer as well as the strip barrel layers have a
high channel occupancy > 1 %3. This can lead to highly complex pattern recognition as well
as mismatches and to increased dead-times of the detector modules. In table 4.2 the averaged
channel occupancy for each barrel layer is shown.

For track reconstruction, only particles creating hits in subsequent layers are of interest. Low
momentum electrons, which do not leave the detector can disturb the signal. Thus, an energy
threshold is applied which needs to be reached in order to activate a pixel/strip. The specific
energy threshold depends on the sensor technology and the experimental design. Because the
technologies are not known at this stage, a typical energy threshold per readout cell for a silicon
detector of 3600 eV (the production of 1000 electron-hole-pairs in Silicon), was applied to account
for the possible impact of an energy threshold. Applying such an energy threshold reduces the
channel occupancy by 6-13 % (see second column of table 4.2). Another possibility to reduce the
channel occupancy can be to increase the granularity. However, this would lead to enhanced data
rates. To estimate the effect of an increased granularity, the third column shows the occupancy,
using the granularities of the inclined layout, which has a decreased strip size of 1.5 mm instead
of 50 mm in layers 9-11. For that case the channel occupancy is below 1 % despite for the first

3Part of this could be mitigated by smart readout schemas, which would go beyond the scope of this study.
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4.5 Estimated data rates for the FCC-hh baseline tracker using binary readout 89

tab. 4.2: Averaged channel occupancy expected at 〈μ〉 = 1000 for each barrel layer for three
different scenarios.

Layer nº No threshold Ethr = 3.6 keV inclined granularities, no
threshold

1 1.629 ± 0.042 1.491 ± 0.040 1.634 ± 0.045
2 0.391 ± 0.010 0.348 ± 0.009 0.392 ± 0.011
3 0.182 ± 0.005 0.160 ± 0.004 0.183 ± 0.005
4 0.103 ± 0.003 0.089 ± 0.002 0.103 ± 0.003
5 0.284 ± 0.008 0.262 ± 0.007 0.285 ± 0.008
6 0.154 ± 0.005 0.141 ± 0.005 0.154 ± 0.005
7 0.093 ± 0.003 0.086 ± 0.003 0.093 ± 0.003
8 0.044 ± 0.001 0.041 ± 0.001 0.044 ± 0.001
9 3.018 ± 0.093 2.810 ± 0.089 0.155 ± 0.368
10 1.887 ± 0.060 1.753 ± 0.060 0.097 ± 0.230
11 1.252 ± 0.051 1.164 ± 0.051 0.064 ± 0.152
12 0.875 ± 0.035 0.812 ± 0.037 0.880 ± 0.042

layer. However, the data rates increase, which will be further discussed in the following section.

4.5 Estimated data rates for the FCC-hh baseline tracker using
binary readout

Binary readout is assumed for the whole tracker, hence only 1 bit is accounted for each activated
readout channel. In case more information e.g. timing or energy is needed, more than one bit
needs to be considered.
The data rates are calculated by multiplying the number of activated bits per module Nbits

i with
the number of bits needed to address each readout channel. The last factor generally depends on
the module’s arrangement, i.e. the number of readout channels in r/φ and z for a given type of
detector module. It can be evaluated as:

Nbits
i = log2(Nrows

i ) + log2(Ncolumns
i ) (4.7)

The number of bits per event is given as an integral over all modules in each region.
To obtain an upper limit of the data rates for digital readout at the first trigger level and 40 MHz
bunch crossing rate, the obtained data amount must be multiplied by the event rate of 40 MHz.
The obtained integrated data rates for each region are summarized in table 4.3. The first column
states the plain data rates. Applying an energy threshold of 3.6 keV (second column) to activate
a pixel/strip, the data rate drops by 10 %. When using the inclined granularities, although the
occupancy decreases, the data rates increase, because of the increased number of channels to be
addressed.

In table 4.4 the data rates per layer, as well as the data rate density, which is a geometry
independent measure, for 40 MHz and 1 MHz event rate are shown.
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90 4 Occupancy and data rates of the FCC-hh baseline tracker

Data rates [TB/s] Flat layout With threshold inclined granularities

Pixels (inner) 1054.3 + 379.6 944.5 + 337.9 1056.3 + 380.2

Macro-pixels (middle) 559.2 + 423.1 515.4 + 391.4 560.3 + 423.8

Striplets/Macro-pixels (outer) 127.8 + 192.8 118.8 + 179.1 165.4 + 242.4

2737 TB/s 2487 TB/s 2828 TB/s

tab. 4.3: Summary of total data rates, as estimated for the three tracker regions: pixels (inner
tracker), macro-pixels (middle tracker) and striplets/macro-pixels (outer tracker), as
well as for different scenarios: with/without energy threshold and inclined granularities
(smaller strip size). Each number is shown as a sum of respective numbers of the
central and forward tracker.

Barrel layer: 1 2 3 4 5 6

Average radius [mm] 25 60 100 150 260 380

Data rate [Tb/s] 2263.1 1506.4 1140.3 938.5 438.0 348.6

Data rate @ 40 MHz [Gb/s/cm–2] 944.0 229.6 107.0 60.2 14.8 8.0

Data rate @ 1 MHz [Gb/s/cm–2] 23.6 5.7 2.7 1.5 0.4 0.2

7 8 9 10 11 12

530 742 937 1132 1327 1540

835.5 537.8 331.3 249.0 192.8 109.5

5.1 2.4 1.2 0.7 0.5 0.2

0.1 . . .

tab. 4.4: Summary of maximum fluence [cm–2], module occupancy and data rates [Gb/s/cm–2]
as estimated for the nominal FCC-hh pile-up of 〈μ〉 = 1000 and tracker flat geometry.
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4.6 Conclusion and outlook

The FCC-hh environment will be challenging in terms of track reconstruction with, on average,
∼ 30 M activated Pixels and ∼ 9 – 10 M clusters per event, assuming pile-up of 〈μ〉 = 1000.
For the flat baseline layout, the channel occupancy exceeds the general goal of 1 % (as stated
in section 2.3) in the first layer and the strip region. Moreover, the immense data rate densities
per cm2, with a maximum of 944 Gb/s/cm–2, are of particular concern in the innermost vertex
detector layers and rings. Possible improvements as well as the tilted layout need to be studied
in detail. The tilted layout with inclined modules is expected to reach higher cluster occupancy
but smaller channel occupancy rates, because a reduction of cluster size can be achieved. This is
shown for the ATLAS upgrade in [86] (chapter 3.4 ) or [139] (chapter 2.2.4 ) as well as for the
CMS upgrade in [68] in (chapter 6.2.2.)
When considering the deviation of charge carriers, due to the lorentz force, inside the silicon,
while drifting to the readout electrodes, the cluster sizes in r/φ-direction can be reduced, by
optimizing the rotation angle of the modules.
In addition to the high channel occupancy and data rates, by taking into account an unprecedented
limit on radiation tolerance within these layers/rings and that a limited power supply can be
used to keep the material budget of the vertex detector sufficiently low, there is no technology
available for these purposes so far. However, there is ongoing research by the CERN RD50
collaboration, which investigates radiation hard silicon sensors for high luminosity detectors [140,
141]. Thin monolithic silicon sensors, with a thickness of O(2) μm, can be studied as a potential
technology. This would keep the cluster size lower, because the sensitive material is thinner and
the technology promises also good radiation hardness, as studied by RD53 for the ATLAS and
CMS upgrades [142]. A dedicated R&D programme needs to be setup in the future to address
all these issues.
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Chapter 5

Double track resolution in b-jets for a 100 TeV
pp-collider at extreme pile-up conditions

At all scales, the hard scattering process in proton collisions is dominated by hard collisions
among the proton constituents (=partons) [56] (chapter 9 ). Subsequently emitted high energetic
quarks or gluons [143] will not be seen as such in the detector. Due to color confinement [144]
they hadronize [145] into color-neutral hadrons, which are finally observed as particle jets in the
detector [146]. A jet describes the dense region of hadrons and associated particles produced
during the hadronization process.
In order to determine the properties of the event and underlying physics process, e.g. whether
light quarks or b-, c- or t-quarks were produced, the internal structure of a jet needs to be
resolved by reconstructing its constituents. This requires that the readout granularity of the
tracking system is fine enough to separate the tracks originating from the different particles.
Otherwise, multiple particles will contribute to the same measurements and subsequently lead to
confusion in the track reconstruction algorithms. This and especially multiple overlaps can lead
to the loss of tracks. For Run2 of the LHC with its center-of-mass-energy of 13 TeV, the average
separation between highly collimated charged particles is comparable to the readout granularity
of the sensors of the inner tracking detector [110] of the ATLAS experiment. For the FCC-hh,
at 100 TeV center-of-mass energy, the situation is expected to be even more challenging, due
to the production of jets with higher transverse momenta (see [56], figure 100 ), which leads to
smaller angular separation. In addition, the high pile-up environment of 〈μ〉 = 1000 can lead to
contamination of the jet signals.

For illustration, the cluster position in the transverse view of the barrel part of the tracking
detector of a 10 TeV b-jet event are displayed in fig. 5.1. The clusters, which represent measure-
ments and later serve as input for pattern recognition as space points, are shown without pile-up
on the left side and overlaid with the expected pile-up on the right side. While on the left side,
the location of the two jets of that event can be guessed by eye, the high pile-up environment
completely occupies the tracker and the jets are not visible any longer. Already in this simple
and high-level representation, the difficulties for FCC-hh are easily spotted: a high density of
clusters within jets and strong contamination of the signal by pile-up.
In the following, the impact of these two problems is studied in detail. After a general introduction
to the bottom-quark in section 5.1 and the definition of a jet in section 5.2, the Monte Carlo sam-
ples used for the study are described in section 5.3. In section 5.4 the capability of double track
resolution in highly energetic b-jets for the FCC-hh, with and without pile-up, is investigated.
The capability to reconstruct close-by tracks is limited in the presence of pile-up. Section 5.5
specifically investigates to what extend the events are pile-up dominated. In section 5.6 the effect
on tracking efficiency considering shared clusters along the track and its possible improvement
using neural network identification is estimated. Finally the presented results are summarized
in section 5.7 and their impact on track reconstruction performance is discussed.
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94 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

fig. 5.1: Cluster positions of the barrel only in the transverse plane of the tracking detector for
a 10 TeV b-jet event without (left) and overlaid with pile-up at 〈μ〉 = 1000 (right).

5.1 The bottom-quark

For this study the charged-particle separation is studied using jets originating from a bottom quark,
which belongs to the third generation of quarks and is relatively heavy with 4.18 GeV/c [147].
At hadron-colliders the bottom quark is created together with its anti-partner b̄. Each of the
bb̄-pairs will form a separate jet, while hadronizing into a b-flavored hadron, which has a finite
lifetime [148]. The decay length of a b-hadron depends on its type and momentum and follows
vγτ , with γ being the relativistic lorentz factor due to time dilatation [149], which depends on
the particle’s momentum, v its velocity and τ standing for the B-hadrons lifetime in its rest
frame. The b-quark is the heaviest quark creating hadrons and has a relatively long lifetime of
O(10–12) s. At the LHC, with its center-of-mass-energy of 13 TeV, the B-hadron usually decays
after a centimeter [148]. This feature is often used for distinction of the b-jet to other jet-types,
e.g. by identifying the displaced secondary vertex, to tag the jet at the ATLAS and CMS
experiment (see [150]).
For highly boosted B-hadrons, which are expected at a 100 TeV hadron collider, the B-hadron can
travel longer distances and even decay within the detection volume. See [151] for a simulation
study, investigating a b-tagging algorithm based on the increased hit multiplicity between the
tracker layers, due to the B-hadron decay. In this context the radial decay vertices of B-hadrons
with different transverse momenta were studied and show that a large fraction of highly energetic
B-hadrons with 500 GeV ≤ pT ≤ 5000 GeV decay within the FCC-hh tracker. For B-hadrons
with pT = 5000 GeV only 22 % decay before reaching the first layer and a small fraction can even
pass the tracker without decaying.
Due to the characteristic that the B-hadron travels a certain distance before it decays, excellent
track separation within the jet is needed for it to be reconstructed. This is illustrated in fig. 5.2a,
where the substructure of a b-jet compared to a light jet (jet produced by light quarks, i.e.
up-, down- or strange-quark) is illustrated: the B-hadron decays after a certain distance, thus,
the particle tracks are closer to each other than, when coming from a single vertex. Since the
B-hadron can even decay within the tracker, the b-jet can give an upper bound for the smallest
track distances.
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5.2 Jet definition and clustering 95

(a) Scematic comparison of the jet substructure of jets stemming from
light (left) quarks and b-quarks (right). The resulting B-hadron has
a finite lifetime and decays within the jet.

R

(b) Definition of a jet by
its axis and extension
R =

√
η2 + φ2 in the

pseudorapidity-azimuthal-
angle plane.

fig. 5.2

Apart from being a suitable candidate to study double track resolution, identifying that a jet
originates from a b-quark, and measuring its properties is crucial for various physics scenarios.
These include searches for new physics, as well as probing the standard model. For instance, the
decay of the Higgs-boson into a pair of a bottom quarks and its anti-partner is the boson’s most
frequent decay (see fig. 2.2) and can directly probe the bottom-Yukawa coupling. This decay
was recently observed by ATLAS and CMS [33, 152]. Furthermore, the measurement of b-jets
play an important role for studying the top-quark, due to the top quark’s most prominent decay
into a W-boson and a b-quark [153, 154].
In addition, the detection of highly energetic b-quarks can also play a central role for interesting
beyond the standard model (BSM) physics searches. An example are heavy resonances, which
are predicted in many BSM-models addressing the hierarchy problem. These heavy particles
preferably decay into pairs of the heaviest quarks, the third generation quarks e.g. Z′ → tt̄,
Z′– → bb̄, (see [155, 156] for recent searches at ATLAS and CMS and [157] for an outlook for
the FCC-hh scenario). Moreover Higgs pair production and its subsequent decay to HH → bb̄bb̄
are important signatures which could give hints to new physics [158].
Furthermore, the B-hadron and its decay can also be used to study the strong interaction. The
decay of B-hadron results in generation-changing processes, due to the fact that the b-quark is
the lighter particle of the third-generation quark doublet, b-physics offers a possibility to study
CP-violation [148].

5.2 Jet definition and clustering

A jet describes a region of a collimated bunch of particles stemming from the hadronization
process and can be observed as a concentrated high energy deposition in the calorimeter or
dense particle tracks in the tracking detector. Jet reconstruction is an important part of full
event reconstruction. This means, connecting the detector-signals induced by hadrons and their
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by-products to the initially produced particles at parton level.
To geometrically determine the jet, the particles are bundled together using specific algorithms.
Hence, the exact jet definition and location strongly depends on the underlying algorithm,
defining which particles will be combined into the same jet. In the following, the geometrical
jet-definition as illustrated in fig. 5.2b is used. It is defined by its jet axis and its radius R in the
pseudorapidity-azimuthal-angle plane. Different solutions for the so-called jet-clustering exist,
based on different assumptions and qualities depending on the application. A general overview
of jet definitions and jet-clustering algorithms can be found in [159].
At the LHC-experiments prevalently the anti-kT-algorithm finds application to cluster jets,
which applies a bottom-up approach. The algorithm starts with calculating all distances of each
particle to the beam and between the particles using eq. (5.1). Then it clusters the particles with
dij < diB into the same jet and creates a new jet with a particle if diB < dij, with each particle
being only assigned once to a jet. This routine is reiterated until all particles are assigned to a
jet.

dij = min(
1

k2
Ti

,
1

k2
Tj

)
ΔR2

ij

R2 , diB =
1

k2
Ti

, (5.1)

with ΔR2
ij = Δη2ij +Δφ2

ij, Δη2ij = ηi – ηj, Δφ2
ij = φi – φj (5.2)

i, j...particle indices, dij...distance between particles, kT...transverse momentum,
R...jet radius parameter, diB...distance of particle i to beam,
η...pseudorapidity, φ...azimuth angle, [159, 160].

The special feature of the anti-kT-algorithm compared to other implementations is, that it
starts with the particles of highest transverse momentum and collects nearby particles until none
is found within a given radius R. Therefore, the jets have the shape of cones and are circular in
the η/φ-plane.
During simulation the true information of the particles (see chapter 3) is known. Hence, to find
jets, the generated particles can be clustered using the above information. These, in the following
called truth jets, describe the true location and spread of the jet most accurately.
In a particle detector experiment the same objects measured by different sub-detectors can be used
to cluster jets e.g. calorimeter clusters and reconstructed particle tracks. For higher efficiency
usually a combination of the detected information received from the different sub-systems is
used [161, 162]. The efficiency of the jet reconstruction depends on the detector setup and
calibration, as well as on the reconstruction algorithms. It can be determined in simulation, by
matching the reconstructed jets with the truth jets.

5.3 Monte Carlo samples and jet generation

For this study the b-jet samples have been produced using the FCChhSimJobs-framework [163],
centrally producing full simulation hadron collisions for FCC-hh, at a center-of-mass of 100 TeV.
For the b-jet samples, pairs of bottom quarks, flat in given pT and |η| ≤ 1.6 are produced
back-to-back in LHE file format [164]. Monte Carlo samples for five different pT-values have
been created: 500 GeV, 1 TeV, 2 TeV, 5 TeV and 10 TeV. The parton-level LHE-events are
then showered using the Pythia8 [98] event generator version 8.230 with Monash 2013 tune [99].
The vertex of the generated particles is smeared at generator level with σx/y = 0.5 mm and
σz = 40 mm. After the generation process, the particles are simulated, digitized and clusterized as
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5.3 Monte Carlo samples and jet generation 97

fig. 5.3: The pT-spectrum (left) and the pT-spectrum versus the pseudorapidity (right) of the
generated particles from the b-jets samples at 1 TeV, used for this study in grey, overlaid
with the found jet-properties in yellow.

described in detail in section 3.1.4. In the following, only tracker information is considered. Here,
a threshold of 1000 electron-hole pairs produced in the sensitive Silicon substrate is considered
by applying an energy threshold of 3.6 keV per readout pad.
Using the generated particles, truth jets (definition in section 5.2) are created, using an anti-kT-
algorithm of the FastJet library [160] version 3.3.0, with R = 0.4 and |η| < 2.5. It was decided
to use truth jets for this study to receive accurate results and stay independent of any detector
response or reconstruction algorithm.
The jet-clustering algorithm produces several jets, using all generated particles with the above
selection cuts. To use the jets, which actually stem from the two b-quarks, the two jets with
the highest pT are selected. Because the distinction between jets of different pT is an integral
part of this study, the resulting jets are only selected if they lie within certain bounds of
| (pT – pT,true) |≤ 100 GeV with pT,true = {500 GeV, 1 TeV, 3 TeV, 5 TeV, 10 TeV}.

In fig. 5.3 the charged particle multiplicity of the generated particles in dependence of their
transverse momentum and their pT-spectrum for b-jet events of 1 TeV is displayed in grey, with
the properties of the jets found with the anti-kT-algorithm overlaid in dark yellow. The soft
underlying event can be distinguished in the pT-spectrum, with the bulk of particles in the lower
transverse momentum region of pT < 100 GeV. Only a small fraction of particles - belonging to
the jet - has higher transverse momentum. The pT of the found jets is ranging between the above
cuts, with a peak at 1 TeV. On the right side of fig. 5.3, the pT of the generated particles and
the found jets is plotted against their pseudorapidity. The jets and their constituting generated
particles lie within | η | ≤ 2, while in forward region a soft particle spectrum is observed.

During the jet creation also the primary vertex of the jet is determined. To determine the vertex
of the jet, the vertices of the participating particles are weighted according to the transverse
momentum. The vertex with the highest transverse momentum is assigned to the jet.
The b-jet events are studied stand-alone and overlaid with the expected pile-up of 1000, by
merging 1000 minimum bias events as described in section 3.1. The particle spectra, clusters and
densities of the pile-up events at 100 TeV are studied in detail in section 4.1.
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98 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

B-hadron

detector module

daughters

(a) Definition of single-particle clusters.

B-hadron

detector module

daughters

(b) Definition of multi-particle clusters.

fig. 5.4: Illustrations for cluster definitions. On the left, three single particle clusters, created by
daughters of the B-hadron are displayed in different colors. On the right, those clusters
are merged and are hence part of a multi-particle cluster.

5.4 Characteristics of b-jets in the high energy regime and the
problem of cluster merging

At a 100 TeV hadron collider a new regime of phase-space can be explored. This includes the
production of highly boosted objects, e.g. b-jets with transverse momenta at a scale of several
TeV. Those jets will be strongly collimated, i.e. the particles forming the jets will be close
together and possibly difficult to separate. Whether close-by tracks can be resolved in the tracker,
strongly depends on how finely segmented the readout-grid of the silicon detector module is. The
separation of tracks within a jet plays a crucial role in track reconstruction, which is needed to
identify from which particle the jet originated and thus is required to determine the underlying
physics event.

Figure 5.4 illustrates how collimation can lead to multi-particle clusters: three daughters
of a recently decayed B-hadron reach a detector module. The module’s readout structure are
segmented pixels, which are displayed as a grey-framed grid in the figure. The pixels are activated
due to the passage of particles. The activated pixels are displayed in separate colors, to indicate
which signal is created by which particle. Neighbouring pixels form a cluster of which, each, is
readout as a measurement in the tracking detector. On the left side of the sketch, the daughter
particle tracks are sufficiently distant to form separate clusters on the detector module, while on
the right the three daughters are more collimated creating only one big cluster. In the following
these clusters will be referred to as multi-particle clusters, whereas clusters generated by a single
particle will be called single-particle clusters.
Clusters, whose position represent the input to track finding and track fitting (see chapter 3), can
lead to ambiguities, if created by more than one particle. A single miss-match of space-points
belonging to a track can lead to decreased track reconstruction efficiency and can worsen the
impact parameter resolution. This in turn is essential for identifying b-jets.
This section takes a closer look on the occurence of multi-particle clusters within jets. The
identification of such clusters is non-trivial and requires a precise definition. As described in
detail in section 3.1.4.1, the information written out per cluster also includes which particles
participate to each cluster. A simplified definition would classify each cluster, which is made of
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more than one particle as a multi-particle cluster. However, in track reconstruction not each of
these particles may be of interest. Examples are secondary electrons which are created and stay
contained within the detection layer and therefore will not create a particle track of their own.
On these grounds, a particle cut needs to be applied, identifying particles which have enough
energy to leave the detector module, they are created in.
Therefore, a transverse momentum of at least 15 MeV was chosen as a minimum requirement for
a particle to be accounted for. This corresponds to a particle being able to travel at least 25 mm
in the 4T magnetic field, following eq. (4.3). Within the tracking detector, that is the smallest
occuring distance between layers. To apply a cut in transverse momentum and not in e.g. energy,
also eliminates highly energetic delta electrons. As a second approach, counting only particles
which appeared on at least two layers was considered and gave very similar results. However,
the latter was too computing intensive to be used with a high number of clusters. Thus, the
first approach was chosen to identify multi-particle clusters. In addition to the requirement of a
minimum transverse momentum, the particle should not be produced within the sensitive silicon
of the particular cluster.
Using this definition the ratio of multi-particle clusters to the total number of clusters within
each jet can be determined. In this way geometrical effects or effects due to the charged-particle
multiplicity of the underlying event or pile-up are accounted for, which would not be the case when
simply displaying the quantity of multi-particle clusters. To evaluate the clusters independently
of the chosen jet radius, the rate is plotted versus the angular-distance ΔR (see eq. (5.2)) of
each cluster to the jet axis. To account for a jet-vertex that is not at the beam-spot, the cluster
positions have been corrected for the possible longitudinal shift.

The multi-particle cluster rate at a certain distance from the jet radius was statistically
evaluated and is displayed in fig. 5.5 for the total tracker and its different sensor regions pixel,
macro-pixel and strip as introduced in section 2.3. The dashed lines display the values of jet-events
without pile-up for the different jet-pT values, while the filled histograms include pile-up at
〈μ〉 = 1000.
Predictably, as it appears from fig. 5.5 the multi-particle cluster rate reaches its maximum close
to the jet core within ΔR ≤ 0.02 and then falls steeply until it reaches a plateau, which reflects
the pedestal of the general event activity. The rate increases with higher transverse momentum
of the jet, because the tracks of high pT-jets are more collimated and reaches maximum values
between 4.8 % for 10 TeV-jets and 0.84 % for jets with 500 GeV transverse momentum. The
background-plateau outside the jet is below 0.2 %.
When pile-up is included, a higher background-plateau of about 1.6 %, is observed. This means
that the contribution from pile-up creates similarly dense conditions as observed in the core of a
2 TeV-jet. Due to the increased cluster rate for 〈μ〉 = 1000, the relative fraction of multi-particle
clusters in the jet cores is smaller than without pile-up. Including pile-up, the maxima are
ranging from 1.74% to 4.4% for the different pT-values.
In the pixel region the number of multi-particle clusters is increased and reaches 9.5 % without
and 7 % with pile-up within ΔR ≤ 0.02 for 10 TeV jets and respectively 1.2 % or 1.5 % at
500 GeV. Also the plateau without pile-up has a slightly higher value of 0.4 %. The reason for
the increased rates in the pixel region is due to the fact that the pixel region is the area closest to
the interaction point. For the outer parts of the detector, the particle trajectories are less dense.
This effect is further enhanced by the magnetic field, which bends the trajectories apart when the
particles move outwards. Hence, the rate of multi-particle clusters, without pile-up, decreases in
the macro pixel and strip region and lies between at most 2.8 % or 3.1 % for 10 TeV and 0.46 %
or 0.96 % at 500 GeV. Including pile-up the ratio of multi-particle clusters increases dramatically
in the strip region and even exceeds the numbers without pile-up. The background-plateau for
the strip region is stable at a high value of approximately 3.8 % and reaches 5.3 % in the core of
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100 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

(a) all regions

(b) macro pixel region

(c) pixel region

(d) strip region

fig. 5.5: Multi-particle cluster rate in [%] versus angular distance ΔR of the cluster to the jet
axis for the whole tracker and separate, for the three different tracker regions: pixel,
macro pixel and strip.
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5.4 Characteristics of b-jets in the high energy regime and the problem of cluster merging 101

(a) all regions

(b) macro pixel region

(c) pixel region

(d) strip region

fig. 5.6: Average number of particles within the same cluster versus angular distance ΔR of the
cluster to the jet axis for the whole tracker and separate, for the three different tracker
regions: pixel, macro pixel and strip.

10 TeV-jets. The reason for the highly increased rate when including pile-up is the high channel
occupancy in the strip region, due to the coarser readout segmentation, as studied in detail
in section 4.4.

Since a cluster is counted to be a multi-particle cluster as soon as more than one particle
participated in its creation, the above obtained rate does not provide information, if a cluster
could be even shared by more than two particles. For this reason, the average number of particles
participating to a cluster, in dependence of the angular distance to the jet axis, is obtained and
respectively displayed for the different regions and jet energies in fig. 5.6.
Because the multi-particle cluster rate and the number of particles per cluster correlate, the
distributions look similar. It reaches a maximum ranging from 1.01 for 500 GeV-jets and
approximately 1.09 for a 10 TeV-jet close to the jet axis and falls until it reaches the minimum
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102 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

detector moduleshared cluster

merged cluster

(a) Sketch, showing the difference between a shared
and a merged cluster.
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(b) Comparison of the cluster sizes for single- and
multi-particle clusters.

fig. 5.7

of one particle creating the cluster. The numbers are increased for the pixel region, where a
jet with transverse momentum of 10 TeV has on average nearly 1.2 particles participating to a
cluster within ΔR ≤ 0.02. This means that, if all merged clusters would only be two-particle
clusters, one out of five clusters would need to be merged. Since the merged cluster rate for
this energy and bin is not 20 %, but lower at around 9.5 %, the multi-particle clusters need to
be in many cases created by more than two particles for 10 TeV-jets, in the pixel region. The
possibility that a merged cluster is created by more than two particles is similarly high for a
5 TeV-jet, but declines with decreasing pT of the jet in the pixel region. In the macro-pixel and
strip region the probability that a multi-particle cluster is on average made by two particles, is
in good agreement with the observed multi-particle cluster rate. When including pile-up, the
background-plateau is increased as from one to 1.02 and as before higher in the strip region at
1.04 number of particles on average per cluster.

The merging of clusters does not only put constraints on track finding but can also have
serious impact on track fitting and hence, on the track parameter’s accuracy. This can worsen
the reconstructed momentum, impact parameter and vertex resolution, due to shifted cluster
positions. The resolution can degrade in case a cluster is not only shared by multiple particles,
but if multiple close-by clusters are merged, as for example illustrated in fig. 5.7a. The merging
of clusters leads to a bigger cluster size and a change of the original position of the measurement,
which can have an impact on both, track finding and track fitting. Especially if merging occurs
in the inner detector layers, the impact parameter resolution is strongly affected. If there is an
effect, due to cluster merging, can be estimated by comparing the cluster sizes of single-particle
clusters with multi-particle clusters as done in fig. 5.7b.
The cluster sizes for multi-particle clusters are significantly increased with a mean value of 8.5
and a peak value of 4.4, compared to clusters formed from a single particle with a respective
mean value of 3.5 and a peak value of 2.5. This means that instead of particles just sharing a
cluster, cluster-merging happens frequently.
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5.5 The b-jet signals and the high pile-up environment 103

5.5 The b-jet signals and the high pile-up environment

As illustrated in fig. 5.1, both, the dense environment within the jet-cone as well as the high
pile-up background are of concern for the track reconstruction. In the previous section, the focus
was on the occurence of multi-particle clusters within the jet-cone with and without pile-up. In
the following, the relative difference (Nsignal+PU – NPU) \ Nsignal+PU of the number of clusters
and hits (number of activated channels) of signal mixed with pile-up, compared to the case when
only pile-up would be present is evaluated within the jet-core. This shows, if the signal can
be distinguished from the high background or if the event is completely dominated by pile-up.
To be independent of the chosen angular jet radius, the relative difference was calculated as a
function of ΔR. The number of hits and clusters was evaluated separately.

The results for both, hits and clusters are shown in fig. 5.8, for different jet momenta. Close
to the jet core a significant increase in both, the number of clusters and the number of hits
is observed while in the outer parts of the jet the relative increase for all jet energies is below
0.55 %. The increase close to the jet-axis depends on the transverse momentum of the jet and
is strongly enhanced for jets with higher pT. For example the number for clusters within an
angular distance of ΔR = 0.01 from the jet axis is increased by 7.5 % for a 500 GeV-jet and
even by 70 % for a 10 TeV-jet. The increase of the number of hits is less pronounced but still
strong, ranging from 4% to 55 % for the different jet-energies. The reason might lie in the more
collimated character of the jets, which produce more clusters with smaller clusters sizes and
therefore statistically activate less channels.
Due to the finer readout granularity in the pixel region, the relative difference of the number of
hits is much closer to the number of clusters compared to the macro-pixel and strip region e.g. it
reaches 68 % for a 10 TeV-jet close to the jet core, while the same quantity for the number of
clusters is at 70 %.

As observed, the number of hits increases significantly in the angular region close to the jet
core. This could possibly increase the channel occupancy, which can lead to problems not only
in pattern recognition, but also when transferring the data from the module. To investigate the
possible increase in channel occupancy of single modules in b-jet events compared to minimum-
bias events with 〈μ〉 = 1000, as studied in detail in chapter 4, the channel occupancy per module
is shown in fig. 5.9. The channel occupancy for the b-jet events, overlaid with pile-up is shown
in blue. On top, the channel occupancy of pile-up events only, without signal, is plotted in
black. The figure shows, that for most modules the channel occupancy is below 5 %. However
it can reach high values, for example one out of 1000 modules (with in total 49 114 modules
in the tracker, see chapter 2) can have a channel occupancy of more than 5 % and even two
out of 107 modules can reach occupancies of more than 20 %. When adding the b-jet events
on top of the pile-up, the distribution looks very similar, except that even higher values, up
to 24 % can be reached in one out of 107 – 108 cases. This means that the main contribution
to channel occupancy originates from pile-up. In the same figure, the channel occupancy just
from the pixel and the macro pixel area are plotted on top of the distribution in orange and in
magenta. For these two regions the channel occupancy stays below 3 %. This shows that the
extremely high values appear in the strip region, but also in the pixel region, high occupancy
values above 1 % are found. High local occupancies are not only problematic from a pattern
recognition perspective but can also overload the readout structures. In this way the signal on
those modules can be completely lost.
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104 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

(a) all regions

(b) macro pixel region

(c) pixel region

(d) strip region

fig. 5.8: To illsutrate whether the signal is completely swallowed by the pile-up, the number of
clusters (filled) and the number of hits (dotted line) for different jet-pT’s versus the
angular distance from the jet-axis ΔR is shown. The different figures show the results
for all regions and the different granular regions of the detector separately.
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5.6 Shared clusters along the track and projected tracking efficiency 105

fig. 5.9: Module channel occupancy for b-jet events overlaid with pile-up (blue) and pile-up
only (grey), with contribution of pixel region only (yellow) and macro pixel region only
(pink) plotted on top.

5.6 Shared clusters along the track and projected tracking efficiency

Shared or merged clusters, commonly referred to as shared in the following, can lead to the
creation of track duplicates during pattern recognition. This will impede the distinction to fake
tracks. Hence, the number of shared clusters along the track is crucial for the feasibility of
reconstructing a track. To suppress low momentum secondary particles and to keep the fake
rate at a reasonable level the requirement of at least eight hits on different layers was found to
be necessary for FCC-hh [165], without considering pile-up. For comparison, ATLAS uses a hit
requirement of seven hits on different layers [110]. In the following a track or reconstructable
particle is referred to as a particle fulfilling the track requirement of at least eight hits on different
layers.

In fig. 5.10a the fraction of reconstructable particles to the total number of particles producing
at least one sensitive hit (including secondaries) is plotted against the angular distance to the
jet-core, using a bin size of 0.01, for different jet transverse momenta. Close to the jet-core the
fraction reaches 70 % and falls off going outwards. This is due to the fact, that in the jet-core
many high momentum particles are produced, while outside the jet-core most particles have
lower momenta. The higher the jet-pT, the more boosted are the particles within the core and
the higher is the fraction of particles producing at least eight hits, which corresponds to a pT of
at least 445 MeV in the barrel region. When including pile-up, the total number of tracks with
lower transverse momentum is increased, hence the fraction of particles being reconstructable
is 10 % outside the jet-core. The increase close to the jet-core is more pronounced and reaches
values between 11 – 32 % depending on the jet transverse momentum. The total number of
tracks produced versus the jet-axis for different momenta, with and without pile-up is shown
in fig. 5.10b, to set the track fractions in context. Including pile-up the total number tracks
increases towards larger values of ΔR since the distribution of the pile-up particles increases
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106 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

(a) Fraction of reconstructable particles (making at
least eight hits on different layers) to the total
number of particles, produced during simulation,
which make at least one hit, against the distance
from the jet core, for different jet pT’s. The
dashed lines show the results including pile-up.

(b) Number of reconstructable particles over the
angular distance of the jet-axis, for different jet
transverse momenta.

fig. 5.10

towards higher η (see fig. 4.1a) and the jets are produced centrally.
In the following, only reconstructable particles, which require the minimum hit requirement on
truth level are further considered.

The number of clusters along a track is shown in fig. 5.11 in blue and the number of different
layers hit along the track is shown green. Both curves have a similar shape, starting at eight,
due to the hit requirement and fall off rapidly after 21, since this is the maximum number of
hits, if a particle passes half of the detector layers in forward direction (20 endcap discs and
the first barrel layer). Since the numbers did not depend on the jet transverse momentum, the
average for the events with different jet-pT is shown. More than 96 % of the clusters are not
shared (orange), however rarely 12 – 14 clusters along a track can be shared. When including
pile-up the probability that all clusters along the track are shared clusters is increased and only
more than 75 % of the clusters are not shared.

For track reconstruction, the number of shared clusters along the track plays a key role.
In figs. 5.12a, 5.13a, 5.14a, 5.15a and 5.16a the rate of tracks with no shared clusters, zero to
four shared clusters and more than four shared clusters along the track is plotted against the
angular distance of the particle to the jet-core, for different transverse momenta. The rate is
calculated relative to the total number of tracks following the above defined track requirements.
Due to the collimated nature of the jet, the rate of tracks with shared-clusters increases close to
the jet-core. Furthermore, the fractions depend on the transverse momentum of the jet samples.
The higher the transverse momentum, the more the jets are boosted and their decay products
are less separated.
Without considering pile-up, for jets with transverse momentum of 500 GeV, the rate of tracks
with no shared clusters along the track is 83 %, within ΔR = 0.02 and reaches 97 % at angular
distances greater than 0.2 from the jet-core. The fraction of tracks with one shared cluster along
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5.6 Shared clusters along the track and projected tracking efficiency 107

fig. 5.11: Number clusters (blue), different layers hit (green) and shared clusters (orange) along
a track, with (dashed) and without pile-up. The average for events with different
jet-pT is shown.

the track reaches a maximum of 14 % in the jet-core and falls off to several percent going outside.
Tracks with two shared clusters along the track are found to be at most a few percent, while
all other rates are in the sub-percent range. For higher jet-momenta, the rates increase, as
expected. Especially for jets with a transverse momentum of 10 TeV, the rates of tracks with
shared clusters become high. For instance the fraction for clean tracks, consisting of non-shared
clusters goes down to 43 % within an angular distance of 0.02 from the jet-core and all rates
for tracks consisting of shared clusters go up to a few percent or tens of percent. Even tracks
consisting of more than four shared clusters along the track have a fraction in the percent range.
When pile-up of 〈μ〉 = 1000 is considered, outside the jet-core, the rates of tracks consisting of
shared clusters remain high. For example nearly 30 % of all tracks have shared clusters, even
outside the jet-core, and - as it is induced by pile-up - this is independent of the jet-pT.
This can lead to confusion during track finding and in-efficiency in tagging of fake tracks. For
instance, ATLAS currently allows at maximum two shared clusters along the track. Hence,
shared clusters along the track are a serious issue for track reconstruction and can lead to the
complete loss of the track.
In ATLAS, an artificial neural network [166] was trained to identify merged clusters, using the
measured charge, which is proportional to the deposited energy, and its relative position of
pixels in the cluster. It identifies clusters created by two particles with an efficiency of 90 %
and clusters created by more than two particles with 85 %. The neural network can tag clusters
into three different categories: to either be shared by one, two or more than two clusters. To
estimate the tracking efficiency in dense environments at the FCC-hh, a projected tracking
efficiency is determined. The efficiency is calculated by dividing the number of tracks, which
can be reconstructed, by the total number of tracks fulfilling the track requirement. Since truth
information is used, this method provides an upper limit of an ideal pattern recognition. In case
shared clusters are found along the track, they are assumed to be lost and not reconstructable.
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108 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

(a) Rate of tracks with the given number of shared
clusters along the track, shown in different col-
ors.

(b) Projected tracking efficiency, assuming a per-
fect pattern recognition. The different colors
indicate the distributions of tracks with a given
number of shared cluster along the track, pre-
suming an efficiency of a neural network identi-
fying these shared clusters with an efficiency of
εNN of 90 %.

fig. 5.12: Track rate (left) and projected tracking efficiency (right) for b-jets with 400 < pT <
600 GeV, plotted against the angular distance ΔR of the respective track to the
jet-core. The solid lines show the rates without including pile-up, while the dashed
lines include pile-up of 〈μ〉 = 1000.

This efficiency is shown in dependence of the angular distance to the jet-core in figs. 5.12b, 5.13b,
5.14b, 5.15b and 5.16b for the different jet transverse momenta. The dark blue curve represents
the reverse of the established rate of tracks with no shared clusters to the left of each efficiency
plot. In the center of the jet-core, within an angular distance of ΔR = 0.02, the efficiency drops
to 41 – 83 % depending on the transverse momentum of the jet. Towards the outside of the
jet-core a maximum of 97 % can be reached not considering pile-up, which is lowered to 72 % at
〈μ〉 = 1000.
To estimate the tracking efficiency in case shared clusters can be identified, the following formula
was used

ε
projected
tracking =

∑Nclusters
shared

i=0 Ntracks
i εiNN

Ntracks
, (5.3)

with Nclusters
shared being the number of shared clusters along the track. Ntracks is the total number

of tracks and εNN is the efficiency of the neural network (NN). To show the projected tracking
efficiency, a neural network efficiency of 90 % was assumed, following the example of ATLAS
and up to four shared hits along the track have been considered which is highlighted by different
colors in figs. 5.12b, 5.13b, 5.14b, 5.15b and 5.16b. The drawback of this approach, is that this
would require the possibility to readout the charge deposition. This means more information
needs to be stored in terms of bits. Currently, ATLAS uses an eight bit readout, which will be
reduced to four bits at the HL-LHC. However the FCC-hh tracker is currently assuming binary
readout, which already results in high data rates, as shown in section 4.5. The projected tracking
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5.7 Conclusion and discussion of results 109

(a) Rate of tracks with the given number of shared
clusters along the track, shown in different col-
ors.

(b) Projected tracking efficiency, assuming a per-
fect pattern recognition. The different colors
indicate the distributions of tracks with a given
number of shared cluster along the track, pre-
suming an efficiency of a neural network identi-
fying these shared clusters with an efficiency of
εNN of 90 %.

fig. 5.13: Track rate (left) and projected tracking efficiency (right) for b-jets with 900 < pT <
1100 GeV, plotted against the angular distance ΔR of the respective track to the
jet-core. The solid lines show the rates without including pile-up, while the dashed
lines include pile-up of 〈μ〉 = 1000.

efficiency without using neural network identification is the inverse of figs. 5.12a, 5.13a, 5.14a,
5.15a and 5.16a. When the shared clusters can be identified, the projected tracking efficiency
improves strongly and allows to nearly converge to 100 % outside the jet-core, even with pile-up
included. Although the tracking efficiency can be strongly recovered within the jet-core and
values between 85 – 98 % can be achieved, track reconstruction in those dense environments still
remains challenging.

5.7 Conclusion and discussion of results

While the high-pT jets create a signal that is distinguishable from the pile-up background close
to the jet-core, the main contribution to the channel occupancy at the FCC-hh tracking system
comes from pile-up. With values smaller than 1 % in the macro-pixel region, up to 3 % in the
pixel region and up to 21 % in the strip region. High peak values up to 24 % can be reached due
to the signal contributions in the strip region.
Cluster merging close to the jet axis happens frequently, especially close to the beamline in the
pixel region, where the multi-particle cluster rate reaches a maximum of 11 % without and 6 %
with pile-up for 10 TeV-jets. Often these multi-particle clusters in the pixel region originate from
more than two particles. In the strip region, due to the coarser granularity, the pile-up particles
have a big impact on the cluster merging and the detector is highly occupied in that region. The
occurence of multi-particle clusters is in many cases due to cluster merging, which worsens the
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110 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

(a) Rate of tracks with the given number of shared
clusters along the track, shown in different col-
ors.

(b) Projected tracking efficiency, assuming a per-
fect pattern recognition. The different colors
indicate the distributions of tracks with a given
number of shared cluster along the track, pre-
suming an efficiency of a neural network identi-
fying these shared clusters with an efficiency of
εNN of 90 %.

fig. 5.14: Track rate (left) and projected tracking efficiency (right) for b-jets with 1900 < pT <
2100 GeV, plotted against the angular distance ΔR of the respective track to the
jet-core. The solid lines show the rates without including pile-up, while the dashed
lines include pile-up of 〈μ〉 = 1000.

track parameters’ resolution.
As found for the ATLAS experiment, the merging of clusters significantly degrades the track
reconstruction capability in the cores of jets and leads to 6.1 – 9.3 % lost tracks for jets with
pT = 200 – 1600 GeV [110].
From the findings of this study and the results provided by ATLAS, it can be concluded that
the merging of clusters due to highly collimated jets and the pile-up environment put significant
constraints on track reconstruction performance for the FCC-hh.
Especially for jets with higher transverse momentum, a decrease in efficiency, due to higher
cluster merging rate is expected. For 10 TeV jets, the projected tracking efficiency drops down to
43 % within an angular distance of 0.02 from the jet-axis and increases with decreasing jet-pT up
to 83 % for a 500 GeV jet. Even outside the jet-core the tracking efficiency does not reach 100 %
but 97 % due to cluster merging. When pile-up is considered, it further drops to 72 %. Just from
pile-up, the number of tracks with shared clusters in raised to 30 %.
A possibility to deal with cluster merging could be a similar approach as done in ATLAS, using
neural networks. Such a neural network allows to identify shared clusters and possibly increase
the tracking efficiency up to 85 – 98 % depending on the jet pT. To identify shared clusters,
additional readout information would be of need, which would further increase the data rates
(see section 4.5).
Future studies including the exact degradation in the track reconstruction performance, due to
the merging of clusters need to be done to quantify the presented degradation, once the full
simulation track reconstruction chain is established for FCC-hh.
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5.7 Conclusion and discussion of results 111

(a) Rate of tracks with the given number of shared
clusters along the track, shown in different col-
ors.

(b) Projected tracking efficiency, assuming a per-
fect pattern recognition. The different colors
indicate the distributions of tracks with a given
number of shared cluster along the track, pre-
suming an efficiency of a neural network identi-
fying these shared clusters with an efficiency of
εNN of 90 %.

fig. 5.15: Track rate (left) and projected tracking efficiency (right) for b-jets with 4900 < pT <
5100 GeV, plotted against the angular distance ΔR of the respective track to the
jet-core. The solid lines show the rates without including pile-up, while the dashed
lines include pile-up of 〈μ〉 = 1000.

As discussed in section 4.6 the tilted layout and a finer segmentation in the strip region would
help to reduce the impact of pile-up and the high channel occupancy. For the HL-LHC [44] with
pile-up of 200, the inclined ATLAS ITk layout [167] was found to improve tracking efficiency
in dense environments, independent of the jet-pT and distance of the jet-axis (see [168]). The
improvement is due to the better pixel granularity, the larger number of layers and the larger
leverarm. Hence, with the inclined modules of the tilted layout, a decreased rate of merged
clusters is expected.
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112 5 Double track resolution in b-jets for a 100 TeV pp-collider at extreme pile-up conditions

(a) Rate of tracks with the given number of shared
clusters along the track, shown in different col-
ors.

(b) Projected tracking efficiency, assuming a per-
fect pattern recognition. The different colors
indicate the distributions of tracks with a given
number of shared cluster along the track, pre-
suming an efficiency of a neural network identi-
fying these shared clusters with an efficiency of
εNN of 90 %.

fig. 5.16: Track rate (left) and projected tracking efficiency (right) for b-jets with 9900 < pT <
10 100 GeV, plotted against the angular distance ΔR of the respective track to the
jet-core. The solid lines show the rates without including pile-up, while the dashed
lines include pile-up of 〈μ〉 = 1000.
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Chapter 6

Prospects for search of long-lived wino with
disappearing track signature at FCC-hh

One of the big open question in physics concerns dark matter: despite the clear evidence for
its existence at this point, the nature of dark matter is still unknown [169]. Astrophysical
observations, including the exploration of the large-scale structure of the universe [170] and
galaxies [171, 172] demonstrate its existence. Furthermore, it also suggests that dark matter
dominates the matter content of the universe.
Possible non-baryonic dark matter candidates, including WIMPs (weakly interacting massive
particles), axions, sterile neutrinos or primordial black holes, must not interact or interact very
weakly with electromagnetic radiation. In addition, they have to conform with the astronomical
observations and they need to be stable on cosmological time scales, otherwise they must have
decayed already [37].
One prominent candidate for dark matter are supersymmetric partners of the known particles
described by the standard model. Theoretical supersymmetric models (SUSY) [173] extend
the standard model by introducing a new space-time symmetry between fermions (spin 1

2) and
bosons (spin 1). SUSY provides a potential WIMP dark matter candidate: a neutralino, which
is the lightest supersymmetric particle (LSP) in many SUSY models [40].
In SUSY, the higgsino and the gaugino are the superpartners of the higgs boson and the gauge
bosons (W+, W–, Z0) mediating the electroweak force. As a result of SU(2) × U(1) breaking
effects, the gaugino and higgsino degrees of freedom can mix and lead to new physical particles:
charginos (electrically charged mass eigenstate) and neutralinos, which are majorana fermions
without electric charge. The chargino states are denoted as χ̃±

1 and χ̃±
2 . The lightest neutralino

is denoted as χ̃0
1 [40]. Charginos and neutralinos are often referred to as electroweakinos.

Minimal supersymmetric extensions of the standard model (MSSM) impose the so-called R-parity:
a discrete symmetry assigning all SM particles a value of +1, while supersymmetric particles
acquire a value of –1. In case R-parity is conserved, this has important consequences on scattering
and decay processes. For instance, an initial state, which involves the known standard model
particles (even R-parity) e.g. a proton-proton collision at a particle collider, supersymmetric
particles (odd R-parity) can only be produced in pairs, which decay relatively fast due to their
high mass. The final decay products can be SM particles and/or the LSP, which due to R-parity
conservation can not decay further and thus remains stable. Hence, the lightest neutralino, which
only interacts weakly, is a good dark matter candidate [40, 174].
The wino (supersymmetric partner of the W boson) or higgsino are assumed to be the lightest
gaugino states in many SUSY models, which succeed in providing a dark matter candidate, as for
example the anomaly-mediated supersymmetry breaking (AMSB) [175, 176]. In that case, the
charged SU(2)-multiplet partner of the neutral wino (higgsino) LSP, which is the lightest chargino,
is close-by in mass to the LSP. This is due to the approximate custodial symmetry [177], which
forbids mass splitting at tree-level and only allows radiative corrections which are calculated to
be approximately 160 MeV for the wino case (at two-loop level) [178] and 350 MeV [179] for the
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114 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

higgsino LSP scenario.
The consequence of the small mass difference is, that the chargino decays mainly to the neutralino
and a soft pion (see fig. 6.1b). This also leads to a relatively long-lived chargino with a decay
length of cτ = O(1 – 10) cm [178] and a possibility to detect the chargino in the detector. The
neutralino passes through the tracker without interaction and the pion, due to its low transverse
momentum will not be reconstructed in the tracker. Hence, the chargino signature can be
observed by searching for a disappearing track in the tracker. For the small radiative corrections
to the mass difference, the calculated wino (higgsino) lifetimes are of approximately 0.2 (0.023) ns
(see [54], figure 4 ).
When assuming that the neutralino is dark matter, which was produced in thermal processes,
there is an upper limit of the WIMP mass. This upper limit can be calculated from the observed
relic density of dark matter and is 3 TeV for the wino case (see [180], figure 2 ) and 1 TeV for
the higgsino case (see [180], figure 5 ). Hence, it could be discovered at 100 TeV center-of-mass
collisions at FCC-hh.
The latest disappearing track searches performed by the ATLAS experiment using data of√

s = 13 TeV exclude wino masses below 460 GeV with a lifetime of 0.2 ns at 95 % CL [181].

6.1 Event topology and kinematics

This study probes charginos and neutralinos produced in pairs: χ̃±
1 χ̃

∓
1 , χ̃±

1 χ̃
0
1 for the wino case1.

In order to trigger (see section 2.4) and select events as being possible chargino-neutralino
candidates, selection cuts which distinguish these events from others need to be applied. These
selection cuts usually use criteria based on charged lepton detection, detection of jets (see sec-
tion 5.2) or missing transverse energy2 ( Emiss

T ) (see [69, 184, 185]).
The signature of the probed events is characterized by the presence of one or two charginos,
which possibly create short track signatures in the detector due to their decay and a neutralino,
which leaves the detector undetected. Since the χ̃±

1 χ̃
∓
1 - or χ̃±

1 χ̃
0
1-pairs produced in the proton

collision are mass degenerate for the pure chargino case and nearly mass degenerate for the
mixed chargino-neutralino case, the particles will be produced at rest (in the transverse plane)
and the transverse momenta will cancel each other out leaving small to no Emiss

T . In that case,
the event can not be triggered or selected and hence, will not be registered by the experiment.
However, in presence of a hard QCD-jet due to initial state radiation3, the electroweakino-pair
will recoil against the jet. As a consequence the produced SUSY particles are boosted, which
allows to detect missing transverse energy. In most SM searches ISR is a nuisance, which
can contaminate the final states. As for this case and also other SUSY searches, ISR is of
big advantage and mandatory for being able to select this signal [186]. The corresponding
Feynman diagram is shown in fig. 6.1a. Figure 6.1b shows an event display (jet is omitted) of
the production of a chargino-pair and the subsequent decay of one of the charginos within the
FCC-hh tracking detector. Since the neutralino-mass is nearly mass degenerate with the chargino,

1In general the lower indices indicate the mass ordering, i.e. M
χ̃1

< M
χ̃2

2The total energy and initial momentum of the colliding partons (the hypothetical consituents of a proton,
see [182]) along the beam-axis is unknown. According to the laws of momentum and energy conservation, the
total sum of energy of particles produced in the transverse plane to the beam-axis must be zero. Hence, if
particles are invisible to detection because they are only interacting weakly (as it is the case for neutrinos or
the dark matter candidate neutralinos), this can be observed by missing transverse energy, which is equal to
the negative net transverse momentum: Emiss

T = –
∑

i pT [183].
3The constituents of the proton, namely gluons and quarks are continuously splitting apart and recombining.

This activity can be disturbed in case the protons are scattered, which can leave individual quarks and gluons
in an uncombined state, resulting in jet-signatures and is called initial state radiation (ISR) [186].
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6.2 Event Generation 115

(a) Feynman graph, illustrating the pro-
duction mechanism of a chargino-
neutralino-pair pp → χ̃±

1 χ̃
0
1 + j and

the subsequent decay of the chargino
to a neutralino and a pion χ̃±

1 →
χ̃0

1 + π±. Source of figure: [187].

(b) Event display (using Acts fast simulation within the
FCC-hh tracker, with m

χ̃
±

1

= 1600.33 GeV and m
χ̃

0

1

=

1600.17 GeV) of the production of a χ̃+
1 χ̃

–
1-pair and the

decay of the χ̃+
1 after the fourth layer of the tracking

detector.

fig. 6.1

it is boosted in the same direction as its mother. The pion is emitted very softly and hence,
is strongly curled within the FCC-hh magnetic field of 4T (for details of the decay kinematics,
please see appendix A.7).

6.2 Event Generation

Monte Carlo (MC) event samples are used [188] (section Simulation Samples), assuming the mini-
mum AMSB model for the wino. The configuration is chosen in a way to account for the observed
Higgs boson mass at 125 GeV, without maximal mixing (tan β = 5 and m0 = 20 TeV). Only pure
wino LSP scenarios are taken into account. The kinematic distributions have been simulated using
MAD-GRAPH5_aMC@NLO 2.3.3 [189] with the output of event generation files in LHE-file-format [164].

6.3 Simulation

The parton-level LHE-events are showered using the Pythia8 [98] event generator version 8.230
with Monash 2013 tune [99]. The vertex of the generated particles is smeared at generator level
with σx/y = 0.5 mm and σz = 40 mm. After the generation process, the particles are input to
FCCSW simulation (see section 3.1) using Geant4 [102]. The simulation was configured in a
way to force the chargino to decay into a neutralino and a charged pion. The decay time of the
charginos can be configured at runtime to allow the simulation of different scenarios. Details
on the implementation of the chargino simulation can be found in appendix A.9. To account
for the pile-up, the chargino events have been overlaid with minimum bias events as explained
in section 3.1. After the particle interactions within the detector have been simulated, the
output of Geant4 is digitized and clusterized as described in detail in section 3.1.4. A minimum
energy deposition of 3.6 eV for a particle to be registered, was applied during simulation and an
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116 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

(a) The averaged charged particle multiplicities for
each event normalized to 1, over η, displayed for
the different contributions.

(b) The averaged charged particle multiplicities for
each event normalized to 1, versus the particle’s
pT, displayed for the different contributions

fig. 6.2: Pseudorapidity (η) and transverse momentum (pT) distributions, separately displayed
for the pile-up noise in magenta (∼ 1000 overlaid minimum bias events), the underlying
event is displayed in coral, while the chargino distribution is displayed in yellow. Only
primary charged particles have been used, which represent all generated particles
reaching the detector.

additional threshold of 3.6 keV (production of 1000 electron-hole-pairs in Silicon) was applied to
activate a readout cell during digitization.

6.4 Charged particle spectra and decay vertices

The η and pT-spectra of the primary simulated particles are displayed in fig. 6.2a and fig. 6.2b.
Both figures display three different distributions, showing the contributions of pile-up with
〈μ〉 = 1000 in magenta, the underlying event4 in coral and the chargino particles in yellow. The
bulk of the charginos are produced within the central region with | η |≤ 2, while both, the
underlying event and the pile-up noise are produced rather flat in η, with a slight decrease in the
forward region. In contrast to the pure pile-up contribution, the underlying event has an increased
activity in the central region. When comparing the transverse momentum distribution of those
three different cases, apparently the pT-spectra of the pile-up particles and the charginos are well
separated. While the contributing particles from pile-up have a relatively soft pT-spectrum, with
the bulk being below 10 GeV, the charginos are produced at high pT only, with the majority
ranging from 100 – 7000 GeV. The underlying event is similar to the pile-up, with the majority
of particles within the soft region, but with a stronger tail reaching towards O(1000) GeV, which
presumably comes from additional particles being produced in the hard scatter, apart from the
chargino, as for instance the ISR-jet.

4For definition of the underlying event and kinematics at 100 TeV, please see section 4.1.

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.
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6.5 Hit requirement selection

The minimum number of space-points to reconstruct a particle trajectory within a magnetic
field is three. Given the extremely high number of clusters in the first layers (see fig. 4.4a), the
number of fake tracks5 will be increased for a small number of hits required to build tracks. In
addition, the track parameters resolution will be rather poor for this case. Hence, requiring a
higher number of hits on different detector layers will increase the track quality and decrease
the fake-background. On the other hand, the signal acceptance (which decreases when requiring
more number of hits due to the short lifetime of the wino) needs to be maximized. To find the
optimal hit requirement, balancing those competing demands, the fake background, as well as
the momentum resolution and signal strength need to assessed.
To set first limits on the possible requirement of hits on different layers, the fraction of particles
surviving at each layer is shown in fig. 6.3, for the wino-signature, against the radial position
of the layer. The underlying event and the pile-up are shown separately. For this first check,
only tracks fully contained within the barrel region have been considered. This choice was taken
because it was found that out of 10 000 wino-events only 872 contained wino-tracks with four
hits and only 19 out of these had at least one hit in the endcap region. The radial position of
each layer is drawn with a vertical grey dashed line. At r = 0 all charged particles produced in
the interaction, of which many do not even reach the first layer, are displayed and are scaled
to be 100%. Each subsequent entry is relative, scaled to this first number. Absolutely, there
are on average 1.6 winos, 410 charged particles from the underlying event and 202 690 charged
particles from the pile-up contribution produced per event. From fig. 6.3 it can be seen that after
the 4th layer, the percentage of wino-tracks surviving decreases rapidly in order of magnitudes
from 4.45 % down to 8.4 h at the 5th layer and 2 h at the 6th layer. The background from
underlying event and pile-up decreases smoothly. However, a reduction of 0.1 of the pile-up
tracks corresponds to roughly 20 000 less number of tracks. Hence, it was chosen to study more
closely tracklets with 4, 5 and 6 hits on different layers.

6.6 Event selection and background estimation

The chargino is expected to have high transverse momentum (see fig. 6.2b). Due to its decay to
a neutralino, large missing energy (Emiss

T ) contribution is expected. A jet with high transverse
momentum from initial state radiation together with the missing energy requirement will allow
to trigger the chargino event candidates. Further selection can be based on the occurrence of a
high-pT tracklet.
In general, the background can be divided into two categories: physical and unphysical background.
The physical background from Standard Model events arises due to tracklets which fulfill the
event selection criteria. Other physical background contributions may arise, as soon as the event
candidate is selected. These include tracklets from pile-up and the underlying event. The third
category is unphysical background from fake tracks, emerging from random combinations of
space points. Especially in the high pile-up environment of FCC-hh, the number of fake tracklets
is expected to be high.
There are three different background contributions, which can complicate finding the possible
chargino tracklet:

1. physical background from SM events

2. physical background from pile-up and underlying event

5Fake tracks are tracks which are formed from random combination of space-points.
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fig. 6.3: Fraction of tracks surviving at each layer, for the chargino wino signature with τ = 0.2 ns,
the underlying event and the tracks coming from pile-up. Each vertical grey dashed
line displays the radial position of a layer. The first entry display the total number of
generated particles

3. unphysical combinatorial background from pile-up and underlying event

All backgrounds are estimated and described in more detail in the following subsections. Mainly
for simplicity reasons, only the barrel region was studied in detail. Nevertheless, studying only
the barrel region enhances the signal to background ratio for tracklets stemming from pile-up.
Due to their high pT the charginos are mainly produced in central regions, while a big fraction
of background is expected in the more forward regions, as shown in section 6.6.1. To keep the
signal rate sufficiently high, tracklets fully contained in the barrel region, for the different hit
requirements have been considered, which correspond to an η-coverage of 2.4, 1.8 and 1.46.

6.6.1 Tracklets stemming from pile-up and underlying event

To estimate the tracklet-candidates within pile-up of 〈μ〉 = 1000 and underlying event, all particles
creating only 4, 5 or 6 measurements on different layers are considered. Electrons are treated in
a special manner, since those can loose considerable amounts of energy through radiation. This
can lead to a change in their curvature and hence lead to reconstruction as a tracklet. As soon as
an electron has lost 90 % of its initial energy, the subsequent produced clusters are not counted
to belong to the same track. In the following, the characteristics of all tracklets are studied in
detail.

Figure 6.4a shows the distribution of the tracklets versus the pseudorapidity η from pile-up
and underlying event. The plot is stacked and shows the composition of particle types of the
tracklets. On average 7040 tracklets are produced per event with the main contribution being
pions (83 %) followed by kaons (12 %) and protons (3 %). Electrons have a relatively small share
of (0.7 %). The composition of the underlying event without including pile-up is very similar to
the composition with 〈μ〉 = 1000, see fig. 6.5a. The contribution of the underlying event is very
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6.6 Event selection and background estimation 119

(a) All primary tracklets included. (b) Only primary tracklets, fully contained in the
barrel region, included.

fig. 6.4: Charged particle multiplicity and composition of primary tracklets of the underlying
event and pile-up. The average number of tracklets, which could be mistaken for a wino
disappearing track signature expected per events is shown, versus the pseudorapidity η.
The different colors indicate the contributions of the different particle types.

(a) All primary tracklets of underlying event in-
cluded.

(b) Only primary tracklets of the underlying event,
fully contained in the barrel region, included.

fig. 6.5: Charged particle multiplicity and composition of primary tracklets of the underlying
event. The average number of tracklets, which could be mistaken for a wino disappearing
track signature expected per events is shown, versus the pseudorapidity η. The different
colors indicate the contributions of the different particle types.

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

120 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

(a) All primary tracklets included. (b) Only primary tracklets, fully contained in the
barrel region, included.

fig. 6.6: Number of different layers hit by primary tracklets of the underlying event and pile-up.
The plot is stacked and shows the composition of tracklets.

small, since on average only ∼ 14 tracklets are caused by it per event.
Studying only the barrel region reduces the possible background tracklets, as shown in Figure 6.4b
and Figure 6.5b. In total 4932 tracklets are produced per event on average at 〈μ〉 = 1000, which
is a reduction of ∼ 30 %. The particle composition is very similar when including the endcaps.

So far, no differentiation of tracklets made of 4, 5 or 6 hits was made. Figure 6.6 shows the
composition in dependence of the number of different layers. Including the endcaps the number
is roughly the same, for all three cases. When considering barrel only, in total 1919 tracklets
are on average expected when requiring four hits on different layers, which is lowered to 1790
requiring five hits and 1223 tracklet for six hits.

Whether a tracklet could be mistaken for a disappearing track, strongly depends on the
transverse momentum of the particle. In fig. 6.7 the truth pT-distribution of all tracklets (left)
and tracklets in the barrel region only (right) is shown. The charginos have very high transverse
momentum in the range of 30 to 10 000 GeV, while the background tracklets are mostly in the
low momentum region. In the barrel region only one tracklet (1.5 including endcaps) per event
has a transverse momentum higher than 10 GeV, on average.

Figure 6.8 shows that while the highest momentum charginos are produced very central,
the background tracklet momenta increase with increasing η. This is most likely because the
probability for hadronic interaction and hence, for a particle to create a tracklet, is increased,
when more material is passed.

The background and the chargino tracklets are kinematically very well separated on truth
level. However, after reconstruction this does not need to be the case. To test for this case
a simple fit method based on the Riemann fit, more closely described in appendix A.8, has
been applied, to fit a track through all measurements belonging to the same tracklet. The used
Riemann fit method is just a simple approximation. It does not take any effects due to multiple
scattering into account and hence performs worse than other more complex methods. Since for
the charginos high momentum tracks are expected, effects due to multiple scattering should be
small.
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6.6 Event selection and background estimation 121

(a) All primary tracklets included. (b) Only primary tracklets, fully contained in the
barrel region, included.

fig. 6.7: Truth transverse momentum distribution of tracklets. The plot is stacked and shows
the particle composition. The pT-distribution of the charginos is overlaid in yellow.

(a) All primary tracklets included. (b) Only primary tracklets, fully contained in the
barrel region, included.

fig. 6.8: Average transverse momentum of background tracklets (disappearing tracks, grey) and
chargino (yellow) over η.
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122 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

fig. 6.9: Reconstructed transverse momentum versus true transverse momentum of the tracklets
from pile-up and the charginos for requiring four, five and six hits on sepatrate layers.
The contributions for a different number of hits on different layers NHits

Layer is shown in
distinct colors.

(a) Reconstruced transverse momentum of tracklets
from background of pile-up and underlying event
(PU tracklets) and chargino tracklets.

(b) Relative difference of reconstructed and true
pT of tracklets from background of pile-up and
underlying event (PU tracklets) and chargino
tracklets.

fig. 6.10: The contributions for a different number of hits on separate layers NHits
Layer is shown in

distinct colors. The distributions have been normalized. Hence, the y-axis shows the
statistical frequency of each entry.
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6.6 Event selection and background estimation 123

(a) All primary tracklets included. (b) Only primary tracklets, fully contained in the
barrel region, included.

fig. 6.11: Number of primary vertices of background tracklets contaminating the primary signal
vertex, in dependence of η.

Figure 6.9 shows a scatter plot of the reconstructed transverse momentum (prec
T ) versus the true

transverse momentum (ptrue
T ) of both, the charginos and the background tracklets in the barrel

region. Especially in the very low (due to material effects) and very high momentum region the
fit performs worse. In the latter case it is because the tracklet is closer to a straight line, than to
a circle. Hence, a fraction of low momentum tracklets from pile-up are reconstructed to have
high pT and a significant share of the high pT chargino tracklets are reconstructed with lower
transverse momentum as displayed in fig. 6.10a. The reconstructed momentum resolution is
worse for requiring less number of hits for the tracklets [65] which is shown in fig. 6.10b.

Since the primary vertex of the chargino can be identified by the ISR-jet, only tracklets close
to the signal vertex are potentially contaminating the signal. The primary vertex can only be
identified with a certain resolution depending on the impact parameter resolutions. To obtain
the number of tracklet vertices contaminating the signal vertex, the overlap of the two error
ellipses of the signal vertex with each tracklet vertex was considered. The error ellipse is defined
by the vertex, given from truth information, as the center and, depending on the confidence
level, three or five times σz0 and σd0

as axes. The impact parameter resolutions have been
interpolated in η from the profiles given in fig. 2.8, in dependence of the transverse momentum.
Because the resolution is improved for higher pT, the resolution corresponding to the lower
pT was used, as a conservative assumption. For instance, for a track with 4 GeV, the 2 GeV
curve was used, while for a particle with ≥ 5 GeV, the 5 GeV curve was used to interpolate the
resolution. In fig. 6.11 the η-distribution of vertices contaminating the signal vertex is shown with
(left) and without (right) including the endcaps for 3σ and 5σ confidence level. Due to the worse
impact parameter resolution at high η, resulting from multiple scattering effects, the contribution
is much higher, when including endcaps, with in total 3.7 (5σ) and 1.4 (3σ) number of tracklets
contaminating the primary vertex, per event. When only the barrel region is considered, in total
only 0.49 (5σ) and 0.18 (3σ) number of tracklets are found to disturb the primary vertex, per
event. In fig. 6.12 the transverse momentum distribution of the contaminating vertices is shown
for the two confidence values, with and without endcaps. In total approximately only 4 × 10–4
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124 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

(a) All primary tracklets included. (b) Only primary tracklets, fully contained in the
barrel region, included.

fig. 6.12: Transverse momentum distribution of primary vertices of tracklets contaminating the
primary signal vertex.

(5σ) and 3 × 10–4 (3σ) number of tracklets are found to contaminate the primary vertex and
have a transverse momentum > 10 GeV.

6.6.2 Combinatorial background estimation

Due to the extremely challenging pile-up conditions of 1000 simultaneous proton-proton collisions
per bunch crossing expected at FCC-hh, the occupancy was estimated to be relatively high,
up to the percent range as established in chapter 4. In these conditions, the fake background
due to random combinations of hits is expected to be high. For an exact estimation of the fake
background, full simulation followed by full event reconstruction including track finding, track
fitting and ambiguity solving needs to be applied. Given the density of clusters on the different
layers, the combinatorics can be estimated, as described in the following.

Tracklets creating 4, 5 and 6 hits on different barrel layers have been considered, which
corresponds to an η-coverage of 2.4, 1.8 and 1.46 respectively. As a first step towards obtaining
the combinatorial background arising due to the high pile-up, random hits have been generated
in a small window in φ and z. The window is defined by the single point resolution of the tracking
layers in z (dz = 5 · σz

i ) and a cone in phi denoted as dφ:

Awindow
i = dφ× dz (6.1)

with the resolution given by the pitch size of the layer σx
i =

pi√
12

. The cone is defined by the

lowest pT which should possibly be registered, as illustrated fig. 6.13b:

Δφ = 2 ∗ tan–1 RL√
4R2

T – R2
L

. (6.2)

Since the truth transverse momentum of all simulated charginos is above 90 GeV (see fig. 6.2b),
50 GeV have bin chosen as a lower limit to be sensitive to the chargino signature. In this way,
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6.6 Event selection and background estimation 125

(a) Each cone segment displays a
part of a barrel layer ’Lx’ in
transverse plane. The points il-
lustrate hits on the layers. The
sketch shows the possible combi-
nations (black dashed) given a
hit on the first with hits on the
last layer, within a cone (orange
dashed) defined by δφ.

(b) Sketch illustrating the calculation of the opening angle Δφ,
defined by the radius of the trajectory in the transverse plane
RT and the radius of the barrel layer RL.

fig. 6.13: Illustrations for the combinatorial background estimation.

the worse reconstruction performance due to the small number of hits is accounted for, but still a
significant amount of fakes is excluded. To obtain an upper limit, the same window dφ = 0.0096,
which corresponds to a 50 GeV-track reaching the sixth layer has been used, for all layers.
The randomly created hits are fitted using the Riemann method, shown in appendix A.8.
After fitting, a quality cut on the fake tracks is applied using the χ2-method, as explained
in appendix A.11.1. In addition, only tracks with a reconstructed impact parameter d0 < 50 μm
pass the cut. In this way, the rate of fake tracklets with a good fit quality can be established, as
summarized in table 6.1. The obtained pT spectra are shown in fig. 6.14a.

Process P passing χ2 for NHit
Layer = 4 P passing χ2 for NHit

Layer = 6 P passing χ2 for NHit
Layer = 5

PU fakes 1.11 × 10–4 7.50 × 10–5 2.51 × 10–5

tab. 6.1: Rate of fitted tracklets, for different number of layers hit, passing the goodness-of-fit-cut
using the χ2-method and the d0-requirement.

To obtain the number of tracklets per event, consistent with above assumptions, maps denoted
as NHits

Lx
(η) have been created. The maps store the average number of clusters per event
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126 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

(a) Transverse momentum spectra of the fake track-
lets used to estimate the combinatorial back-
ground for 4, 5 and 6 hits on different layers.
The spectra have been produced by fitting tracks
to randomly produced hits.

2− 1− 0 1 2
η

5−10

4−10

3−10

2−10

1−10

1η ∆
)/η(

F
ak

es
*N

E
v

1/
N

FCChh simulation
>=1000, Minbiasµ=100TeV, <s

=0.2η∆

 = 4Layer
HitN

 = 5Layer
HitN

 = 6Layer
HitN

(b) Estimated number of fake tracklets with high
pT & 50 GeV per event due to combinatorial
background in the high pile-up environment of
〈μ〉 = 1000 for requiring 4, 5 and 6 hits on
different layers in dependence of η.

fig. 6.14: Estimation of the combinatorial backhround.

with 〈μ〉 = 1000 for each barrel layer in dependence of η. The total number of possible fake
combinations Nfakes(η) along η can be estimated by the following formula:

NFakes(η) = 〈NHits
L1

〉 · NCombi
Ln

(η) ·
n–1∏

i=2

PLi
(η), (6.3)

where 〈NHits
L1

〉 = 14 is the average number of hits per dz (defined in eq. (6.1)) on the first layer.

This number is multiplied with each bin of the histogram NCombi
Ln

(η), which is the number of
possible combinations, given by the number of hits in a cone, as defined in fig. 6.13a, in the last
layer (denoted with subscript ’n’):

NCombi
Ln

(η) = NHits
Ln

(η) · dφ

2π
(6.4)

This number is multiplied with the probability of finding a hit along the track on any layer
in-between

PLi
(η) = NHits

Li
(η)

Awindow
i

2πrΔz(η)
. (6.5)

The distribution of clusters is given over η and for the full cylinder. To account for the look-up
window (see eq. (6.1)), which is defined for a small region in r/φ and z, the geometrical factor
1/2πrΔz(η) is applied for each η-bin j of NHits

Li
(η), with Δz(η) =| zj – zj+1 |=| sinh ηj – sinh ηj+1 |.

The thereby obtained fake background in dependence of pseudorapidity requiring either 4,
5 or 6 hits on different layers is shown in fig. 6.14b. For requiring four hits on different layers
the distribution reaches values between 0.08 – 0.11 given an η bin width of 0.2 and in total 2.22
combinations. When requiring just one more hit the total number of fakes is reduced by two
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6.6 Event selection and background estimation 127

(a) Stacked SM background contributions, overlaid
with the wino signal for τ

χ̃
±

1

= 0.2 ns and

m
χ̃

±

1

= 3 TeV. Total number of expected events

(for an integrated luminosity of 20 ab–1) is plot-
ted versus the missing transverse energy of the
event.

(b) Stacked SM background contributions, overlaid
with the wino signal for τ

χ̃
±

1

= 0.2 ns and m
χ̃

±

1

=

3 TeV. Total number of expected events (for
an integrated luminosity of 20 ab–1) is plotted
versus the leading jet transverse momentum of
the event.

fig. 6.15

orders of magnitude to 3.67 × 10–2 with values ranging between 1.8 – 2.5 × 10–3 along η. For six
hits the number of fake combinations is reduced again by one order (reduction less strong due
to coarser readout-granularity of layers 5 and 6) of magnitude to 1.9 – 2.7 × 10–4 per η bin and
3.3 × 10–3 in total.

6.6.3 Physical background estimation

In the following, the number of SM background events and hence, their tracklet candidates,
which pass the event selection are estimated. The SM background arises from SM processes with
similar event characteristics as the chargino event: high amount of missing transverse energy and
a high pT jet. SM processes which fulfill those characteristics may be gauge boson production
in association with jets or top-quark pair production. The W-boson fulfills the missing energy
requirement if it is decaying to a lepton and a neutrino W± → l±ν̄/ν [190]. In case the lepton is a
tauon (τ) or an electron, there is a possibility that a tracklet arises. For the muon-case, rejection
can be done by identification in the muon chambers. The Z-boson could produce sufficiently
high missing energy in case of a decay to two neutrinos Z →invisible [190]. In this case, there is
no physical tracklet candidate. Only fake tracklets need to be considered. The top-pairs will
be selected due to their subsequent decay into two W-bosons and two b-quarks producing jets
tt̄ → W+bW–b̄ [191].
FCCSW DELPHES [192] simulation samples (see appendix A.9), generated with madgraph
gridpacks [193], have been used for the estimation. The information about the missing energy
of the event and generated jets is provided by DELPHES [85] simulation. The used simulation
samples are listed in appendix A.9.
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In fig. 6.15, the missing transverse energy and the pT of the leading jet, of the possible SM
backgrounds is shown. The SM backgrounds are stacked and overlaid with the distribution of
the chargino event. The W and Z samples have been generated for different kinematical regions
(see appendix A.9). Hence, the contributions of each sample has been weighted according to
their cross section, before being merged to one histogram. The obtained distributions have been
normalized to one, to represent the statistical occurrence per event. Finally the histograms are
scaled by the total number of events expected NEvents

X at FCC-hh for the specific process. This
is calculated by multiplying the expected integrated luminosity Lint = 20 ab–1 (see chapter 1) by
the cross section of the process X, σX:

NEvents
X = σX ∗ L (6.6)

The cross sections and total number of expected number of events are summarized in table 6.2.

Process σ NEvents for L=20 ab–1

W 1.3 μb ± 1 % 2.6 × 1013

tt 34.81 nb+2.9 %
–4.7 %

6.962 × 1011

Z 0.4 μb ± 1 % 8 × 1012

χ̃±
1 χ̃

±
1 , wino, m = 3 TeV 8.640 × 10–04 pb 17 280

χ̃±
1 χ̃

0
1, wino, m = 3 TeV 1.7802 × 10–03 pb 35 604

tab. 6.2: Summary of cross sections and expected total number of events at FCC-hh for the
different background processes and the signal, assuming a wino at the mass limit of
3 TeV. The total gauge boson cross sections are given at NNLO (precision O(%)),
see [56] chapter 4. The total tt̄ production cross section is calculated at NNLO,
see [56] chapter 11.2, tab.50

Only a certain fraction of W-bosons will decay hadronically or into an electron and the
corresponding neutrino. The same is valid for Z-bosons decaying into a pair of neutrinos. Hence,
the distributions are also weighted by those rates, summarized in table 6.3.

The charginos have been produced for two different production processes in a mass-range
of 700 – 4600 GeV. The missing transverse energy for the chargino sample is the transverse
momentum of the chargino(s). To obtain the pT of the leading jet, an anti-kT-algorithm of
the FastJet library [160] version 3.3.0, with R = 0.4 and |η| < 2.5, was used for jet-clustering
(see section 5.2 for details). For this estimation study, truth jets have been used, by clustering the
generated particles, excluding the chargino. To obtain the Emiss

T and leading jet-pT distributions
per event, the contribution of each event was weighted according to its cross section, given the
mass and production process (see tables A.4 and A.5). Finally these distributions have been
scaled by the number of expected wino events at the upper mass limit of 3 TeV. In total 17 280
events are expected for the χ̃±

1 χ̃
∓
1 -production and 35 604 for the χ̃±

1 χ̃
0
1-production process for

m
χ̃±

1
= 3 TeV and a total integrated luminosity of 20 ab–1.

As a starting point, the same event selection as used for a disappearing track study for the
ATLAS upgrade was used, described in [139], chapter 3.3.6. An event must fulfill the following
kinematical requirements:

1. Emiss
T > 450 GeV
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Process rate[%] NEvents for L=20 ab–1

W± → e±ν̄e/νe 10.71 ± 0.16 -

W± → τ±ν̄τ/ντ 11.38 ± 0.121 -

τ± → π± + X + ν̄X/νX 46.61 ± 0.31 -

τ± → e±ν̄e/νe + X 17.82 ± 0.04 -

total:

W± → e±ν̄e/νe + X 12.73 ± 0.41 3.3 × 1012

W± → π± + X + ν̄X/νX 5.3 ± 0.52 1.38 × 1012

tt̄ → e±ν̄e/νe + X 2 × (12.73 ± 0.41) 1.77 × 1011

tt̄ → π± + X + ν̄X/νX 2 × (5.3 ± 0.52) 7.38 × 1010

Z0 → invisible 20 ± 0.06 1.6 × 1012

tab. 6.3: On top of the table an overview of the decay rates of the relevant processes is given.
The second half of the table shows the finally obtained total rates and number of
expected events after combining the different processes for an integrated luminosity of
20 ab–1, as expected at FCC-hh.

2. at least one jet with pT > 300 GeV

3. minΔΦ(jetISR, Emiss
T )> 1 between leading four jets with pT > 50 GeV

The first criterion ensures the presence of high missing transverse energy. The second and
third requirement guarantee the presence of an ISR-jet that boosts the χ̃0

1.
In addition to the selection cuts mentioned above, a more stringent event selection has been

established, based on the Emiss
T and leading jet pT distributions given in fig. 6.15. It was found

that the significance, defined as the rate of the signal yield for a given cut, divided by the
square root of the background yield, was at maximum for the following cuts: Emiss

T > 1200 GeV
and pT > 800 GeV, as shown in fig. 6.16 in orange, with the corresponding axis labels on the
right. The used significance definition, is the mean discovery significance and expresses how
many standard deviations the signal exceeds the pure background, since the gaussian standard
deviation of a poisson distribution is approximately the square root of the number of events. For
consistency, the p-value for the background only hypothesis, is also shown fig. 6.16, in black,
with axis values on the left. The lowest p-values are obtained for the highest significance values.
For details of the definition of significance and p-value, please see appendix A.11.

In case the ATLAS selection is applied to the chargino event samples 94.51 % of events pass the
Emiss

T requirement, 41.05 % pass the the second criterion and 63.28 % the third. In total 37.48 %
of chargino events pass the selection. In fig. 6.17 the η and pT distribution of the chargino
samples passing the selection criteria is shown. A shift towards higher transverse momenta and
more central production is observed.
Using the optimized event selection cuts, in total 15.11 % of the chargino samples pass the event
selection, with 72.72 % passing the Emiss

T requirement, 19.32 % passing the leading jet-pT and
43.93 % passing the third requirement.

Table 6.4 shows the rate of events passing the event selection. The gauge boson samples are
given for different kinematical regions, with distinct probabilities of passing the event selection.
The rate of passing the event selection has been evaluated separately for each sample and was
then weighted according to its cross section. The chargino rate has also been evaluated separately
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(b)

fig. 6.16: Significance and p-value for the background only hypothesis in dependence of the
missing transverse energy (left) and the leading jet transverse momentum (right).
The plots are based on fig. 6.15a and fig. 6.15b, which assumes a total integrated
luminosity of 20 ab–1 and wino signal at the mass limit of m

χ̃±

1
= 3 TeV.

(a) Distribution of pseudorapidity of chargino
events, which passed all selection criteria com-
pared to all simulated chargino events.

(b) Distribution of transverse momentum of
chargino events, which passed all selection crite-
ria compared to all simulated chargino events.

fig. 6.17
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for the two different production processes χ̃±
1 χ̃

∓
1 and χ̃±

1 χ̃
0
1. The rates for the gauge bosons and

wino are average rates.

Process rate for NHit
Layer = 4 rate for NHit

Layer = 5 rate for NHit
Layer = 6

W + jets → e/π+ ν 1.46 × 10–8 1.20 × 10–8 9.67 × 10–9

tt → e/π+ ν 9.81 × 10–5 8.25 × 10–5 7.00 × 10–5

Z + jets → invisible 8.32 × 10–5 8.32 × 10–5 8.32 × 10–5

χ̃±
1 χ̃

∓
1 , wino 0.3993 0.3993 0.3988

χ̃±
1 χ̃

0
1, wino 0.2812 0.2197 0.1785

new cuts:

W + jets → e/π+ ν 7.42 × 10–10 6.64 × 10–10 5.54 × 10–10

tt → e/π+ ν 8.74 × 10–7 8.74 × 10–7 7.28 × 10–7

Z + jets → invisible 2.20 × 10–6 2.20 × 10–6 2.20 × 10–6

χ̃±
1 χ̃

∓
1 , wino 0.1642 0.1642 0.1640

χ̃±
1 χ̃

0
1, wino 0.1106 0.0865 0.0703

tab. 6.4: Average rate 〈dNEvents
passed

dNEvents 〉 of events passing the event selection cuts for L=20 ab–1, for

the different η-cuts (η = 2.4, 1.8, 1.46), due to the hit requirement on different layers.
On top, the ATLAS event selection cuts are used, while on the bottom the optimized
selection cuts are applied.

By combining the rates with the total number of events expected for the background processes,
as summarized in table 6.3 and the total number of events expected for the wino, with a
mass of m

χ̃±

1
= 3 TeV, the total number of events passing the event selection can be obtained

(see table 6.5).

6.7 Results

After the events are selected regarding missing energy and jets, the final selection is done on the
tracklets. In the following, the total number of tracklet candidates for the background and wino
events in dependence of pT are evaluated. Finally, the possible exclusion limits depending on the
wino mass and decay time are assessed.

6.7.1 Tracklet candidates

Possible tracklet candidates from the W+jet and tt̄ events are the pions and electrons potentially
produced during W-decay. To obtain the pT-spectrum of those leptons, the leptons have been
kinematically selected from the generated particles of the simulation samples. At maximum one
lepton-neutrino pair is selected, which fulfills the requirement of conservation of the invariant
mass [183] of the W-boson and whose charges match the charge of the mother W-boson. The truth
pT of the selected leptons is then smeared using the single pion and single electron resolutions
(see appendix A.8) for using four, five and six hits on different layers, given for this pT. Since
those resolutions are only given up to pT = 100 GeV, the resolutions created using a toy-model
(as explained in appendix A.8) are used for higher transverse momenta. During this procedure,
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Process 〈NEvents
cut 〉 for NHit

Layer = 4 〈NEvents
cut 〉 for NHit

Layer = 5 〈NEvents
cut 〉 for NHit

Layer = 5

W + jets → e/π+ ν 68 380 56 333.8 45 350.5

tt → e/π+ ν 2.4635 × 107 2.0703 × 107 1.7575 × 107

Z + jets → 1.33 × 108 1.33 × 108 1.33 × 108

wino, m = 3 TeV 16 911.9 14 723.4 13 247.5

total 1.5785 × 108 1.539 × 108 1.5077 × 108

new cuts:

W + jets → e/π+ ν 3 476.83 3 110.85 2 598.47

tt → e/π+ ν 219 463 219 463 182 885

Z + jets → 3.5142 × 106 3.5142 × 106 3.5142 × 106

wino, m = 3 TeV 6 777.43 5 916.52 5 335.76

total 3, 7439 × 106 3, 7427 × 106 3.7050 × 106

tab. 6.5: Total number of events after event selection for the different processes for L=20 ab–1,
for the different η-cuts (η = 2.4, 1.8, 1.46), due to the hit requirement on different
layers. On top, the ATLAS event selection cuts are used, while on the bottom the
optimized selection cuts are applied.

only tracks of selected events fully contained in the barrel region are considered. Since this first
step is only needed to obtain the shape of the distribution, each truth pT is smeared several times
to obtain a smooth distribution. The acquired tracklet-pT distributions have been normalized to
one and then weighted according to their cross section and the rate passing the event selection,
depending on their kinematical region. The electron-tracklet and pion-tracklet distributions
have been merged to one distribution, representing the occurrence of each tracklet pT per event.
Finally the distributions are scaled separately by the total number of events expected for a
W-boson or a pair of top-quarks decaying to a pion or an electron, given in table 6.3 and by the
probability of an electron or a pion to produce a tracklet with 4, 5 or 6 hits on different layers
(see table 6.6).

Process P for NHit
Layer = 4 P for NHit

Layer = 5 P for NHit
Layer = 6

e → tracklet 1.72 × 10–3 1.41 × 10–3 1.25 × 10–3

π→ tracklet 4.67 × 10–3 5.50 × 10–3 5.35 × 10–3

wino, τ = 0.2 ns 38.54 × 10–3 9.13 × 10–3 2.21 × 10–3

tab. 6.6: Probability of an electron or a pion creating a tracklet with 4, 5 or 6 hits on different
layers obtained from single particle simulation. In the lower section the probability of
the wino surviving until a certain layer is given (see also fig. 6.3).

As done for the physical standard model background tracklet pT-distributions, the truth
pT of each wino passing the selection cut has been smeared several times using the toy-model
resolutions. In this way, a smooth shape is obtained. Each event has bee weighted with its
corresponding cross section. The distributions have been acquired separately for the two different
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6.7 Results 133

production processes and normalized to one, before being scaled by the number of particles
passing the event selection and η-cut. This gives the tracklet-pT distribution of the wino per
event. To obtain the final number of winos for each tracklet pT, the distributions are scaled by
the total number of expected events for a given mass and production process and the rate of the
wino creating tracklets (see table 6.6). This rate depends on the probability of the wino surviving
until a given layer determined by the decay time, and the probability of the wino making more
than the given number of hits. For this section, the upper WIMP mass limit for the wino of
mwino = 3 TeV and a decay time of τ = 0.2 ns have been assumed.

The tracklet pT distribution, arising from primary particles of the pile-up events, has been
obtained by smearing the truth pT of the tracklets in the barrel region with the single pion
(in case of all particles but electrons) and single electron (used, in case of electrons) or toy
(for truth-pT > 100 GeV) resolutions. This distribution is used to acquire the shape of the
distribution and is therefore normalized to one. The distribution is then scaled by the number
of particles expected per event summarized in table 6.7. This is the total average number of
tracklets expected per event, with a certain number of hits on different layers, times the rate of
those contaminating the primary vertex (see section 6.6.1). Due to the requirement that the
ISR-jet needs to boost the tracklet, the possible tracklet φ-window is limited to 2π – 2, which is
consistent with the third event selection criterion. Since the distribution of particles will be flat
in φ, the number of tracklets per event is scaled by a factor of 1 – 1

π .

Process 〈Ntr
per Event〉 for NHit

Layer = 4 〈Ntr
per Event〉 for NHit

Layer = 5 〈Ntr
per Event〉 for NHit

Layer = 5

PU tracklets 0.19 0.18 0.12

PU fakes 2.23 3.67 × 10–2 3.30 × 10–3

tab. 6.7: Average number of tracklets of physical and combinatorial background from pile-up,
expected per event.

Apart from the physical background, also the fake background due to pile-up needs to be
considered. The expected number of fake tracklets per event for the different layers was estimated
in section 6.6.2. As done for the physical background due to pile-up, this number is scaled by
1 – 1
π .

Both, tracklet pT distributions obtained from physical and fake background of pile-up per event
are scaled by the total number of events passing the selection cuts, which is given by table 6.5.

The finally obtained tracklet-pT distributions for the different number of hits on different layers
and the two different event selections can be observed in figs. 6.18 to 6.20. Although, the highest
contribution in total number of tracklets comes from physical pile-up background, the signal can
be well separated from that contribution, due to the significantly harder pT spectrum of the
signal. For requiring only a small number of hits, the fake pile-up background gives a substantial
contribution to the background. The impact is reduced, by requiring more number of hits. Using
the optimized cuts considerably enhances the signal to noise ratio. The SM background from
W and tt̄ is dominant for all cases and lies also in the kinematic region of the signal tracklet.
For figs. 6.18 to 6.20 the rather conservative assumption, that all pions and electrons are a source
of background has been made. However, although the pions and electrons begin to shower in
the tracker, a certain fraction will be identified by the calorimeters and can be rejeceted. To
take the rejection due to calorimeter identification of jets into account, energy resolutions, as
obtained by FCC-hh full simulation studies have been used, to estimate the jet-reconstruction
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Process 〈Ntr〉 for NHit
Layer = 4 〈Ntr〉 for NHit

Layer = 6 〈Ntr〉 for NHit
Layer = 5

W + jets → e/π+ ν 111 166 89 375 69 267.8

tt → e/π+ ν 93 751.8 88 8956.2 72 821.9

PU tracklets 2.0527 × 107 1.8658 × 107 1.2509 × 107

PU fakes 26 579.3 288.8 8.5

wino, m = 3 TeV, τ = 0.2 ns 805.9 149.3 29.2

new cuts:

W + jets → e/π+ ν 1713.7 1392.3 1006.8

tt → e/π+ ν 835.2 943.0 757.8

PU tracklets 486 839 453 727 307 386

PU fakes 630.4 7.0 0.2

wino, m = 3 TeV, τ = 0.2 ns 324.6 60.1 11.8

new cuts and

calorimeter rejection:

W + jets → e/π+ ν 362.6 233.5 184.9

tt → e/π+ ν 19.2 16.0 7.9

PU tracklets 486 839 453 727 307 386

PU fakes 630.4 7.0 0.2

wino, m = 3 TeV, τ = 0.2 ns 324.6 60.1 11.8

tab. 6.8: Total average number of tracklets 〈Ntr〉 producing 4, 5 or 6 hits on different layers,
expected for L=20 ab–1 and a tracklet pT range of 0 < pT ≤ 10 TeV of all the SM
background contributions and the physical and combinatorial background from pile-up.
The total number of wino tracklets is calculated for a mass of 3 TeV and a decay time
of 0.2 ns.
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6.7 Results 135

(a) Using ATLAS cuts. (b) Using optimized cuts.

fig. 6.18: Total number expected background tracklets with 4 hits on different layers, stacked
versus tracklet pT, overlaid with the total number of wino tracklets expected for
m
χ̃±

1
= 3 TeV and τ

χ̃±

1
= 0.2 ns and L = 20ab–1.

(a) Using ATLAS cuts. (b) Using optimized cuts.

fig. 6.19: Total number expected background tracklets with 5 hits on different layers stacked
versus tracklet pT, overlaid with the total number of wino tracklets expected for the
upper mass limit with m

χ̃±

1
= 3 TeV, τ

χ̃±

1
= 0.2 ns and L = 20ab–1.
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136 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

(a) Using ATLAS cuts. (b) Using optimized cuts.

fig. 6.20: Total number expected background tracklets with 6 hits on different layers stacked
versus tracklet pT, overlaid with the total number of wino tracklets expected for the
upper mass limit with m

χ̃±

1
= 3 TeV, τ

χ̃±

1
= 0.2 ns and L = 20ab–1.

efficiency. For the electromagnetic calorimeter, the energy resolution, as obtained for simulation
including pile-up of 〈μ〉 = 1000 (see [52], figure 7.17 ) has been used:

σERec

〈ERec〉 =
10 %√

E
⊕ 0.52 % ⊕ 1.31 GeV

E
. (6.7)

For the hadronic calorimeter energy resolutions obtained after topo-clustering and using a deep
neural network has been used (see [76, 77]):

σERec

〈ERec〉 =
46 %√

E
⊕ 1.8 % ⊕ 3.1 + 2.15 GeV

E
. (6.8)

The additional term of 2.15 GeV was estimated as electronics noise. Assuming the reconstructed
energies are gaussian distributed, given the resolution for each energy, the probability of identifying
a jet can be calculated. As a minimum jet energy 50 GeV has been chosen, which is consistent
with the event selection. Applying this probability, most SM-background tracklets with high
momenta are identified and hence are excluded, as it can be seen in fig. 6.21.

6.7.2 Exclusion limits

In the following the possible exclusion limits at 95 % CL for different decay times and masses
of the wino are assessed. The limit is calculated by obtaining the p-value for the background
only hypothesis. For this purpose a likelihood fit of the background tracklet-pT-distributions, as
obtained in section 6.7.1 to the background plus signal distribution was done, using the RooFit
package (part of ROOT toolkit see [97]), maximizing the number of signal events. The obtained
signal distribution changes, depending on the decay-time and the mass of the chargino. As
explained in the previous section, two different tracklet-pT distributions have been obtained
for the two different production processes of the chargino and have been scaled to represent
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(a) Using optimized cuts and calorimeter rejection. (b) Using optimized cuts and calorimeter rejection.

fig. 6.21: Total number expected background tracklets with 4 and 5 hits on different layers
stacked versus tracklet pT, overlaid with the total number of wino tracklets expected
for the upper mass limit with m

χ̃±

1
= 3 TeV, τ

χ̃±

1
= 0.2 ns and L = 20ab–1. Using the

calorimeter rejections leaves only signal tracklets at high pT, since electrons and pions
are assumed to be identified above a certain pT.

the occurrence of tracklets per event. The final distribution is obtained by first scaling to the
total number of expected events, which is given by the cross section for the specific mass, listed
in tables A.4 and A.5. In a second step, the probability of a chargino creating a tracklet with 4,
5 or 6 hits on different layers needs to be considered. This probability depends on the rate of
charginos surviving until the given layer and has an upper limit, due to the fraction of charginos
creating more than the requested number of hits. The rates have been simulated with a toy
model as described in appendix A.10.
The p-value and the confidence limits are calculated using the asymptotic formula with a
profile-likelihood ratio as test statistic described in [194].

The results for the different cut options are shown in fig. 6.22. As expected, the best possible
rejection could be obtained using the optimized cuts plus the calorimeter rejection. Here, most
of the masses (< 3600 GeV) could even be probed with very small wino decay times in the range
of 0.1 ns and masses < 4600 GeV, with decay times < 0.2 ns. Although the rejection of fakes is
higher, when requiring more hits on different layers, longer lifetimes would be required to place
95 % CL on a possible null hypothesis rejection. For requiring six hits on different layers, the total
number of signal events is too small for all cut scenarios. Even without assuming calorimeter
rejection, wino masses up to 4400 GeV could be probed, assuming a decay time ≤ 0.2 ns.

6.8 Conclusions and Outlook

Most recent ATLAS results set 95 % CL on exclusion of winos with τ
χ̃±

1
= 0.2 ns and masses up to

460 GeV [181]. At the HL-LHC exclusion up to 850 GeV is expected [195]. The sensitivity to the
disappearing track search could be significantly improved in the FCC-hh scenario. Wino masses
up to 3600 GeV can be accessed with lifetimes ≤ 0.1 ns. Even higher masses, up to 4600 GeV
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138 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

(a) ATLAS cuts (b) Optimized cuts

(c) Optimized cuts and calorimeter rejection.

fig. 6.22: Expected exclusion limits at 95 % confidence level, as a function of wino mass and
lifetime, assuming an integrated luminosity of L = 20 ab–1. The dashed lines, show
the 1σ region of the expected limits and the median is displayed as solid line. The
limits are given for the different cuts and for assuming different number of layers hit.
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could be accessed with lifetimes ≤ 0.2 ns. The FCC-hh gives a unique opportunity to possibly
reject wino candidates at an unprecedented mass and lifetime scale. It would allow to access the
wino signature at the upper mass limit of the LSP, given by the relic density of dark matter.
The obtained results are independent of the decay mode since the pion and neutralino are not
detected. However, further improvement could be reached, taking possible decay products into
account and identifying the secondary vertex (see [196, 197]).
A source of systematic uncertainty in simulation, which was used to estimate the physical and
combinatorial background, stems from the simplified tracker description of the FCC-hh baseline
detector, assuming rather small material budget. Hence, especially the combinatorial background
can increase, for a future more detailed tracker model. Additional systematic uncertainties are
due to the uncertainties on the cross sections and the estimation methods.
A first estimation on the possibility to find a disappearing track of signature was done, showing
great potential. As a next step, the discovery reach for a higgsino model as chargino, which has
smaller lifetime than the wino, could be established in a similar manner. As soon as the full
simulation-reconstruction chain is fully functioning for the FCC-hh case, more detailed studies
can be done. As shown in [188], adding a 5th layer within the pixel region can significantly
improve the sensitivity of the search. Timing will significantly reduce combinatorial BG.
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Conclusion and Outlook

By the end of this year, after the comprehensive conceptual design volumes will be delivered,
the first phase of the FCC design study will be completed. In the scope of this design phase, a
first assessment of the FCC-hh baseline tracker performance was done. This allows to explore
not only the FCC-hh potential but also to identify possible difficulties, where more research and
development are of need.
With the collider’s high luminosity combined with the increased detector granularity, a FCC-hh
experiment would allow to study SM physics at unprecedented precision. Furthermore, the
100 TeV pp-collider would enable exploration of physics at a new mass-range. It would give a
unique possibility to directly detect a wino dark matter candidate, leaving a disappearing track
signature within the tracker. As shown in chapter 6, the sensitivity to reject the background only
hypothesis is very promising. Masses up to and beyond the upper mass limit, calculated from
the relic DM abundance of 3 TeV [180] could be probed at the expected lifetime of 0.2 ns [54],
even considering pile-up with 〈μ〉 = 1000.
For tracking there are two main challenges expected: the high pile-up environment and the
resolution of high pT-jets. As shown in chapter 5, clusters are often created by more than one
particle within high pT-jets and hence are expected to lead to significant degradation of tracking
performance in the core of jets. In the core of 10 TeV-jets, 57 % of all tracks have shared clusters
along the track. For 500 GeV-jets 17 % of all tracks have shared clusters. Often multiple clusters
along a track are shared, even by more than one other particle. Shared clusters can lead to
the complete loss of the track during reconstruction. By using neural networks for identifying
merged clusters, the tracking performance is expected to be greatly improved, but still only
reaches values between 85 % and 98 %. Using the tilted layout, an improvement of double track
resolution is expected.
The biggest obstacle is likely to arise due to the high pile-up conditions. Suitable technologies,
withstanding the immense radiation in the inner tracking layers and being able to deal with the
high data densities of 944 Gb/s/cm2 (at first trigger level, assuming binary readout) have yet to
be found. Using the current flat baseline tracker model, the high particle density leads to the
activation of ∼ 30 M pixels and the production of 9 – 10 M clusters per event and 2 – 3 TB/s
data rate at first trigger level (see chapter 4). Pile-up significantly increases the probability of
cluster merging. Due to pile-up, the rate of merged clusters reaches 1.6 %, which is as high as
the rate in the core of a 2 TeV-jet. Almost 30 % of all tracks have shared clusters just from
pile-up, even outside the jet-core. Furthermore, channel occupancies close to and exceeding 1 %
per layer are expected in the innermost layers, which complicates pattern recognition and vertex
reconstruction. Peak values of 3 % in the pixel region and even 24 % in the strip region are
expected. A finer granularity would improve the channel occupancy, however, raise the data rates.
The tilted layout, as well as dedicated tracker optimiziation are expected to give improvement.
To deal with the pile-up in pattern recognition, timing might be necessary. Since this would
require to readout additional information, this conflicts with the already high data rates.
The high pile-up environment is also critical for simulation and reconstruction, in terms of both,
speed and memory. Currently only one event can be stored per file and the simulated hits of both,
tracker and calorimeters can not be stored to the same file. The number of hits in the tracker
per event is in the order of O(7). At the moment the smallest execution unit is an event. A
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142 6 Prospects for search of long-lived wino with disappearing track signature at FCC-hh

possible solution for FCC-hh would be to use a smaller execution unit. For instance, digitization
and clusterization could run in parallel for each detector module. Another possibility would be
to run the chain for different regions separately. Instead of storing the simulated hits, only the
reconstructed clusters, for both, tracker and calorimeters could be stored, which also reduces the
total number of objects stored.
Dedicated research projects will need to be established in the next design phase to find possible
detector and readout technologies as well as suitable computing techniques to deal with the high
pile-up environment.
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Appendix A

Appendix

A.1 Validation and testing of the DD4hep-plugin

This section documents validation and tests of the DD4hep-plugin described in section 3.2.1.3.
The plugin is an automated translation from DD4hep geometry into Acts reconstruction geometry.
To assure a general translation for trackers at a collider experiment, different geometry scenarios
have been tested. Two types of validation tests have been done: simple geometry building tests,
checking the pure geometric translation and tests checking, if the embedded navigation of the
Acts geometry (details see section 3.2.1) was built correctly. For the geometry building tests,
the Acts geometry was visualized using JSON [198] or OBJ [122] file format. The navigation was
checked, by making a fast simulation of muons through the detector and displaying the hits,
which are given in ROOT file format [97].

First an "ATLAS-like" test tracking geometry, with modules tilted in transverse plane was
tested, for which fig. A.1 compares the pure geometry translation. In fig. A.2, on the left side, the
sensitive modules of the tracker barrel in DD4hep, displayed with the ROOT geoDisplay [106]
can be seen. On the right side, the sensitive hits, as well as the (non-physical) layers and
the bounding volume, obtained by extrapolating muons through the translated reconstruction
geometry is displayed. The plot on the right side exhibits, how the sensitive modules are placed
within layers, which are wrapped by volumes.

A similar test has been done for a "CMS-like" tracker, arranged flat in a circle around the
beam pipe with alternating distances in radial direction, as displayed in fig. A.3.

The CLIC community [199, 200] provided a DD4hep description of a simple "CLIC-like"
detector. This detector has double-sided modules which are staggered on top of each other in
radial direction, within the same layer. Hence, this test tracker was an excellent candidate to
proof the ability of translating, building and navigating to sensitive surfaces, residing in the same
bin within a layer, as shown in fig. A.4.

Of prior importance is a working geometry translation for the FCC-hh case. In section 3.2.1.3
geometry comparisons for this case are shown. Figure A.5 complements these comparisons,
showing the correctly working translation of the barrel modules in the transversal plane, in more
detail.

Finally, a test tracker with a more realistic detector description was created in DD4hep. Similar
as in a realistic experiment the modules are placed on a support tube made of Aluminium and
consist of different components (using the ATLAS IBL-Module [125] as prototype): the sensitive
Silicon, additional layers needed for readout made of Silicon, Aluminium and Carbon, and a
cooling pipe made of Titan embedded in a Carbon support component (see fig. 3.28a). The
resulting test tracker in DD4hep description and the succesfull translation are shown in fig. A.6
and fig. A.7.
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144 A Appendix

fig. A.1: On top, the DD4hep input of the sensitive modules of an "ATLAS-style" test tracker
(with tilted silicon modules) is displayed. The bottom shows the translated surfaces in
Acts, using JSON output of the Acts test framework, with an event display.
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A.1 Validation and testing of the DD4hep-plugin 145

fig. A.2: Comparison of the sensitive modules of the DD4hep geometry input (left) to the
obtained hits (sensitive, layers and volume) when extrapolating through the translated
Acts geometry (right), of an "ATLAS-style" test tracker (with tilted silicon modules).
The barrel region in transversal plane with respect to the beam-axis is shown.

fig. A.3: Comparison of the sensitive modules of the DD4hep geometry input (left) to the
obtained hits (sensitive, layers and volume) when extrapolating through the translated
Acts geometry (right), of an "CMS-style" test tracker (flat modules). The barrel region
in transversal plane with respect to the beam-axis is shown.
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146 A Appendix

fig. A.4: Comparison of the sensitive modules of the DD4hep geometry input (left) to the
obtained hits when extrapolating through the translated Acts geometry (right), of a
"CLIC-style" test tracker (staggered modules). The barrel region in transversal plane
with respect to the beam-axis is shown.

A.2 Magnetic field interface in Acts

Figure A.8 shows the interfaces to create a magnetic field mapper implemented in Acts, more
closely described in section 3.2.3. Currently, there are two implementations, one for values given
in rotational symmetric cylinder coordinates and a second one for Cartesian coordinates.

Reading in the field values and translating them to vectors is a task assigned to the specific
experimental framework. To keep it flexible to any implementation, an additional input parameter
is a mapping function, which provides how the local bins of the spatial coordinates are mapped
to the global coordinates of the magnetic field input. To understand the need of this function,
one should consider the following case in cylindrical coordinates: the spatial bin coordinates
in r-direction have n number of entries, while the in z-direction m number of entries are given,
hence, the m × n number of entries are needed of the magnetic field values to describe the field,
at any given point. The function, to be provided by the user, tells how these values should be
associated. The case that a magnetic field map is only given for the first quadrant or octant and
should be symmetrically extended to all other quadrants/octants is enabled, if a flag is set by
the user. The function then creates the grid of the magnetic field map, symmetrically expands, if
needed, and finally return an interpolated field mapper.
For the acts-framework, the possibility to read in a magnetic field map from either txt/csv or
root-file format, which internally uses the above described function to create the field mapper
was introduced, allowing the user to just specify the magnetic field map file or the field values in
case of a constant field, using boost program options (see [201]). Since this this functionality
depends on external software, it was implemented as a plugin.
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A.2 Magnetic field interface in Acts 147

(a) Display of the DD4hep description of the FCC-
hh barrel modules in the transversal plane.

(b) Barrel hits, shown in transversal plane, as
obtained from Geant4 full simulation using
FCCSW, which gives an image of the barrel
modules.

(c) Barrel hits, shown in transversal plane, as ob-
tained from Acts fast simulation, which gives an
image of the barrel modules.

fig. A.5: Comparison of the DD4hep geometry input, on top, to the sensitive hits obtained from
full simulation (bottom left) versus the sensitive hits obtained from fast simulation
using Acts (bottom right). The barrel region in transversal plane with respect to
the beam-axis is shown. The plots show perfect agreement between the geometry
description used for full simulation and the geometry description used for fast simulation
and recosntruction.

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

148 A Appendix

fig. A.6: Comparison of the DD4hep geometry input (left) to the obtained sensitive hits when
extrapolating through the translated Acts geometry (right), of a more realistic test
tracker using ATLAS "IBL-like" modules (see fig. 3.28a) consisting of different compo-
nents needed for readout and cooling placed, on a support tube. The barrel region in
transversal plane with respect to the beam-axis is shown.

A.3 The Geant4 simulation package - usage and interfacing

This section shortly describes the Geant4 [102] simulation package and complements the de-
scription of implemented software in chapter 3, which often requires interfacing to Geant4. For
detailed information on Geant4, please see [202].
Geant4 performs simulation of runs, consisting of events with given particle input. It propagates
each particle by stepping the particle properties through the detector, taking, magnetic field,
volume boundaries, interactions and decay into account: any time a new volume boundary is
reached, an interaction or a decay happens, a new step is created with the updated particle
properties, taking the magnetic field into account. Particle interactions with the material are
applied stochastically according to a physics list, where each particle type with its properties and
its corresponding possible interactions are defined. Users can either use a physics list provided
per default from Geant4 or implement their own physics list.
To specify which geometry should be used, a detector construction needs to be provided by
the user. The Geant4 geometry can either be created directly in Geant4 or translated from
ROOT TGeo [106] or gdml [203], which is provided by Geant4. DD4hep provides an automated
mechanism for translating DD4hep into Geant4 geometry. In case of the acts-framework a plugin
was introduced which invokes the translation and returns the Geant4 geometry given the DD4hep
geometry. In FCCSW a service invokes the translation.
Geant4 simulation consists of different units, which allow the user to interface with the simulation
during runtime, in case additional information needs to be accessed or special functionality
applied. These are so-called "actions":
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A.3 The Geant4 simulation package - usage and interfacing 149

fig. A.7: On top, the DD4hep input of the sensitive modules of a test tracker to a more realistic
material description. following the example of the ATLAS IBL-Module is displayed.
The bottom shows the translated sensitive surfaces in Acts, as seen through fast
simulation.

fig. A.8: The interfaces for the implemented functions to create a field mapper in Acts, in
Cartesian (left) and rotational symmetric cylinder (right) coordinates.
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• run action (optional): steers the run; possibility for the user to interface at the beginning
and the end of a run

• primary generator action (required): sets up the particle input for each event

• event action (optional): invokes an event; possibility for the user to interface at the begin
and the end of an event

• stepping action (optional): possibility for the user to access and update the particle
information at each step

Finally the Geant4 simulation is steered by a run manager, which the user needs to initialize
with the wished physics lists, detector description and actions.

A.4 Implementation of particle interactions with matter in track

reconstruction and FATRAS

This section describes in detail the underlying formulas implemented in Acts to describe the
particle interactions with matter in section 3.2.4.
Table A.1 gives an overview of the symbols for the parameters and constants used in the following.

A.4.1 Mean energy loss due to ionization of heavy particles

The mean energy loss rate 〈– dE
dx 〉ionization is well described by the Bethe-Bloch formula (see [124],

chapter 33.2.3 and [113]), with parameters and constants defined in table A.1:

〈–dE

dx
〉ionization = Kz2 Zρ

A

1

β2
[
1

2
ln

2mec2β2γ2Tmax

I2 – β2 –
δ(βγ)

2
] (A.1)

Tmax =
2meβ

2γ2

1 + 2γme/m + (me/n)2 (A.2)

δ

2
= ln(

EPlasma

I
+ lnβγ –

1

2
) (A.3)

I = KIonizationZ0.9 (A.4)

The mass stopping power eq. (A.1) is accurate up to a few percent in the region 0.1 ≤ βγ ≤ 1000
for intermediate Z-materials (see [124] figure 33.1 ). The energy-loss is independent of the
particle’s mass, but depends on its velocity and the absorber material. At small energies the first
contribution is dominant and the distribution falls with ∼ 1/β2, since slower particles feel the
electric force of the shell electrons for a longer time, until it reaches its minimum at 3mpc2 (with
mp being the mass of the penetrating particle). A particle with a mean energy loss rate close
to the minimum is called minimum ionizing particle (MIP). After the minimum is reached, the
distribution rises again for βγ > 4 with ∼ ln(β2γ2), because the transverse electric field of the
particle rises due to realistic effects. However, the just described increase is reduced because the
medium gets polarized and shields the electrical field far from particle path. This is described by
the density effect corrections (eq. (A.3)) [124].
For electrons the formula is slightly altered, see appendix A.4.2. In addition to energy loss due
to ionization, also energy loss due to radiation needs to be considered. These contributions
become more important than ionization at sufficiently high energies, especially for electrons
Bremsstrahlung (see [124], chapter 33.4 ) becomes important at around 1 GeV and radiative
effects for muons and pions become important at several hundred GeV (see [124], chapter 33.6 ).
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A.4 Implementation of particle interactions with matter in track reconstruction and FATRAS151

Symbol Definition Value/Unit

K 4πNAr2
emec2 0.307075 MeVmol–1cm2

Z atomic number of absorber

A atomic mass number of absorber g/mol

z charge of incident particle ρ density of absorber material g/cm3

β v = p/E

γ 1/
√

1 – β2 = E/m

me electron mass 0.511 MeV

re classical electron radius e2/4πε0mec2...2.818 fm

α fine structure constant e2/4πε0h̄c = 1/137

NA Avogadro constant 6.022 × 1023 mol–1

Tmax maxmium kinetic energy MeV

transfer to an electron

in a single collision

m restmass of particle MeV

E particle energy E =
√

p2 + m2 MeV

I mean excitation energy MeV

δ density effect correction

EPlasma plasma energy h̄ωp

= 28.816 eV ∗
√
ρZ/A

KIonization ionization potential constant 16 eV

tab. A.1: Definition of the parameters and constants used in this section, as defined in [124].
Natural units [138] are assumed.
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152 A Appendix

A.4.2 Mean ionization energy loss of electrons and positrons

For electrons and positrons the above formula must be slightly altered, due to the fact that the
passing electron and the shell electrons have the same mass and in case of electrons are identical,
indistinguishable particles. The detailed description and formulas can be found in chapter 33.4
of [124]. In Acts, the same formula as for the ATLAS implementation is used as described
in [113]:

〈–dE

dx
〉electron
ionization = K

Zρ

A
[ln

2me

I
+ 1.5 ln γ – 0.976] (A.5)

A.4.3 The Landau distribution and the most probable energy loss due to ionization

For thin abosrbers, as it is the case for the tracker, the energy loss is described by the Landau-
distribution, which resembles a gaussian distribution with a long tail [204]. Those high values
stem from rare collisions with small impact parameter resulting in the production of highly
energetic δ-electrons with energies in the keV-range [17]. The result is an asymmetric energy loss
distribution function, whose most probable energy loss is at a smaller value than its mean energy
loss. Within Acts the following formula is used to describe the most probable energy loss (see
see [124], chapter 33.2.9 and [113]):

dE

dx

MOP

ionization
= ξ[ln

2mc2β2γ2

I
+ ln

ξx

I
+ j – β2 – δ(βγ)] (A.6)

ξ =
K

2

Z

Aβ2
(A.7)

The standard deviation of the landau distribution, needed for error propagation in track recon-
struction and for emulating the landau distribution during simulation, can only be estimated
because the distribution has no exactly defined moments due to its asymmetric tail.
The FWHM (full width at half maximum) is given by

FHWMLandau = 4ξ [124] (A.8)

For a gaussian distribution the relation between the FWHM and the standard deviation σ writes
as

FHWMgaussian = 2
√

2 ln 2σ (A.9)

Using the gaussian standard deviation definition together with the FHWM of the landau
distribution results in

sigmaLandau ≈ 2√
2 ln 2

ξ (A.10)

A.4.4 Multiple scattering

During the passage of a charged particle through a medium, it scatters on the atomic nuclei
of the material and will be deflected due to the coulomb force [205]. Single scatters can be
described by the Rutherford cross section [206]. Following the central limit theorem, multiple
small-angle scatters along the path lead to a gaussian distributed total deflection of the particle
trajectory [124]. The width of the projected total scattering angle can be parameterized using
the Highland scattering formula (see [113] (17)):

σM(Θp) =
13.6MeV

βp

√
x

X0
(1 + 0.038 ln

x

β2X0
) (A.11)
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fig. A.9: On top, the difference of the most probable energy loss due to ionization within Acts
and Geant4 simulation are shown. The bottom shows the evaluation of the scalors
from Acts to Geant4.

where x/X0 is the traversed distance in units of of radiation length, Θp is the projected scattering
angle in the plane of the original direction.

A.5 Validation of material effects integration of FATRAS against

Geant4

This section shows supplementary material to the FATRAS validation described in section 3.2.4.1.
Since there have been discrepancies between the Acts, obtained from the formulas described
before and Geant4 simulation, scaling parameters (scalors) have been obtained, as described
in this section. To estimate the optimal value, which best fits the Geant4 reference, the most
probable value and the standard deviation have been obtained, at different energies by fitting a
landau-distribution using the ROOT [97] analysis framework. The obtained values for both Acts
and Geant4 are then compared in figs. A.9 and A.10 to obtain the final scaling factors for the
energy loss and standard deviation: scaloreLoss = 0.7452 ± 0.0048 and scalorσ = 0.6893 ± 0.0058.
Using the obtained scalors, a good agreemnet between Acts and Geant4 is found, as shown
in fig. 3.33a.
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fig. A.10: On top, the difference of standard deviation of the most probable value of energy loss
due to ionization within Acts and Geant4 simulation are shown. The bottom shows
the evaluation of the scalors from Acts to Geant4.

A.6 Validation of digitization and clusterization

This chapter shows a step-by-step validation of the digitization and clusterization implemented
in FCCSW section 3.1.4, which internally uses the Acts digitization and clusterization tools
introduced in section 3.2.5. The valdiation uses the FCC-hh baseline tracker (see section 2.3). To
be independent of any effects due to the change of pitch sizes, the same cell size of 25 μm × 50 μm
(which is the default granularity for the pixel region) is used for all barrel and endcap layers. Since
muons penetrate the whole detector and only interact electromagnetically (mostly energy loss due
to ionization and elastic multiple scattering as described in appendix A.4.1 and appendix A.4.4),
muons are good test particles for validation. Hence, 100 000 muons, with a transverse momentum
of 10 GeV, merged into one event, are used for the validation. To also account for effects due to
hadronic interaction, 100 000 pions with a transverse momentum of 10 GeV, merged into one
event, are tested as well. To understand the effect of magnetic field and secondary particles
created in the detector, all muon plots are done for the following four cases:

1. no magnetic field, no secondaries

2. with magnetic field, no secondaries

3. no magnetic field, with secondaries

4. with magnetic field, with secondaries
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A.6 Validation of digitization and clusterization 155

(a) Generated particle spectrum of 100 000 muons,
with a transverse momentum of 10 GeV, merged
into one event, plotted against pseudorapidity
η.

(b) Generated particle spectrum of 100 000 pions,
with a transverse momentum of 10 GeV, merged
into one event, plotted against pseudorapidity
η.

fig. A.11: Particle spectra of the muons (left) and the pions (right) over η, used for validation.

(a) Each point shows the η coverage of a barrel layer,
plotted against its radial position.

(b) Each point shows the η coverage of an endcap
disc layer, plotted against its position in z.

fig. A.12: Coverage of pseudorapidity region of barrel (left) and (endcap) layers.

With the magnetic field turned on or off just for the muon particles coming directly from the
generated (no secondaries) and including secondary particle of the muons produced in the tracker
(with secondaries). Since for pions the hadronic interaction and the subsequent production of
secondary particles was of interest, only the last two of the above cases (namely 3 and 4) are
shown.

The first step, of the validation, was to check the particle input spectrum. Both, muons and
pions are produced flat in η (similar to the minimum bias events, see section 4.1), as shown
in fig. A.11.
Since the incoming generated particle distribution is flat in η, the number of measurements on
each tracker layer depends on the η-coverage of the respective layer, which is shown in fig. A.12.

When also overlap is taken into account, the number of cluster measurements should roughly
stay constant, at each layer, when dividing by the pseudorapidity coverage:

dn

dη
≈ const (A.12)

For the barrel layers, the overlap, of the modules, needs to be calculated with respect to a
cylinder. In the endcap region, the overlap with respect to a disc needs to be considered.

This was tested using muons in fig. A.13 for the barrel and in fig. A.15 for the endcaps, for the
four different cases described above. The green curve show the values without taking overlaps of
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156 A Appendix

(a) no magnetic field, no secondaries

(b) no magnetic field, with secondaries

(c) with magnetic field, no secondaries

(d) with magnetic field, with secondaries

fig. A.13: Each point displays the number of cluster-measurements for the muon case divided
by the η-coverage of each barrel layer, plotted against the barrel layer’s radial
position. Four different variations are shown: turning on/off the magnetic field and
including/excluding secondary particles produced in the detector during simulation.
The green line shows the pure value, while the blue line shows the the values, when
dividing by the surface normalization factor (accounting for overlap) of each layer.
The factor, which corrects for overlap, is displayed in red, with the corresponding
axis labels on the right in red.

(a) no magnetic field, with secondaries (b) with magnetic field, with secondaries

fig. A.14: Each point displays the number of cluster-measurements for the pion case divided
by the η-coverage of each barrel layer, plotted against the barrel layer’s radial
position. Four different variations are shown: turning on/off the magnetic field and
including/excluding secondary particles produced in the detector during simulation.
The green line shows the pure value, while the blue line shows the the values, when
dividing by the surface normalization factor (accounting for overlap) of each layer
displayed in red, with the corresponding axis labels on the right in red.
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(a) no magnetic field, no secondaries

(b) no magnetic field, with secondaries

(c) with magnetic field, no secondaries

(d) with magnetic field, with secondaries

fig. A.15: Each point displays the number of cluster-measurements for the muon case divided by
the η-coverage of each endcap disc layer, plotted against the endcap layer’s position
in z. Four different variations are shown: turning on/off the magnetic field and
including/excluding secondary particles produced in the detector during simulation.
The green line shows the pure value, while the blue line shows the the values, when
dividing by the surface normalization factor (accounting for overlap) of each layer
displayed in red, with the corresponding axis labels on the right in red.

(a) no magnetic field, with secondaries (b) with magnetic field, with secondaries EC

fig. A.16: Each point displays the number of cluster-measurements for the pion case divided by
the η-coverage of each endcap disc layer, plotted against the endcap layer’s position
in z. Four different variations are shown: turning on/off the magnetic field and
including/excluding secondary particles produced in the detector during simulation.
The green line shows the pure value, while the blue line shows the the values, when
dividing by the surface normalization factor (accounting for overlap) of each layer
displayed in red, with the corresponding axis labels on the right in red

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

158 A Appendix

modules into account. The blue curve shows the corrected distribution. The correction is done
by dividing by the surface normalization factor = total surface of modules/surface of respective
cylinder or disc of the layer, which is displayed in red, with the corresponding axis to the right.
If, for the barrel region (fig. A.13), the magnetic field is turned off and no secondary particles are
included (upper left), the number of clusters, as theoretically assumed, stays roughly constant
over η. Since the produced muons have a high transverse momentum, they are almost not affected
by the magnetic field (upper right). Taking secondaries produced along the track within the
detector material by the moun into account (bottom left), which are essentially ionized electrons,
has a strong effect on the number of clusters, which are raised by 30 – 70 % for the different
layers. The overlap and the module material thickness (see fig. 4.3b) lead to significant higher
production of secondary particles and the number of measurements, stays no longer constant
with variation of up to 1/3 in the number of clusters. When turning on the magnetic field and
including secondaries (bottom right), the magnetic field has a significant effect on the mostly
soft produced secondary particles. It even slightly increases the total number of clusters in the
first layers (due to increased interactions also of the secondaries coming from the beampipe), but
smooths the distribution for the outer layers, since less secondaries are surviving. For the endcap
discs the results are similar as shown in fig. A.15. Looping particles tend to accumulate in the
endcaps.
The effect of secondaries is particulary strong for pions (see fig. A.14 and fig. A.16), which make
approximately 1.6 – 2.4 times more number of hits than the muons. Different then for the muon
case, the magnetic field even reinforces this effect by 15 – 20 %. The secondary particles created
through hadronic interaction (see fig. 4.6b) have higher momentum than ionized electrons and
form tracks of their own which are deviated by the magnetic field, creating more hits.

As a next step, the fluence, which is the number of measurements per area, was investigated.
In simulation this quantity can be calculated by dividing the number of measurements through
the total module area. This is equal to the number of pixels times the pixel size. To receive one
value for a layer, the average fluence of all detector modules constituting the layer, is calculated.
The fluence distribution can also be estimated analytically, by dividing the η-coverage (which is
proportional to the number of clusters) per layer by the total area of the layer, including the
module overlaps:

Φ =
dn

dA
∝ η

A
(A.13)

Since this only gives a proportion and not a quantity it is scaled to the first entry of the fluence
obtained by simulation, to compare the distribution. For muons, as shown in fig. A.17 the values
for the first case are nearly identical (upper left), also when including magnetic field without
including secondaries (upper right). When secondaries are included the fluence is raised, consistent
with the previous observations and especially the first layers are affected (bottom left), due to the
secondaries from the beampipe. When including magnetic field, this effect is more pronounced
(bottom right). Similar behavior can be observed for the endcaps fig. A.19. Secondaries have a
stronger effect on the inner disc layers and the fluence is raised. Particles arriving in the more
forward parts, are less affected by the magnetic field, due to lower transverse momentum. The
fluence, including magnetic field with secondaries, is slightly below the expectation for the inner
discs, when scaling the reference fluence to the outermost layer. This is due to the fact, that more
low momentum secondaries are present. For pions, this effect is more pronounced (see fig. A.20).
In the barrel region (fig. A.18), the fluence in the outer layers is raised, because more material is
passed, which increases the probability of hadronic interaction.
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(a) no magnetic field, no secondaries

(b) no magnetic field, with secondaries

(c) with magnetic field, no secondaries

(d) with magnetic field, with secondaries

fig. A.17: Each red point displays the averaged fluence as obtained from simulation of muons
for the barrel region plotted against the layer’s position in r. The blue points show
the analytically calculated fluence distribution scaled to the first entry. Four different
variation of turning on/off the magnetic field and including/excluding secondary
particles produced in the detector during simulation are shown.

(a) no magnetic field, with secondaries (b) with magnetic field, with secondaries

fig. A.18: Each red point displays the averaged fluence as obtained from simulation of pions
for the barrel region plotted against the layer’s position in r. The blue points show
the analytically calculated fluence distribution scaled to the first entry. Four different
variation of turning on/off the magnetic field and including/excluding secondary
particles produced in the detector during simulation are shown.
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160 A Appendix

(a) no magnetic field, no secondaries

(b) no magnetic field, with secondaries

(c) with magnetic field, no secondaries

(d) with magnetic field, with secondaries

fig. A.19: Each red point displays the averaged fluence as obtained from simulation of muons
for the endcap region plotted against the layer’s position in z. The blue points show
the analytically calculated fluence distribution scaled to the first entry. Four different
variation of turning on/off the magnetic field and including/excluding secondary
particles produced in the detector during simulation are shown.

(a) no magnetic field, with secondaries (b) with magnetic field, with secondaries EC

fig. A.20: Each red point displays the averaged fluence as obtained from simulation of pions
for the endcap region plotted against the layer’s position in z. The blue points show
the analytically calculated fluence distribution scaled to the first entry. Four different
variation of turning on/off the magnetic field and including/excluding secondary
particles produced in the detector during simulation are shown.
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A.6 Validation of digitization and clusterization 161

(a) barrel, using Ncells = t/(tan θ ∗ pitch), with θ
taken from the generated particles momentum
direction

(b) barrel, using Ncells = (t ∗ z)/(r ∗ pitch), with
z/r taken from the cluster position

(c) endcap, using Ncells = (t ∗ tan θ)/pitch, with θ
taken from the generated particles momentum
direction

(d) endcap, using Ncells = (t ∗ r)/(z ∗ pitch), with
r/z taken from the cluster position

fig. A.21: Comparison of the analytically (blue) and simulated (red) cluster size, using muons
without magnetic field and secondaries, tested for different pseudorapdity values of
the particle. Two different methods to calculate the analytical value have been used
for both the barrel (left) and the endcap (right) regions.
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162 A Appendix

(a) no magnetic field, no secondaries

(b) no magnetic field, with secondaries

(c) with magnetic field, no secondaries

(d) with magnetic field, with secondaries

fig. A.22: Each red point displays the averaged occupancy of each layer as obtained from
simulation of muons for the barrel region plotted against the layer’s radial position.
The blue points show the calculated occupancy. Four different variation of turning
on/off the magnetic field and including/excluding secondary particles produced in
the detector during simulation are shown.

As part of the validation a cross-check of the obtained cluster sizes1 from simulation with the
analytically expected values was done. To be independent from any intangible effects, only pure
muons with varied incident angle θ, without taking secondaries into account and with magnetic
field turned off, have been used. For the barrel region, the number of activated cells, when a
particle traverses a planar module can be estimated as (see fig. 4.6a)

Ncells =
t

tan θ ∗ p
=

t ∗ z

r ∗ p
(A.14)

and for the endcap as:

Ncells =
t ∗ tan θ

p
=

t ∗ r

z ∗ p
(A.15)

with p, being the pitch size.
The result of the comparison is shown in fig. A.21. Good agreement of the analytically calculated
value and the value obtained by simulation can be observed. In the endcap region at higher
η = 1.2 – 5, the agreement is reduced: due to the high incident angle in that region the amount
of traversed material and hence multiple scattering effects are non-negligible. For the upper
plots of fig. A.21, the analytically calculated values have been obtained, by using tan θ of the
generated muons (first part of the above equation). Due to multiple scattering effects, the second
part of the above formula using r/z of the each cluster is closer to simulation.

1cluster size = the number of cells contributing to one cluster
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(a) no magnetic field, with secondaries (b) with magnetic field, with secondaries

fig. A.23: Each red point displays the averaged occupancy of each layer as obtained from
simulation of pions for the barrel region plotted against the layer’s radial position.
The blue points show the calculated occupancy. Four different variation of turning
on/off the magnetic field and including/excluding secondary particles produced in
the detector during simulation are shown.

(a) no magnetic field, no secondaries

(b) no magnetic field, with secondaries

(c) with magnetic field, no secondaries

(d) with magnetic field, with secondaries

fig. A.24: Each red point displays the averaged occupancy of each layer as obtained from
simulation of muons for the endcap region plotted against the layer’s position in z.
The blue points show the calculated occupancy. Four different variation of turning
on/off the magnetic field and including/excluding secondary particles produced in
the detector during simulation are shown.
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164 A Appendix

(a) no magnetic field, with secondaries (b) with magnetic field, with secondaries EC

fig. A.25: Each red point displays the averaged occupancy of each layer as obtained from
simulation of pions for the endcap region plotted against the layer’s position in z.
The blue points show the calculated occupancy. Four different variation of turning
on/off the magnetic field and including/excluding secondary particles produced in
the detector during simulation are shown.

Finally, the channel occupancy obtained from simulation can be compared to the calculated
value. From simulation, the channel occupancy is calculated by dividing the number of activated
cells of a module, by the total number of channels of the module.

occupancysim =
Nchannels

activated

Nchannels
per module (A.16)

This value is averaged for all modules of a layer and can be compared to the following calculated
value, for each layer:

occupancycalc ∝ dn

dA
∗ average cluster size ∗ pitch (A.17)

Good agreement between the calculated and the simualted value is observed
in fig. A.22, fig. A.23, fig. A.24 and fig. A.25. For the endcaps, the statistics sample is too
small and therefore the distributions are partly asymmetric. As explained when estimating the
fluence, the occupancy in the inner endcaps is underestimated by the calculation for the muon
case, because the calculated value, is scaled to the outermost disc. Including secondary particles
increases the occupancy up to a factor of 8. Including the magnetic field, the increase is 1 – 2.

In addition to unit tests, the physical validity of the digitization and clusterization within
FCCSW (and Acts) could be shown, by comparing simulated with expected values and distribu-
tions. Beginning from the number of measurements, more complex tests including the fluence,
the cluster sizes and channel occupancies have been done for different scenarios. The effect of
secondary particles, increasing the number of clusters and hence, the fluence and the occupancy
is very strong, especially when taking hadronic interaction into account. Also the magnetic field
can lead to a moderate increase for particles with high pT, while decreasing the effect for soft
particles.

A.7 Two-body particle decay kinematics

This section shortly explains the kinematics of an unstable moving particle decaying into two
daughter particles, which was needed for the study of disappearing tracks in chapter 6 and
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follows [207]. The final goal is to determine the four-momenta of the daughter particles, given a
moving and decaying mother particle.
First, the daughter momenta are determined in the rest frame of the mother. The four-momentum
of the mother particle at rest is P = (M, 0, 0, 0), while the unknown daughter momenta are
denoted as p1 = (E1, ~p1) and p2 = (E2, ~p2). Applying the law of 4-momentum conservation
(energy and momentum conservation) P = p1 + p2, the following relations are found:

~p2 = – ~p1 := ~p (A.18)

E1 + E2 =
√

m2
1 + p2 +

√
m2

2 + p2 = M (A.19)

This can be solved for the value of p:

p =
1

2M

√
[M2 – (m1 – m2)2][M2 – (m1 + m2)] (A.20)

The energies of the daughters are fixed by their masses

E1 =
1

2M
∗ (M2 + m2

1 – m2
2) (A.21)

E2 =
1

2M
∗ (M2 + m2

2 – m2
1) (A.22)

Hence, the mass of the mother particle must at least be equal or exceed the sum of its
daughter masses to allow a decay. The momentum direction can not be exactly determined by
theory, because the angular distributions of the daughter particles are isotropic. In simulation,
this behaviour is mimicked by generating random numbers for the two angles θ and φ. In an
experiment the direction of one particle is determined, when it is measured. As soon as the
momentum direction of one daughter particle fixed, according to eq. (A.18) the second daughter
particle has the same momentum direction with opposite sign.
Now the momenta and energies of the daughters have been determined in the rest frame of the
mother particle. Since the mother is not at rest, but is moving, usually with relativistic velocities
(close to the speed of light), the calculated momenta and energies need to be boosted to the lab
frame by using a lorentz boost, which is in general direction described as:

~x′ = ~x –
(γ – 1)

β2
∗ (~β ∗ ~x) ∗ ~β – γβt [208] (A.23)

A.8 Track and tracklet resolutions using the Riemann fit method

To estimate the track fitting capability in chapter 6, a simple fitting method was used. Assuming,
that the particle’s movement in the longitudinal and transverse (with respect to the beamline)
plane is independent, the fitting is done separately. A homogeneous field along z is assumed.
In the longitudinal plane a straight line fit is performed, using least squares method [209]. In
the transverse plane the particle is bent due to the magnetic field and a circle fit based on the
Riemann fit method is performed. The Riemann fit method [210] is extremely fast compared to
other circle-fitting methods, since it is a non-iterativ method. This is achieved by mapping the
measurements of the transverse plane onto a Riemann sphere, which transforms the 2D-circle
fit into fitting a plane to the transformed measurements, using least squares method. The
implementation follows [210], as described in section 3.
To estimate the SM background in section 6.6.3, single electron- and pion-tracklets have been
fitted using the Riemann fit. Figure A.26 shows the reconstructed transverse momentum versus
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166 A Appendix

(a) single pions (b) single electrons

fig. A.26: Reconstructed versus true transverse momentum for single particles using the Riemann
fit method.

the true transverse momentum of pions (left) and electrons (right). Figure A.27 shows ΔpT/pT
for the full tracks and for tracklets with four, five and six different layers hit. For the pions the
resolution is symmetric. The best value is achieved using all measurements along the track. As
expected the resolution worsens with decreasing number of measurements on different layers used.
Highly energetic electrons with energies above 1 GeV lose most of their energy via Bremsstrahlung
(see [124], chapter 33.4 )). Therefore, a tail due to Bremsstrahlung can be observed in fig. A.27b.
The energy loss rate due to Bremsstrahlung dE/dx ≈ E/X0 is approximately proportional to
the electron’s energy and the material crossed. Hence, the tail is more pronounced for highly
energetic electrons and for more measurements along the track, while the resolution increases
with more measurements.

For all transverse momenta above 100 GeV, single particle resolutions created with a "toy"-
model have been used. This toy model randomly creates track parameters (see definition
in section 2.3), for tracks contained within the barrel region. It then calculates the positions of
the clusters created by those tracks, by determining the intersection of the barrel layers with the
circle corresponding to the track in the transverse plane and with the straight line in the r/z
plane (see fig. 2.4). To account for the limited tracker resolution and multiple scattering, the
cluster positions are smeared with the tracker resolutions plus a 5 μm tolerance, using gaussian
random distribution. The received scatter plot of the truth pT, versus the reconstructed pT as
well as the total relative error are shown in fig. A.28. The resolution is high for lower transverse
momenta (pT < 50 GeV) and degrades for higher momenta as shown in fig. A.28a. The fit
performs worse using less number hits (see fig. A.28b): the central peaks stems from the particles
with lower transverse momentum, while the second offset peaks are due to the high momentum
particles. The toy model is very similar to the resolution of the physical particles and hence
gives a realistic estimate. Only for very low momenta, the fit might be too optimistic, since
the multiple scattering contribution can not be neglected at low momenta. In any case, the toy
model resolutions are only used for pT > 100 GeV.
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fig. A.27: Relative error of the reconstructed transverse momentum when using all measurements
along the track and using at maximum four, five or six measurements on different
layers.

(a) Reconstructed versus true transverse momentum
for single particle tracks using the Riemann fit
method.

(b) Relative error of the reconstructed transverse
momentum when using at maximum four, five
or six measurements on different layers.

fig. A.28: Transverse momentum resoultion for single particle tracks. The tracks have been
created using a "toy"-model.
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A.9 Charginos and background simulation samples of disappearing

track study

Since per default BSM-particles are not defined in Geant4 the χ̃+
1 ,χ̃–

1 and the χ̃0
1 needed to be

introduced in FCCSW, following a Geant4 interface class (G4ParticleDefinition). Since the
masses and lifetimes (and hence the decay width) of those particles are not fixed by theory, they
are configurable parameters. Before simulation, a simple python script does a look-up of those
parameters in the LHE-file configuration2 and configures the job via python job-options. Also the
physics processes of the charginos had to be defined in Geant4 (the neutralino does not interact
with the tracker material). The standard Geant4 multiple scattering and ionization processes, as
described in [211] (chapters 8 and 10 ) have been defined for the chargino. In addition, the decay
of the charginos always decaying to a neutralino and a charged pion have been introduced. The
decay kinematics are described by a phase space decay with isotropic angular distribution in
the centre-of-mass frame of the mother (the chargino) and are then boosted into the lab-frame
and following the laws as described in appendix A.7. The decay time of the charginos can be
configured using the job-options.
In tables A.2 to A.5, the simulation samples used for the disappearing track study in chapter 6
are listed.

SampleID name σ[pb] NEvents

550 mgp8_pp_w0123j_4f_HT_5000_100000 11.11 889 817

551 mgp8_pp_w0123j_4f_HT_2000_5000 273.7 481 090

552 mgp8_pp_w0123j_4f_HT_1000_2000 1917 514 471

553 mgp8_pp_w0123j_4f_HT_500_1000 1.037 × 104 528 015

554 mgp8_pp_w0123j_4f_HT_300_500 2.493 × 104 534 826

555 mgp8_pp_w0123j_4f_HT_15_300 8.377 × 104 513 873

556 mgp8_pp_w0123j_4f_HT_0_150 1.478 × 106 1 426 809

tab. A.2: Summary of SM W + jets background simulation samples used in section 6.6.3.
Samples are taken from v0.2 of the Delphes FCC physics events, generated with
madgraph8 [193] and simulated with DELPHES [85, 192]. The samples cover different
regions of transverse energies of the partons (HT) from 0 – 100 000 GeV. Cross-section
are calculated with madgraph8 at leading order.

A.10 Estimation of probabilities for a chargino to create a tracklet

This section explains how a "toy"-model was used to obtain the rates of charginos surviving until
a given layer, used in chapter 6. The probability that a particle, with a mean lifetime of τ and
mass M, travels a certain path x is given by

P(x) = e
Mx
|p|τ = e

– x
βγcτ (A.24)

2Input files for particle generation, see chapter 6 and [164]

https://www.tuwien.at/bibliothek
https://www.tuwien.at/bibliothek


D
ie

 a
pp

ro
bi

er
te

 g
ed

ru
ck

te
 O

rig
in

al
ve

rs
io

n 
di

es
er

 D
is

se
rt

at
io

n 
is

t a
n 

de
r 

T
U

 W
ie

n 
B

ib
lio

th
ek

 v
er

fü
gb

ar
.

T
he

 a
pp

ro
ve

d 
or

ig
in

al
 v

er
si

on
 o

f t
hi

s 
do

ct
or

al
 th

es
is

 is
 a

va
ila

bl
e 

in
 p

rin
t a

t T
U

 W
ie

n 
B

ib
lio

th
ek

.
D

ie
 a

pp
ro

bi
er

te
 g

ed
ru

ck
te

 O
rig

in
al

ve
rs

io
n 

di
es

er
 D

is
se

rt
at

io
n 

is
t a

n 
de

r 
T

U
 W

ie
n 

B
ib

lio
th

ek
 v

er
fü

gb
ar

.
T

he
 a

pp
ro

ve
d 

or
ig

in
al

 v
er

si
on

 o
f t

hi
s 

do
ct

or
al

 th
es

is
 is

 a
va

ila
bl

e 
in

 p
rin

t a
t T

U
 W

ie
n 

B
ib

lio
th

ek
.

A.11 Definitions for hypothesis testing 169

SampleID name σ[pb] NEvents

550 mgp8_pp_z0123j_4f_HT_5000_100000 4.196 1 297 409

551 mgp8_pp_z0123j_4f_HT_2000_5000 102.3 485 744

552 mgp8_pp_z0123j_4f_HT_1000_2000 703.8 506 495

553 mgp8_pp_z0123j_4f_HT_500_1000 3756 515 419

554 mgp8_pp_z0123j_4f_HT_300_500 8958 526 584

555 mgp8_pp_z0123j_4f_HT_15_300 2.944 × 104 512 577

556 mgp8_pp_z0123j_4f_HT_0_150 4.658e × 105 1 372 327

tab. A.3: Summary of SM Z + jets background simulation samples used in section 6.6.3.
Samples are taken from v0.2 of the Delphes FCC physics events, generated with
madgraph8 [193] and simulated with DELPHES [85, 192]. The samples cover different
regions of transverse energies of the partons (HT) from 0 – 100 000 GeV. Cross-section
are calculated with madgraph8 at leading order.

Given the probability, the path a particle can travel can be calculated the following:

x(P) = –βγcτ ln(P) (A.25)

Given the momenta of the generated chargino samples (see tables A.4 and A.5) and a randomly
drawn probability, the expected path can be evaluated for a given mean decay time. When
calculating the path several times, with varying probabilities, the survival distributions as shown
in Figure A.29 can be obtained.

A.11 Definitions for hypothesis testing

This section explains in detail the used definitions for hypothesis testing in chapter 6.
The sensitivity of a search for new physics can be obtained by hypothesis testing, estimating the
probability that a certain number of signal events could emerge from statistical fluctuations of
pure background, which is expressed by the p-value. The smaller the p-value (under assumption
of the background only hypothesis), the higher is the possible discovery reach, if signal is present.
In addition, the significance of the presence of signal can be calculated (see [213], chapter 39.5 ).
The probability of the realization of a certain number of events, can be described by the poisson
distribution [209]:

f(n; λ) =
λn

n!
e–λ (A.26)

For a large number of events the poisson distribution can be described by a gaussian distribution
with a mean value of λ and a standard deviation of

√
λ.

The p-value, can then be calculated the following (see [213], (39.79)):

p0 = Φ(
n – b√

b
) (A.27)
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SampleID process mass σ[pb]

902100 χ̃±
1 χ̃

0
1 700 2.670 × 10–01 + 1.722 × 10–01

902000 χ̃±
1 χ̃

∓
1 700 2.190 × 10–01

902101 χ̃±
1 χ̃

0
1 800 1.684 × 10–01 + 1.050 × 10–01

902001 χ̃±
1 χ̃

∓
1 800 1.370 × 10–01

902102 χ̃±
1 χ̃

0
1 900 1.103 × 10–01 + 6.783 × 10–02

902002 χ̃±
1 χ̃

∓
1 800 9.033 × 10–02

902103 χ̃±
1 χ̃

0
1 1000 7.707 × 10–02 + 4.635 × 10–02

902003 χ̃±
1 χ̃

∓
1 1000 6.274 × 10–02

902104 χ̃±
1 χ̃

0
1 1100 5.799 × 10–02 + 3.424 × 10–02

902004 χ̃±
1 χ̃

∓
1 1100 4.598 × 10–02

902105 χ̃±
1 χ̃

0
1 1200 4.261 × 10–02 + 2.477 × 10–02

902005 χ̃±
1 χ̃

∓
1 1200 3.353 × 10–02

902106 χ̃±
1 χ̃

0
1 1300 3.125 × 10–02 + 1.776 × 10–02

902006 χ̃±
1 χ̃

∓
1 1300 2.442 × 10–02

902107 χ̃±
1 χ̃

0
1 1400 2.401 × 10–02 + 1.343 × 10–02

902007 χ̃±
1 χ̃

∓
1 1400 1.859 × 10–02

902108 χ̃±
1 χ̃

0
1 1500 1.885 × 10–02 + 1.033 × 10–02

902008 χ̃±
1 χ̃

∓
1 1500 1.371 × 10–02

902109 χ̃±
1 χ̃

0
1 1600 1.410 × 10–02 + 7.605 × 10–03

902009 χ̃±
1 χ̃

∓
1 1600 1.075 × 10–02

902110 χ̃±
1 χ̃

0
1 1700 1.129 × 10–02 + 5.989 × 10–03

902010 χ̃±
1 χ̃

∓
1 1700 8.552 × 10–03

902111 χ̃±
1 χ̃

0
1 1800 1.015 × 10–02 + 5.281 × 10–03

902011 χ̃±
1 χ̃

∓
1 1800 6.866 × 10–03

902112 χ̃±
1 χ̃

0
1 1900 7.437 × 10–03 + 3.831 × 10–03

902012 χ̃±
1 χ̃

∓
1 1900 5.572 × 10–03

902113 χ̃±
1 χ̃

0
1 2000 6.129 × 10–03 + 3.120 × 10–03

902013 χ̃±
1 χ̃

∓
1 2000 4.563 × 10–03

902114 χ̃±
1 χ̃

0
1 2100 5.499 × 10–03 + 2.763 × 10–03

902014 χ̃±
1 χ̃

∓
1 2100 4.070 × 10–03

902115 χ̃±
1 χ̃

0
1 2200 (4.200 × 10–03 + 4.505 × 10–03)/2 + (2.075 × 10–03 + 2.233 × 10–03)/2

902015 χ̃±
1 χ̃

∓
1 2200 (3.088 × 10–03 + 3.314 × 10–03)/2

902116 χ̃±
1 χ̃

0
1 2300 3.507 × 10–03 + 1.709 × 10–03

902016 χ̃±
1 χ̃

∓
1 2300 2.558 × 10–03

902117 χ̃±
1 χ̃

0
1 2400 2.958 × 10–03 + 1.423 × 10–03

902017 χ̃±
1 χ̃

∓
1 2400 2.142 × 10–03

902118 χ̃±
1 χ̃

0
1 2500 2.647 × 10–03 + 1.261 × 10–03

902018 χ̃±
1 χ̃

∓
1 2500 1.913 × 10–03

902119 χ̃±
1 χ̃

0
1 2600 2.135 × 10–03 + 1.001 × 10–03

902019 χ̃±
1 χ̃

∓
1 2600 1.532 × 10–03

tab. A.4: Summary I of chargino simulation samples used in chapter 6. The cross sections
have been calculated in NLO with by M.Saito using Prospino 2.1 [212] (see [188] for
details).
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SampleID process mass σ[pb]

902120 χ̃±
1 χ̃

0
1 2700 1.972 × 10–03 + 9.116 × 10–04

902020 χ̃±
1 χ̃

∓
1 2700 1.402 × 10–03

902121 χ̃±
1 χ̃

0
1 2800 1.688 × 10–03 + 7.708 × 10–04

902021 χ̃±
1 χ̃

∓
1 2800 1.190 × 10–03

902122 χ̃±
1 χ̃

0
1 2900 1.488 × 10–03 + 6.765 × 10–04

902022 χ̃±
1 χ̃

∓
1 2900 1.055 × 10–03

902123 χ̃±
1 χ̃

0
1 3000 1.230 × 10–03 + 5.502 × 10–04

902023 χ̃±
1 χ̃

∓
1 3000 8.640 × 10–04

902124 χ̃±
1 χ̃

0
1 3100 1.090 × 10–03 + 4.822 × 10–04

902024 χ̃±
1 χ̃

∓
1 3100 7.602 × 10–04

902125 χ̃±
1 χ̃

0
1 3200 9.480 × 10–04 + 4.153 × 10–04

902025 χ̃±
1 χ̃

∓
1 3200 6.587 × 10–04

902126 χ̃±
1 χ̃

0
1 3300 8.016 × 10–04 + 3.460 × 10–04

902026 χ̃±
1 χ̃

∓
1 3300 5.549 × 10–04

902127 χ̃±
1 χ̃

0
1 3400 7.199 × 10–04 + 3.076 × 10–04

902027 χ̃±
1 χ̃

∓
1 3400 4.954 × 10–04

902128 χ̃±
1 χ̃

0
1 3500 6.341 × 10–04 + 2.682 × 10–04

902028 χ̃±
1 χ̃

∓
1 3500 4.351 × 10–04

902129 χ̃±
1 χ̃

0
1 3600 5.610 × 10–04 + 2.349 × 10–04

902029 χ̃±
1 χ̃

∓
1 3600 3.829 × 10–04

902130 χ̃±
1 χ̃

0
1 3700 5.082 × 10–04 + 2.114 × 10–04

902030 χ̃±
1 χ̃

∓
1 3700 3.444 × 10–04

902131 χ̃±
1 χ̃

0
1 3800 4.482 × 10–04 + 1.849 × 10–04

902031 χ̃±
1 χ̃

∓
1 3800 3.029 × 10–04

902132 χ̃±
1 χ̃

0
1 3900 3.939 × 10–04 + 1.605 × 10–04

902032 χ̃±
1 χ̃

∓
1 3900 2.659 × 10–04

902133 χ̃±
1 χ̃

0
1 4000 3.563 × 10–04 + 1.442 × 10–04

902033 χ̃±
1 χ̃

∓
1 4000 2.385 × 10–04

902134 χ̃±
1 χ̃

0
1 4100 3.187 × 10–04 + 1.273 × 10–04

902034 χ̃±
1 χ̃

∓
1 4100 2.127 × 10–04

902135 χ̃±
1 χ̃

0
1 4200 2.861 × 10–04 + 1.130 × 10–04

902035 χ̃±
1 χ̃

∓
1 4200 1.902 × 10–04

902136 χ̃±
1 χ̃

0
1 4300 2.563 × 10–04 + 1.006 × 10–04

902036 χ̃±
1 χ̃

∓
1 4300 1.692 × 10–04

902137 χ̃±
1 χ̃

0
1 4400 2.309 × 10–04 + 8.998 × 10–05

902037 χ̃±
1 χ̃

∓
1 4400 1.522 × 10–04

902138 χ̃±
1 χ̃

0
1 4500 2.086 × 10–04 + 8.034 × 10–05

902038 χ̃±
1 χ̃

∓
1 4500 1.367 × 10–04

902139 χ̃±
1 χ̃

0
1 4600 1.876 × 10–04 + 7.196 × 10–05

902039 χ̃±
1 χ̃

∓
1 4600 1.229 × 10–04

tab. A.5: Summary II of chargino simulation samples used in chapter 6. The cross sections
have been calculated in NLO with by M.Saito using Prospino 2.1 [212] (see [188] for
details).
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172 A Appendix

fig. A.29: Statistical frequency of charginos surviving a certain path in radial direction, for
different decay times.

with Φ being the standard gaussian cumulative distribution. The corresponding significance is
defined the following (see [213], (39.79-39.80)):

Z0 = Φ–1(1 – p0) = (n – b)/
√

b (A.28)

A.11.1 Goodness of fit

To test the goodness of fit of the randomly generated tracklets, for emulation of the combinatorial
background in section 6.7.1, the method of least squares [213] was used to calculate the χ2.
Correlations between the parameters and the uncertainty of the track parameters have not been
taken into account and the χ2 is calculated the following (see [213]):

χ2 = ΣN
i=1 =

(xtrack – xmeasurement)
2

σx
(A.29)

for each measurement position on a layer. The measurements are gaussian distributed with a
mean of xmeasurement and a standard deviation of σx. The total χ2 was calculated as the sum of
the three values obtained separately for x, y and z. The smaller the value for the χ2, the better
the fit. For σx the squared layer resolutions have been used. Finally, the probability that the
observed χ2 should be less than the observed value, assuming a correct model, is calculated using
the χ2 distribution [213]. The cut is passed only, if this probability is less than 5 %. The test
shows how well the track fit conforms with the actual measurements.
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Appendix B

Definitions and acronyms

For clarity, specific definitions and acronyms used in this thesis are listed in the following.
The descriptions are specific, as used in the context of this thesis and might not be generally
applicable.

Acts
A common tracking software - a general tracking software toolkit co-developed and used in
the context of this thesis.

boosted particle
Particle with high momentum to lab frame.

BSM
Short for Beyond the Standard Model physics.

chargino
Hypothetical charged particles of SUSY, possibly arising from mixed degrees of freedom of
gaugino and higgsino.

cluster/measurement
Neighbouring, activated pixels form a cluster, which is the readout measurement of the
tracking detector.

cluster size
Number of channels contributing to one cluster.

clusterization
Part of track reconstruction. Clusters neighbouring activated detector channels to form a
measurement, using pattern recognition algorithms.

DD4hep
Detector Description for high energy physics - a general detector geometry description
package used for the FCC study.

digitization
Part of simulation. Emulates the detector response, when a particle passes through material.
Depends on detector technology.

electronweakinos
Hypothetical particles of SUSY, possibly arising from mixed degrees of freedom of gaugino
and higgsino. General term for neutralinos and charginos.
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174 B Definitions and acronyms

Emiss
T

Missing transverse energy, which is defined as Emiss
T = –

∑
pT of all measured particles,

following the law of transverse momentum conservation at a collider experiment, which
should be zero in total.

η
The pseudorapidity given by – ln tan(θ2 ), which is invariant under lorentz-boost along the
beam-axis.

event
A physics event in high energy physics refers to a particle collision at a particle collider
and its subsequently produced particles.

fakes/fake tracks
Tracks formed by a random combination of hits, without any physical meaning.

FCC-hh
Short for the hadron-hadron (proton-proton) collider option of the FCC study.

FCCSW
The FCC software package - co-developed and used in the context of this thesis.

gauginos
The supersymmetric partners of the gauge bosons.

generated particles/primary particles
Input particles from event generator.

HL-LHC
Short for High Luminosity LHC, with planned operation after 2025.

higgsino
The supersymmetric partner of the Higgs-boson.

integrated luminosity
The luminosity integrated over time.

ISR-jet
Jet resulting fro initial state radiation.

jet
A dense region of particle tracks, stemming from hadronization processes.

jet clustering
Jet reconstruction method, which bundles all particles/clusters belonging to the same jet,
using an algorithm.

L0

The nuclear interaction length, which is a material specific parameter.

leading jet
Jet with highest transverse momentum.

longitudinal axis
The axis along the beamline of the detector.
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LSP
Short for Lightest Supersymmetric Particle.

luminosity
Quantifies the possible number of collisions per cm2 and second.

MC
Short for Monte Carlo methods used for particle generation and simulation.

merged cluster
If two clusters are next to each other, they merge to one cluster.

〈μ〉
Average number of simultaneous proton-proton collisions per bunch crossing (pile-up).

neutralino
Hypothetical neutralino particles of SUSY, possibly arising from mixed degrees of freedom
of gaugino and higgsino.

Phase-II upgrade
Detector upgrades for the High Luminosity LHC.

parton
The hypothetical protons constituents are called partons.

passive detector part/material
Part of the detector, which does not do the measurement. It is usually support material or
material needed for e.g. cooling. Opposite to sensitive detector material.

φ
The polar angle, which is the angle in x/y plane, transverse to the beam-axis.

pile-up/PU
Number of simultaneous proton-proton collisions per bunch crossing.

pT
The transverse component of the particle momentum.

QCD
Short for quantum chromodynamics.

secondary particles/secondaries
Particles produced during simulation through interaction with the detector.

sensitive detector part/material
Part of the detector, which is sensitive to the passage of particles, i.e. where the particle
passage is measured. Opposite to passive detector material.

shared cluster
When more than one particle contributes to the same cluster, the cluster is "shared".

soft particle/soft pT-spectrum
Particles with low transverse momentum are called "soft".
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176 B Definitions and acronyms

SM
Short for the Standard Model of particle physics.

SUSY
Short for Supersymmetry, which are theoretical supersymmetric extension of the Standard
Model.

θ
The azimuth angle, which is the angle in the r/z plane with the beampipe along the z-axis.
The angle opens from the positive z-axis.

tracklet
A tracklet is a short track. It arises, when a particle only passes a few detection layers.

transverse plane
The plane transverse to the the beamline of the detector.

truth jets
Jets obtained by clustering generated particles, describing true location and spread of jet
most accurately.

WIMP
Short for Weakly Interacting Massive Particles, which are dark matter candidates.

underlying event
Soft part of hard scatter of two protons.

wino
The supersymmetric partner of the W-boson.

X0

The radiation length, which is a material specific parameter.
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