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Abstract

This thesis aims to prove a uniqueness theorem for the one dimensional drift-
less Fokker-Planck partial differential equation, i.e.

Op(dwz,t)  0?
ot Ox?

(p(dzx, t)a(z,t)) =0 in D'(U)

where a(z,t) is a positive Borel function and for each ¢ > 0 p(dz,t) denotes
a measure on either R or Ry, depending on U. We study two cases: U =
R, xRy and U = R x R,. The latter case has been examined by M. Pierre,
see [3, page 223]. We will replicate the proof which is given there but in more
detail in section 5.

However, the main result of this thesis is the case U = R, x R, which
is examined in section 4. Unfortunately, the straightforward adaptation of
the proof was not successful. This case is of theoretical importance (see e.g.
[2]). An additional assumption for the diffusion term a(x,t) should fix this
problem, a heuristical proof is shown (see Lemma (4.7) point 5).
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1 Introduction

The Fokker-Planck Equation is a partial differential equation of a family
of probability measures p(dz,t)cr,. It is also known as the Kolmogorov
Forward Equation. It is well known, that the probability density f(z,t) of an
Ito diffusion X, satisfies the Fokker-Planck Equation. Hence the importance
of the herein discussed equation to financial mathematics. In its general,
d-dimensional case the Fokker Planck Equation reads as follows:

aat i [ xt}%—z

2,j=1

o, 01, [““ (e)p(x, t)}

Were x is a d-dimensional vector, the function vector b is called the drift and
a is called diffusion.
In this thesis we will only discuss the driftless (i.e. b = 0), one dimensional
case (one x-dimension and time). But also want to consider distributions
which do not admit density functions. Therefor we write p(dx,t) instead of
p(z,t). This leads to

8])(;:'7 t) _ aax2 (p(da, t)a(w, 1))

Here, p(dx,t) must be seen as a distribution and therefore this equation has
to be interpreted in the distributional sence. I.e for some U C R? and for any
¢ € D(U) the following equation must hold:

// M;?wdﬂf/;;(p(dx,t)a(x,t))dt = 0.

We will discuss the cases U = Ry xR, and U = R x R,.. The latter case has
been examined by M. Pierre, see [3, page 223]. We will replicate the proof
which is given there but in more detail in section 5.

However, the main result of this thesis is the case U = R, x R, which
is examined in section 4. Unfortunately, the straightforward adaptation of
the proof was not successful. This case is of theoretical importance (see e.g.
[2]). An additional assumption for the diffusion term a(z,t) should fix this
problem, a heuristical proof is shown (see Lemma (4.7) point 5).

We haven’t discussed the properties of a(x,t) yet. We will require a(z,t) > 0
with some boundedness condition, see theorem (3.2). These two conditions
are sufficient to proof the case U = R x R,. For the case U = R, x R
however, we need the third condition from theorem (3.2) which states that
a(x,t) and a,(z,t) vanish at x = 0 for all ¢t > 0, see remark (3.1).
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The last distinction we make in this thesis is the boundary condition for p
at t = 0. In section 3 we will consider the case that p(z,0) = f(z) for a
density function f. In sections 4 and 5 we consider the general case with

p(dz,0) = p(dz).



2 Notation und definitions

Definition 2.1. Let / C R. Then we denote by x;(z) : R — {0,1} the
characteristic function, i.e.

(2) 1, ifzel,
x) =
X 0, else.

Definition 2.2. Let Q@ C R™ be an open set (with respect to euclidian to-
pology). By C*(£2) we denote the space of smooth functions f : Q@ — R
(e.g, they have derivatives of all orders). D(Q2) = CP(Q) = {f € C>(Q) :
supp(f) is compact in Q} we denote the class of smooth functions with com-
pact (with respect to euclidian topology) support in €.

As usual Ry := (0,00),N:={1,2,3,...}, Ny := {0, 1,2, ...}

We will denote the class of continuous and bounded (with respect to euclidi-
an topology) functions f : R — R by Cy(R?) and the subclass f : R — R,
with compact support by Cj(R?).

We write a function f : Q — Risin £(Q) iff [ |f(z)]d\(z) < oo (A denotes
the Lebesgue measure of R™). Similarly we denote by £%() the space of
functions which are squareintegrable, i.e [o,(f(x))*d\(z) < oco.

We denote the space of locally integrable functions f by £}.(Q), i.e VK C
Q, K compact: [ |f(z)|d\(z) < o0

Definition 2.3. We now consider the space My = My(R?) of locally finite
measures on R?. On M, we may introduce the vague topology, generated
by the mappings 7; : u — uf = [ fdu, f € CE(R?) (the initial topology
with respect to these mappings). We see that a family of measures u,, € My
converges vaguely to y € My iff p,f — uf Vf € CL(RY).

Similarly we introduce the weak topology as the initial topology generated
by 7w uf = [fdu, f € Cy(R?) . Therefore a family of measures
tn € My converges weakly to € My iff u,f — puf Vf € Cy(R?)

Remark 2.4. An equivalent definition for vague convergence is to use the class
of continuous functions f : R% — R with compact support.

Clearly, weak convergence implies vague convergence.

We will later introduce a family of functions (p(z,t),t > 0) where for each
t >0, x = p(z,t) is a density function on RT. Weak convergence of t —
p(z,t) means that

vVt e R, Vo € Cy(R) and ¢, — t:
/gb(:c)p(a:,tn)d:c — /qb(:c)p(x,t)dx
R R



Similarly, for a family of probability measures (p(dz,t),t > 0) is weakly
continuous, iff

Vi e R,V € Cp(R) and t,, — ¢ :
[ o@pldz.ta) » [ olw)p(da,1
R R

Remark 2.5. There are many equivalent statements to weak convergence,
which are summarized in the portmanteau theorem.

Theorem 2.6 (portmanteu theorem). Let B be the Borel-o-Algebra on R.
Let X, X1, Xs, ... be random variables with associated measures p, i1, g, ..
and cumulative distribution functions F, Fy, F5, .... Then, the following state-
ments are equivalent:

o (X,)nen/(ftn)nen converges weakly to X /p.
o F(z) = F(z) Vz:F(x)=F_(x)
o ,}E&ff(x)dﬂn(w) = [ f(z)du(x) for all bounded f, which are p-a.s.

continuous

o lim [ f(z)dun(z) = [ f(z)du(z) for all bounded f, which twice dif-

ferentiable and f’ and f” are uniformly continuous

e 1(0) < lime ian 1, (O) for all open sets O in the Euclidean topology on
R.

o u(C) > limesNup pn(C) for all closed sets C' in the Euclidean topology
on R.

o u(A) < liﬁn tn(A) for all sets A in the FEuclidean topology on R with
pu(0A) = 0.

See [6, page 297] for details and proof.

Definition 2.7. We define what convergence for a sequence of functions in
D(2) means.
Let ®, € D(R2) be a sequence of test functions. Then ®,, — 0 iff:

1. 3K C Q, K compact such that ¥n € N : supp(®,,) C K and

2. For all n € N and multiindices o € Nj : lim,, o0 sUp,cq {| D@, ()|} =
0.



We write ¢, — ¢ iff | — &,| — 0.
We may also introduce a norm on D(£2):
For k € No,® € D(Q2) and K C Q with K compact, let

[ @llcxry = > sup {|D*(P)[}.

‘O¢|§k’IEK

Definition 2.8. We can now define distributions. A distribution is a linear
functional u : D(Q2) — R which is continuous with respect to the convergence
of distributions, i.e. Y®,, — 0 in D(Q) : u(P,) — 0 in R (with respect to the
Euclidean Topology). We may also wright (uy, ¢) for us(¢).

Lemma 2.9. A linear functional u : D(Q) — R is a distribution iff

VK C Q, K compact : 3C > 0, k € Ny such that:
Vo € D(Q) : |u(¢)| < Cllollcr k)

PROOF : See [4, Lemma 2.4, page 20] O

Definition 2.10. We define now what convergence in D’()) means. A se-
quence of distributions w, € D'(Q2) converge to u € D'(Q2) iff for all ¢ €
D() : (un, ¢) = (u, ) in R.

Lemma 2.11. Let still 2 C R” be an open set and o € Njj be a muldiindex.
Any distribution u has partial derivatives of any order. It holds for ¢ € D(2):

(D%, ¢) = (=1)" {u, D*¢)
PROOF : See [4, page 23]. O

Lemma 2.12. We remind, that we defined £},.(Q2) with VK C Q, K com-
pact: [i |f(x)]dA(z) < oo. An equivalent definition is that V¢ € D(Q2) :

Jie () f(x)dA(z) < oo.

PROOF : See Appendix. O
Remark 2.13. We can identify every function f € £},.(Q) with a distribution
ur € D(Q) by up : D(Q) = R : ¢ = [qo(x)f(z)dA(z). uys is indeed a
distribution since V¢ :supp(¢) € K C Q where K is compact. We have by
definition [y |f(x)| dA(z) = Ck < oo. Therefore,

ug(9) = [ F@)el)dA(@) < [ 1f(@)]sup{a(x)} dA(x) =
P P €S
=Ck||¢llco)
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Lemma (2.9) shows now, that u; is a distribution.

For simplicity we will often identify f with the distribution uy and write fdx
or ,in D'(Q)* to indicate this. Distributions which can be written in this
manner are called regular distributions.

Lemma 2.14. Let as usual  C R™ be an open set. Then £*(Q) C £}, ().

PROOF : Let f € £2(Q2) and K C  be compact. We have to show, that
[ 1f(x)|dA(z) < co. We note, that xx € L*(Q) since ||xx||3 = AM(K). The-
refore follows from Cauchy Schwarz Inequality (see [6, page 217]) that

J1@1ar@) = [ 1) xe@)dr@) < lxllllf]l < o0

O

Lemma 2.15. In the following, we will construct functions with the help of
h(z) := e"+ to approximate the characteristic function X(o,t)(x) by smooth
functions. With their help we can approximate the integration of a function
in the distributional sence over an interval (0,¢). We will show:

2. h"(x) = ”;T(f)e’i, where p,(z) is a polynomial with

deg(pn) < 2" —n—1.

3. Vn e N lim +h(z) =0.

z—0
4. h™M(0,) =0Vn eN.
PROOF :

1. Let 0 < e < 1. Then

1 1
<es ——<lInle) &z
x In(e)

e =z

IN
|
I
>
—
@)
~—
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Induction step n — n + 1:

) = (et <

=

<x2">2 xQ" 1’2
B pn(l’)/l‘zn —pn<l’>2nx2n_l +pn(x)$2"—2 1
= (xQ")Q e T =
pn(I)/ZL‘2n o pn(m>2nx2”fl _}_pn(l,)xzn,Z 1
p— 6 T
G

We see, that p,,41 is recursively defined by

1,.2" 2 -2

Prsi() = pul@)2® = pu(@)2"2* ™ + pu()z
Now we show, that deg(pny1) < 2" —n — 2. Since
deg(pnsr) < max{deg(pa(x)'2?"); deg(pa(2)2"2%"); deg(pa(2)2® )},

we only have to show, that these 3 polynomials have degree < 2"+ —
n— 2.

deg(pn(2)'2") < deg(pn(x)') +deg(a™) < 2" —n—1-1+2" =
=2 —pn -2

deg(pn(2)2"2*" 1) < deg(pp(z)) + deg(z® 1) <2" —n — 142" - 1=
=2l -2

deg(pn(z)2?"7%) < deg(pp(z)) + deg(2?" ™) <2" —n — 142" -2 =
=" _p—3< 2" —pn -2

3. We substitute y = i

1 y” n times L’ Hospi n!
. . pital . .
lim —A(x) = lim — — lim — =0
z—0t " ( ) y—oo ¥ y—oo Y

4. Follows immediately from 2 and 3.

12



Lemma 2.16. The function

ew, ifz>0
R — R, = ’ ’
g 9(@) {0, ifr<0.

is smooth. With its help we define the function ¢(z) : R — R by

 ga-1g2 )
R Ay GRS

Then, 1(x) is smooth, [z ¥ (z)dz = 1 and supp(y) C [1,2].
Now we can define the desired functions f; ,(z) which approximate the cha-
racteristic function x o) ().

nT

for n € N: we define: f;,(z) := / (u)du (2.1)

n(z—t)+2
We will show, that
L. fin € D(Ry) with supp(fin(x)) C [%,t]
2. lim fin(2) = X(0 (%) pointwise.
3.VneNt>0: fi(r) < xjpoq(x).

4. f1(2) = n (p(ne) — $na — nt +2)).

PROOF : The smothness of g follows immediately from Lemma 2.15.

We begin with showing the properties of .

Since supp (g (z — 1)) C [1,00) and supp (¢ (2 —z)) C (—o0,2], it follows
easily, that supp (¢ (z —1)g (2 —z)) C [1,2].

g(z —1) and g (2 — x) are bounded on [1, 2], therefore g (x — 1) g (2 — z) is
bounded on [1,2]. This ensures the existence of [ g(x — 1)g(2 — z)dz.

As a composition of smooth functions, 1 is smooth. Furthermore,

_ gu-1)g2-w) . _ gu-1g2-udu
R/w(u)du_ﬂzng(ﬂf—l)g(?—x)dﬁfd Jrgx=1)g(2—2)dx

=1

Now, we show the properties of f;,,.

1. To show: f;, € D(R,)
We notice that supp(v) C [1,2] and fi,.(z) = 0 if n(z —t) +2 > 2,
which is equivalent to x > ¢. Similarly for the upper bound f;,,(z) =0

13



if nz < 1 which is equivalent to 2 < L. Therefore, supp(f;»(x)) C [+,1].
Since ¥ (z) > 0 and ¥ € D(R,),

tﬁiz(x)(' / w<u>du) =
(

z—t)+2

0 (2)
=!y=u—m€\=(/ w(y+ms)dy) -

—nt
O (y + nx) dy)

0
oxt

—

—nt
which shows that f;,, € C2(R,).

. To show: lim f,,(x) = X (0. (2) pointwise.

After the last point, it is left to show, that lim fin(z) =1forx € (0,1).
Let z € (0,t) and n > max{i, %} Then n(x—t)+2 < 1 and nx > 2.
Therefor

nT

fin(x) = / Y(u)du = /21/1(u)du =1

n(z—t)+2

. Toshow: Vn e Nt >0: fn(x) < xpo4().
After the first point, it is left to show, that f;,(z) < 1. Which is easy
to see, since (z) > 0:

nr—1
fin(x) = / Y(u)du < /¢(u)du 1
n(z—t)+2 R

. To show: f/ (z) =n (Y(nz) —Y(nr —nt + 2)).
We substiute y = nx and get

ftl,n(CU) = fn(xt)5;w<u) u 0 fynt?y¢(U) U _

— n () — ¥y — nt +2)) = n ((nz) — Y(nz — nt +2))

14



Definition 2.17. We define convolution of a distribution u with a test func-
tion v by
(u* v, ¢) = (u, (RY) * ¢)
Where R : ¢(z) = ¢(—x).
It holds u * ¢ =1 * u and for o € Nj:
D*(u* ) = (D) xp = ux (DY)

Therefore, the convolution has partial derivatives of the order of the sum of
the convolved functions orders. Especially if one of the functions is smooth,
the convolution is smooth. See [4, p. 24]

Lemma 2.18. We can also use the function g to construct for each n € N
a smooth function k, with supp(k,) C [-%,2] and [i k,(2)dz = 1. The
sequence (k,)nen is called a regularizing sequence due to its property that
for each f € £!(R) holds

i |[f = f*kall, =0
and as mentioned in the definition above, the convolution f * k,, has deriva-
tives of all orders since k,, has them.

PROOF : See [5, p. 25-28] O

Lemma 2.19. The functions k,, from Lemma (2.18) also approximate in the
distributional sense, i.e for u € D'(R) holds lim,,_,o u * k, = u in D'(R).

PROOF : We have to show, that for all ¢ € D(R) : (u * ky,,, ¢) — (u,¢) in R.
It follows from definition (2.17) that (u * ky, ¢) = (u, ¢ * (Rk,)). Since k,, are
symmetrical Rk, = k, pointwise. Since u is per definition continuous with
respect to convergence in D(R) we have to show, ¢ * k, — ¢ in D(R) for all

¢ in D(R).
We fix ¢ € D(R) and a € Nj. Let ¢ = D%. Then

Vrkal@) = [V@ka@—ydy= [ v()ka(e - y)dy

Let € > 0 and n such that [¢(y) —¢(x)| <e Vye (x —iz+ %) Then
| vk -pdys [ @@+ Ikale—y)dy = v(a) + e
ot -t

Analogously we get ¢ x k,,(z) > ¢ (x) — €. Therefore lim,,_, ||t) — ¢ * k||, =
0, which concludes the proof. 0

15



3 The case with existing density function

Remark 3.1. Compared with the case U = Rx R, (see section 5), we need an
additional assumption for a(z,t), which is a boundary condition (see point 3
of the following theorem). But still, the proof is not straightforward adaptable
and we will only present a heuristic argument to show that this condition is
sufficient to ensure 22(0,¢) = 0 (see Lemma (3.6) point 3). See also remark
3.7.

Theorem 3.2. Let U := Ry xR, and a : U — R, be a Borel function
satisfying the following hypothesis:
VO <t<Tand R>0:3et,T,R) > 0,m(T, R) > 0 such that:

o V(z,s) € (0,R] x [t,T] : a(z,s) > €(t,T, R) and
o V(z,s) € (0,R] x (0,T] : a(x,s) <m(T,R)
o Vt € R, : & — a(x,t) is differentiable at x = 0 and a(0,t) = a/(0,t) =0

Let p be a probability measure on R, with density function f(z) and
Jz, |z| f(z)dz < oo. Then, there exists at most one family of probability mea-
sures with density functions (p(z,t),t > 0) such that:

(FP 1) t > 0 — p(z,t) is weakly continuous, see Remark 2.4.
(FP 2) p(0,2) = f(x) and

// a¢ 1) e ydede + // 32252 D o, ypla, t)dide =0 V6 € D(U)

(3.2)

PROOF : We note, that equation (3.2) is the integral representation of the
following statement:

WL O (e ae, 1)) = 0 in D)

We will split the proof into several parts. |

Lemma 3.3. Let a probability measure p with density function f and p(z,t)
be as in Theorem 3.2. Then holds V¢t > 0,¢ € D(R,):

/¢(x)p(x,t)d:c: /Cb(ﬂf) r)dy +/ / 82;;2 s)p(x, s)dsdx

Ry (0,t)

16



Remark 3.4. We will use the fact, that Vo(z),¢(z) € D(R,) holds, that
a(z)o(t) € D(R, x R, ). Note that this lemma reads as Jo. %(xd#ds
p(z,t) — f(x) in D'(Ry).

PROOF : For ¢ > 0 fixed, we define o, () := fy,(z) for n € N:n > 2 by
equation (2.1). From (FP 2) we know, that V¢ € D(R,) :

// D5 p(z, s)dzds + // 62¢ an(s)a(x, s)p(z, s)deds = 0

Now we take h_}m for both integrals individually. First we treat the second

integral. In Lemma (2.16) we showed alle necessary requirements for domi-
nated convergence. Therefore,

n%oo // a;q;2 ” (I7 S)p(l‘7 S)dl'dS =

// 82¢ lim an(s)a(z, s)p(z, s)dzds =

Or2 n—oco

// 82¢ (s)a(z,s)p(x, s)dxds =

/ / O s)p(x, s)dzds

3x2
Ry (0,t)

Now, we examine the first integral.

// 8ozn p(z, s)dxds =

// Y(ns —nt + 2)) ¢(x)p(x, s)deds =

// np(ns)o(x)p(x, s)deds — // ny(ns — nt + 2)p(z)p(x, s)dzds

And again, we have to treat both integrals individually by substituting:

// n(ns)p(z)p(x, s)deds = |u = ns| =

//¢(u)¢(x)p (x, z) dzdu
U

17



and

// n(ns —nt 4+ 2)p(x)p(x, s)deds = |[u =ns —nt + 2| =
U

[[pwotap (a0 + "=

Where U = (2 —nt, o0) x R,.. Since we required n > % and supp () C [1,2],
we deduce
-2
//w(u)¢(x)p (x, t+ “ - ) dzdu =
U

J[ wtwotm (wt+ 2 ) dedu

By (FP 1), these integrals converge for n — oo:

) dxdu

lim // (304n p(z, s)dxds =
n—oo
. u u—2
lim (//d)u x) (m )dxdu—//wu x) (x,t—i— >dmdu):
n—00 n
/ / U(u p(z,0)dzdu — / / (u p(z,t)dezdu = now using Fubini

[w w)dug(z)p(z,0)dr — 4@[1 w)dug(x

| ¢l 0)de - / Sa)p(e, t)de

18



Therefore, by using (FP 2) in the last step, we get

lim // Dan(s p(z, s)dzds+

n—oo

2
n—>oo // aa(ig n (-777 3)p(3§, S)dl’ds =0

& / 6(x)p(w, 0)da — / $(x)p(w, t)da+

/ / 828(;;2 )p(x, s)dzds =0

R4 (0,¢)

| ¢<x>p<x,t>dm=R/ st [ [ 28

Ry (0,t)

which concludes the proof.

s)p(x, s)dsdx

O

Definition 3.5. For a family of probability densities p(z,t),t > 0 and a
Borel function a(z,t) which satisfy the conditions in Theorem 3.2, we define

the function P(x,t) : U — Ry by

a(x, s
(0,%)

Lemma 3.6. Let P(x,t) denote a function as defined in Definition 3.5. Then

holds:

1 B2P ZBt

t) = f(x).

= p(z,
2. 8L (2, )= 82(0,1) = [y00) (f(1) = p(u, ))du = [ig ) (p(u,t) — f(u))du,

3. 22(0,t) = 0.

4. © — P(xz,t) is Lipschitz continuous with Lipschitz constant 1.

5. P is continuous on U and increasing with respect to ¢.

6. VteR, : P(0,t) < oo

7.V (2,1) €U : 0 < P(x,t) < P(0,1) + Jg, yf(y)dy < oo.

PROOF :

19



1. See remark 3.4.

2. Integrating 1, we obtain

et -5 00 = [ W) - fu)du

(0,0)

3. To show: 28(0,¢) = 0.
The technicalities remain to show. Here is an heuristic argument, that
the third condition for a, i.e. for all ¢ > 0 x — a(z,t) is differentiable
and a'(0,t) = a(0,t) = 0 is sufficient to conclude this. For that we
split p(x,t) in an absolutely continuous density f!(x) and a density as

stepfunction f1(x) = Yicr, Xizi,00)(2)pi- Then

ai(l’,t) = (,i ((/ a(a:,s)p(x,s)ds) =

0 0,t)
— 8 s s ds —
—5* a(:p $)(f (@) + fi(x))ds =
/ ) + fr(x))ds+
/ (fzf(lf)’ + EI: X{xi}(:r)pi> ds

Therefore,

20



4. This follows from last two points, since

opP
ax(xat)‘ -

/ (p(u,t) — f(u))du| <
0,x)
<1

5. The fact, that P is increasing with respect to ¢ is easy to see, since
a>0andp>0.
According to the previous step, x — P(x,t) is differentiable for all
t > 0 and therefore continuous.
We show, that t — P(x,t) is continuous for all x > 0. In fact, it has a
right derivative:

oP

@t =pe.t) — f(@)

Therefore for € > 0 there exists § > 0 such that

|P(2,t) — P(a,s)| < < Vse(t—2ot+0)

DO ™

and with point 4 we deduce that for 6, := min{5,d} and for all s €
(t—0,t+9),y € (x — 0y, + 1) holds

|P(z,s) — Ply,s)| < min{%,é} <

[Nl e

Therefore V (y, s) € (x — 01,2 + 61) X (t — d,t +9).

[P(y,5) = Pz, )] < [P(y,s) = Py, 1) + [Py, 1) — Pa, )| <

6. This follows simply from the fact, that P(x,t) is continuous.

7. 0 < P(x,t) is trivial. We show the other inequality by using the pre-
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vious result.

P@t%:HO®+E/aPWJMu:

Dz
(0,z)

/ / w, t))dwdu =

/ /;mm> w0 (W) () — plw, 1) du =

(0,00) (0,00)

)+ [ [ X @m0 () — pw, )du dw =

(0,00) (0,00)

o+ [ ] X (@) () — plw,t)du dw =

(0,00) (0,00)

— P(0,1) + / (w A 2)(f(w) — plw, 1))du dw <

(0,00)

< P(0,t) + / w f (w)dw

(0,00)

From the previous step, we know that P(0,t) < oo. Since
Jr. |z f(z)dz < oo is a requirement for f, we can conclude that the
last expression is < 0o.

OJ

Remark 3.7. We will use the knowledge of Lemma (3.6) point (3) only later in
the proof to illustrate where exactly the third condition for a(x,t) is needed,
ie. Vt € Ry :x — a(z,t) is differentiable at x = 0 and a(0,¢) = a/(0,¢) = 0.

PROOF : of Theorem 3.2
Assume p(z,t) and p(z,t) are two solutions of formula 3.2. We define

( ) (Ivt)_ﬁ(x7t>
Pz, t):= | alz,s)p(x,s)ds
(0,t)
Q(x,t) == P(x,t) — P(x,t) = | a(x,s)q(x, s)ds

From the linearity of the integral and Lemma 3.6 follows, that

E3(x,1) = q(x,1).
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2. %2z, 1) — 92(0,1) = — iy o) 2t )du = fig ) (q(u, 1))du.
3. VteR,:Q0,t) < oc.

4 G, t) = (e, t)g(x, 1)

5.V (2,t) € U: Q(x,t) <Q0,¢) + 2 fp, yf(y)dy < oo.

We want to show now, that [, [r, a(z,t)¢*(z,t)dz dt = 0 from which we
then conclude, that ¢(z,t) =0 a.s.

We examine the integral [, ;) [1 g) a(z,t)¢*(z, t)dx dt and then let t; — 0,
ty — 00, R — 0.

We will use the notation Q.(y, s) := 6( 9(y, s) and similarly
0Q(x
Qt(ya ):_ Q( ) ( Y, )7 Qxx(y7 )_ ga(:Q )(?/, )aS well as
Quily, s) =2 géﬁt) (y, s). By the just listed facts and integration by parts we

see that
/ / a(x,t)q”(z,t)dx dt =

(t1,t2)

/ / Qua(x,0)Qy(x, t)dx dt =

(t17t2) (%,R)

= / ([(Qw(xyt)_Qx(o,t»Qt(l‘?t)]%_

(t1,t2)

/ (Qu(,t) — Qu(0,1)) Qui(w, t)dx | dt =

(%-R)

==

Now we use Lemma (3.6) point (3). It shows that Q.(0,¢) = 0 and therefore
th(oa t) =0

= [ (@)~ Qa0 1) @il )] -

(t1,t2)

[ (Qua1) = Qu0.1)) (Quil.1) — Qu(0,0)) i | dt =
(%:R)

[ (@m0-00m a0

(t1,t2)

1 af(%,R) (Qu(x,t) — Q.(0, t))2 dx)

2 ot
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— / [(Qz(z,t) — Q2(0,1)) Qt(xﬂf)]% di—
(t1,t2)
1 ) 2
2 / <(Qz(x,t2) — Q2(0,12))" = (Qu(,t1) — Q2(0,t1)) ) de —

(RzR)

= [ (@#0 - Q0.0 QR0 - (Q (;,t) - Q.0.0) Q. (;t» dt—

(t1,t2)

[ ((@Qul12) = Qu0.1)* = (Qulr 1) = Qu(0,1))?) e =
L R)

1
2
(%

= / (( / q(u,t)du) a(R,t)q(R,t) — ( / q(u,t)du) a (;,t) q (;,t)) dt—
(©

(t1,t2) (R,00) 1

; / ((/ Q(u,tz)du) — (/ q(u,tﬁdu) )dx
(£.R) \ \0.x) (0,)

Since t > 0 — p(z,t) is weakly continuous, t > 0 — ¢(x,t) is also weakly
continuous. Therefore,

lim ( /
t1—0

(0,z)

q(u, O)du) =

q(u,tl)du) = (/

(0,z)

= (/ (f(u) f(u))du) =0
(0,2)
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We now estimate the first integral:

/ (( / Q(U,t)du) a(R,t)q(R, t)) dt <
(t1,t2) (R,00)

< / (Sup{ / lq(u, 8] du, t € (O,tg)}a(R,t)q(R,t)> dt <
(t1,t2) (

R,00)

<sup { / |Q(u7 t)| duvt € (07 t2)} / (CL(R, t) ‘Q<R> t)l) dt <
(R,00) (0,t2)

<sup { / (p(u, t) + plu, 1)) du, t € [0, tQ]}
(R,00)

( / (a(R, )p(R, 1)) dt + / (a(R,t)ﬁ(R,t))dt) <
(

0>t2) (07t2)

<sup{ / (p(u,t) + p(u,t)) du,t € [0,752]} (C’ + é’)

(R,00)

Since VR, > Ry :

(p(u, t) + p(u, t)) du <
(R27OO)

(Rl’oo)

< / (p(u,t) + p(u,t))du and [0, t5] is compact,
We can use Dinis Lemma (A.1) and get

}%i—I)IC}O sup{ / (p(u,t) + p(u,t)) du,t € [O,tg]} =0

(R,00)
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By the same arguments, we obtain

/ /q(u,t)du a(é,t)q(é,t) dt

(t1,t2) (0,%)

<sup / (plu, t) + plu,t)) du, t € [0,8] § (C+O)

Now VR, > R; :

(p(u,t) + p(u,t)) du <

SS\H —

IN

(p(u,t) + pu,t)) du
(0.4)

Now using Dinis Lemma one more time:

(p(u,t) + p(u, ) du,t € [0,t5] p = 0
)

lim su
R—o0 b

e —

0

We have

L 2

0< Blggotlllglo / / a(xz,t)q”(z,t)dx dt <
(t,t2) (§,R)
2
L 1
< Iql{gr;ot£1in()—§ / ((/ Q(U,tg)dU) ) de <0
=R\ \0,z)

Therefore,

/ /a(:v,t)qQ(x,t)dx dt = 0.

Ry Ry

26



4 The general version

Remark 4.1. We now generalize the proof for p(dz) which do not necessarily
have a density. The steps of the proof are similar, as the reader will observe.
As in the case with existing density function, compared with the case U =
R x R, (see section 5), we need an additional assumption for a(z,t) (the
same as in the previous case, see point 3 of the following theorem). Again we
will only present a heuristic argument to show that this condition is sufficient
to ensure 22(0,¢) = 0 (see Lemma (4.7) point 5).

Theorem 4.2. Let U := Ry xR, and a : U — R, be a Borel function
satisfying the following hypothesis:
VO<t<Tand R>0:3et, T,R) >0,m(T,R) > 0 such that:

e V(x,s) € (0,R] x [t,T] : a(x,s) > €(t, T, R) and
e V(z,s) € (0,R] x (0,7] : a(x,s) <m(T,R)
o Vt € R, : x — a(x,t) is differentiable at x = 0 and a(0,t) = @’(0,t) =0

Let 1 be a probability measure on Ry and [g, [#| du(r) < co. Then, there
exists at most one family of probability measures (p(dz,t),t > 0) such that:

(FP 1) t > 0 — p(dx,t) is weakly continuous, see Remark 2.4.

(FP 2) p(0,dz) = p(dx) and

//8¢xt (dx tdt+//a2q;xxzt )p(dz, t)dt =0 Vo € D(U) (4.3)

PROOF : We note, that equation (4.3) is the integral representation of the
following statement:

9P<gf>“ - aiz (p(da, t)a(x,t)) =0 in D'(U)

We will split the proof into several parts. O

Lemma 4.3. First, we prove some properties of the function

M(x):=— /(u/\x)u(du) = — / up(du) + / xp(du)

Ry 0,z] (2,00)

which we will need later on. It holds,
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1. M(z) is Lipschitz continuous.
2. M(x) is a.s. differentiable and its right derivative is given by

M(@)=~ [ pldw) = [ (wp(du) -

(z,00) (0,z]

3. M’(x) is monotonically increasing.

4. M(x) is convex.

9% M (x)
5 Oz2

— u(dz) in D'(Ry)
PROOF

1. To show: M (x) is Lipschitz continuous
Vy>x>0:

|M(y) — M(x)| = (/ up(du) + / ypu(du) — / fﬂ(du)) -
(

z,y] (y,00) (x,00)

<

=| [ un(dw) — [ ) + —2) [ w(dw)

z,y] (z,y] (y,00)

<| [ w=omlaw) + @y -2) [ wp(dw)| <

2,y (y,00)

<y-u) [ pdw)<y-o

(2,00)

2. The a.s. differentiability is provided by the Lipschitz continuity, see [1,
Theorem 6, page 282]. We calculate the right derivative:

afom _ —afx (ﬁ/ (un I)u(dU)) _
:_/8+ (u A z)p(du) /XO“ =

- / ooy ()p(lt) = — / (uw)pa(du) = / (w)p(cu) — 1

(z,00) (0,z]
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3. Follows immediately from %M(m) = Jon(wp(du) — 1 as. .

4. Follows immediately from the first and last point.

5. Let f € D(Ry). Then

O

Lemma 4.4. Let a probability measure p and p(dz, t) be as in Theorem 4.2.
Then holds Vt > 0,¢ € D(R,):

/(Z) p(dz, t) /(b +/ / 82(;; )p(dz, s)ds  (4.4)

Ry (0,t)

Remark 4.5. Note that this lemma reads as [q %ds = p(dz,t) —
p(dz) in D'(Ry). We will later introduce (analogue to the case with density)
the measure P(dx,t) := [ a(z, s)p(dz, s)ds. Therefore, this Lemma also
reads as

%ds = p(dz,t) — p(dx) in D'(Ry).

This proof works analogue to the case with density function.

PROOF : For ¢t > 0 fixed, we define a,,(x) := fi,(x) for n € N:n > 2/t by
equation (2.1). From (FP 2) we know, that V¢ € D(R, ) :

// Oan(s s)ds +// 82¢ an(s)a(z, s)p(dz, s)ds =0
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Now we take hm for both integrals individually. First we treat the second

integral. In Lemma (2.16) we showed alle necessary requirements for domi-
nated convergence. Therefore,

tr [ Zot oot .y
// 32¢ lim an(s)a(z, s)p(dz, s)ds =

81‘2 n—oo

// 82;2 X (0, (8)a(z, s)p(dz, s)ds =

//aaqi2 )p(dx, s)ds

Ry (0,t)

Now, we examine the first integral.

// (9ozn p(dzx, s)ds =

// Y(ns — nt + 2)) ¢(x)p(dx, s)ds =

// ny(ns)o(x)p(dr, s)ds — // ny(ns — nt + 2)¢(z)p(dz, s)ds

And again, we have to treat both integrals individually by substituting:

n(ns) p(dzx, s)ds = |u = ns| =
]

[f oo )

and

// ny(ns —nt + 2)p(x)p(de, s)ds = |[u =ns —nt + 2| =

//¢ <dmt+ n2>du
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Where U = (2 —nt, 00) x R,.. Since we required n > 2 = and supp (¢) C [1,2

we deduce

//1/; (dxt+u;2>du:
//¢ <dmt+u;2>du

By (FP 1), these integrals converge for n — oo:

v
JE&(//W Jo(a)p (da. )du—//w (dxt+n2)du)_
// ¢(uU p(dz, 0)du — // D(w)d(z)p(dz, )du = now using Fubini
//¢ )dug(z)p(dz, 0) //1/1 )dug(z)p(dz, t) =

/¢ p(dz, 0) /¢ p(da, 1)

Therefore, by using (FP 2) in the last step, we get

Jim // aan p(dz, s)ds+
dim // 328422 aun( ,s)p(dz, s)ds =0

<:>/¢ p(dz, 0) /qs p(dz, )+

/ / 82¢ p(dx, s)ds =0

Ry (Ot

<:>/¢ p(dz, t) /gb —1—//828@2@ p(dx, s)ds

R+ (0,t)

which concludes the proof.
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Definition 4.6. For a family of probability measures p(dz,t),t > 0 and a
Borel function a(x,t) which satisfy the conditions in Theorem 4.2, we define
the positive measure P(dz,t) by

P(dz,t) / a(zx, s)p(dz, s)ds.
(0,2)

Lemma 4.7. Let P(dx,t) denote a measure as defined in Definition 4.6.
Then holds:

1. (P(dz,t),t > 0) is an increasing family of positive measures.
2. t — P(dz,t) is vaguely continuous and P(dz,0) = 0.

3. 821;;d2:c,t) _ p(dx,t) _ ,u(dx) in D/(U)

4. ¥Vt > 0, P(dx,t) admits a density with respect to the Lebesgue measure,
which we will denote by P(x,t).

5. 28(0,t) = 0.
6. The function z — P(x,t) admits a right derivative denoted by 22 (x, t):

Loy = [ (i) —plaw)) = [ (pldu,) —p(aw)). (45)

[2,00) (0,2)

7.VteR, :x — P(x,t) is Lipschitz continuous with Lipschitz constant
1.

8. VxeR, : :t— P(x,t) is continuous.
9. P(z,t) is continuous on U.
10. Vte R, : P(0,t) < o0
1. P(x,t) = = 000 (u A 2)p(du, t) + [ig o) (u A 2)pu(du) + P(2,0).
12. ¥V (z,t) € U : 0 < P(x,t) < P(0,¢) + [z, yp(dy) < oo.
13. 98(z,t)dz = a(z, t)p(dz, t)

PROOF :

1. This follows easily since a(x,t) > 0.
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2. P(dz,0) = [0 alz,s)p(dz, s)ds = 0.
To show the vague continuity, we fix f € C}(R,). Then there exists
R > 0 with supp(f) C [0, R]. We will show, that thrr% Jz, f(z)P(dz,t) =
%

Jr, f(z)P(dz,T). Also, from weak convergence of p(dz,t), we know,
that for all e > 0,7>0:30 > 0:

€

Viel[l— 6T+6Lf p(da, t) /f P T)| < o

sup {L f(z)p(dz,t) /f p(dx, T')
€[T—6,T+0]

Let ¢ >0and t € [T — 6, T + 0], then

/f(:c)P(d:ct /f [ ata, sypldz, s)ds =

(0,0)

//f a(x,s)p dxsds—//f )p(dz, s)ds

(0,7) Ry [t,T) Ry

-

Now, we estimate the second integral:

/ f(x)a(x, s)p(dx, s)ds < using Fubini for positive terms
[th) Ry

< / sup {/ f(z)m(T, R)p(dz, s)} ds < using eq. (4.6)

te[T—8,T+5
() E[T-0T+3] |g

< / eds = (T —t)e

[t.T)
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Putting all together we get:

hm/f P(dz, t)

t—=T

}1_{1% / /f p(dzx, s)ds—

(0,7) Ry

}I_}II% / /f p(dx, s)ds =

[t,T) Ry

/ / f(x p(dx, s)ds — lim(T — t)e =

t—>T
(0,7) Ry

/f P(dz, T)

3. See remark (4.5).

4. To show: Vt > 0, P(dz,t) admits a continuous density with respect to
the Lebesgue measure.
We will show this (for each t) by representing P(dz,t) as the difference
of two convex measures N (dz) — M (x)dz. We know from Lemma (4.3),
that 825\559”) = p(dz) € D'(R;). We use the last point to conclude
that

O*P(dx,t . /

W80 paet) - () DR

O?P(dx,t) + M(x)
0x?

Therefore, the Measure N(dzx) := P(dz,t)+ M(zx) is a.s. twice differen-
tiable with % = p(dz,t) in D'(U). Furthermore, this shows that
N(z) is convex (see [7, p. 54]). Since N(dx) and M (z) have densities
with respect to the Lebesgue Measure, P(dx,t) = N(dz) — M(zx) also
has a density function.

= p(dz,t) in D'(R,)

5. To show: 2£(0,¢) = 0.
As in the case with density function, the technicalities remain to show.
Here is a similar heuristic argument, that the third condition for a, i.e.
forall t > 0: x — a(z,t) is differentiable and a/(0,t) = a(0,¢) = 0
is sufficient to conclude this. For that we split p(dz,t) in an abso-
lutely continuous density fi(x), a density as stepfunction fh(z) =

34



S icly Xlzs,o0) (€)p; and a point measure 11,((0, z]) = Yier, PriX(—oo ()
Then

gi(az t) = ai ((/ a(aj,s)p(dm,s)d3> —

0,t)
6 S S
—— [ ala,$)(f() + filw) + po(da))ds =
(O7t)
0
:aix / CL(I,S) (f ( +fT + Z X{wl} ptz) ds =
(O,t) ZGI’m
= ah@(ﬂ +fr(@) + 3 Xea mJ@+
(0,6) €Ly
a(x, S) (f;(.iﬁ), + Z X{m}(aj)pi) / Z X{zs} 37 S)pt ids
(0,6) i€l (0,t) €Im
Therefore,

%(O,t) = 5 ((Ot) a(z, s)p(de, s)ds) =

:/d@®@(+ 0)+ > Xty (0 Oﬁm%ﬁ

i€Ln

i€l

/MM%MW+Z&M ) [ 3 X (0, 9)pids =
(0,t)

. Point 3 also holds for P(z,t) from point 4. By integrating we obtain
the right derivative:

oP oP

St =500 = [ (pldut) - p(dw) =

(0,)
:p((07 iL‘), t) - M((O, $))
With point 5 we deduce

g@ﬂﬂWMMFM@W

35



7. To show: V¢t € R, : x — P(x,t) is Lipschitz continuous with Lipschitz
constant 1.
This follows from last point, since the right derivative satisfies

g§@¢ﬂ:m«aw¢»—mmw»uu

8. To show: V z € R, : t — P(x,t) is continuous.
Let x € R, and suppose there is a discontuinity at ¢, i.e.

A(tn)neny — t 2 |P(x,t,) — P(x,t)| > Ge.

Without loss of generality, let (t,),eny be monotonically decreasing (sin-
ce t — P(x,t) is monotonically increasing (t,),en could be chosen eit-
her monotonically increasing or decreasing). Then we have

P(x,t,) — P(z,t) > 6Ge.
We deduce, that for € > 0, there is some N (€) such that
Vn > N(e) : P(x,t,) — P(x,t) > be.
From point 7 we know that V s € (z — 2¢, 2 + 2¢) :
|P(z,t,) — P(s,t,)| < 2¢ and |P(z,t) — P(s,t)] < 2¢

Therefore, V s € (x — 2¢,x + 2¢) :

P(s,t) — P(s,t,)| =
=|P(s,t) — P(x,t) + P(x,t) — P(z,t,) + P(z,t,) — P(s,t,)| >
P(z,t) — P(x,t,)| — | P(s,t) — P(z,t) + P(z,t,) — P(s,t,)| >

We can now define a function f,(s) € Cj (R, ) which is 1 in (z—¢€, z+¢)
and 0 in R, \(z — 2¢, 2 + 2¢) by

0, if |s — x| > 2e¢
fls) e 5T H@ =20, fselr—2er—9
=(8) ==

—ls+Ll(x+2e), ifs€fr+ex+2e

2 ifse(r—ex+e)
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Then for all n > N (e) :
[ £:05) (P(s, ) — P(s, 1)) ds =

= [ L) (Plst) — Pls,0))ds >

(z—2¢,z+2¢)

> / (P(s,1,) — P(s,1))ds > / eds =
(z—€,2+€) (z—€,2+€)
=2ee

Which contradicts point 2.

9. According to points 7 and 8 it holds, that for ¢ > 0 there exists § > 0
such that

|P(x,t) — P(x,s)| < Vse(t—0o,t+9)

DO ™

and for 0; := min{§,d} holds for all s € (t —6,t+6),y € (x—3d1,v+61)
[P(a.s) = P(y,s)| < min{7,6} <
Therefore V (y, s) € (x — 01,2+ 1) X (t — 0, +9).
|P(y,s) = Pz, )] < |P(y,s) = P(y, )| + |[P(y, 1) — P(z, )] < €
10. This follows simply from the fact, that P(z,t) is continuous.

11. To show: P(x,t) = — [(g o) (u A 2)p(du, 1) + [ig 00y (w A z)pu(du) + P(2, 0)
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By integrating equation (4.5) we get:

P(z,t) — P(0,1) = / m;(u,t)du:

B / Xo)(1) / Xu,o0) (0) (11(dv) — p(dv, t))du =
)

(0,00) (0,00

- / / X(0.2) () Xfu,00) (V) du(pp(dv) — p(dv, 1)) =
(0:50) (0:00)

- / / X(0.0) ()X 00) (w)du(pi(dv) — p(dv, 1)) =
(0:50) (0:00)

= [ ] xoewm(@dulpidn) - p(dv,1) =

(0,00) (0,00)
= [ @A) (o) - p(do, 1))
(0,00)
12. 0 < P(x,t) is trivial. We show the other inequality:
Pla,t) =PO.0)+ [ (2 A0)(u(dv) - p(dv,) <
(0,00)

<P(0,t) + / (x Av)p(dv) <
(0,00)

<P(0,t) + / vu(dv) < oo

(0,00)
Were we used the assumption for p from theorem (4.2) and point 9.

13. To show: 28 (z, t)dz = a(z, t)p(dz, t)
This follows immediately from the definition of P(z,t).

Lemma 4.8. There exists p € L?,.(U) such that for almost every ¢ > 0:

loc

p(dx,t) = p(z, t)dx (4.7)
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PROOF : We fix o, € D(R;) and assume o > 0 and ¢ > 0. There exist
0 <t <ty and R > 0 such that supp() C [t1,12] and supp(¢) C [%, R]. We

set:

€ :=¢€(ty,ta, R) and m :=m(ls, R)

from the first two assumptions for a(x,t). We define the function

P(x,t) := ((z) (oz(t)P(x,t) — / O/(S)P(m,s)ds)

(0,2)

Then, by integrating by parts, we obtain

P(z,t)dz =
=((z) () P(z,t) = (a(t) P(z,t) — a(0) P(z,0)—

a(s)%]:(a:,s)ds ) dz =

(0,¢)

Now using Lemma (4.7) point 13 we obtain

=((z) (/ a(s)%f(x,s)dxds) =
(

0,t)
= P(z,t)dz =((x) / a(s)a(z, s)p(dz, s)
(0,¢)

Differentiating equation (4.9) with respect to ¢, we obtain

%f@,t) = ((@)a(t)alz, hp(dz, 1) in D(U)

which implies

Sy (@.1) < C(@a®)mp(dz,t)  inD'(U)
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Differentiating equation (4.8) twice with respect to x, we get in D'(U)

OP
%(‘Iat) —

=('(z) (Oé(t)P(lﬂ t) -

and therefore in D'(U)

0P
32 1) =

using Lemma (4.7) point 3

=C"(z) (a(t)P(:L‘,t) — | d(s)P(x, s)ds) +
(

0,t)

2(' () (a(t)aai(m,t) — o/(s)gi(x,s)ds) +

¢(x) (a(t)(p(dl“,t) — p(dr)) — / o/ (s)(p(dz, s) — M(dl’))dS) =

(0,%)
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With expanding the last term we get

=(¢"(x) (a(t)P(x,t) — / o' (s)P(z, s)ds) +

(0,¢)

2! () (a(t)gi(m,t) / o/(s)g];(x,s)ds) n

0,%)

¢(x) (Oz(t)(p(d%t)) — | o(s)(p(de, 8))d8) +

a(t)(—p(dz)) + a’(S)(u(dx))ds) -

(0,t)
2¢'(x) (Oz(t)gi(x t) — / o/(s)gl;(x s)ds) +
0,%)
() (a(t)(p(dwvt)) / o (s)(p(d, s))ds) =
(0,%)
9*P /
w(% t) =C(z)a(t)p(dr,t) — ((z) / o (s)p(dz, s)ds + ¢(z,t)  (4.12)

(0,)
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With

We show now that ¢ is in £>(U).

Since a and ¢ are in D(R,) there exists Cy, C},, C¢, C, Cf > 0 such that
at) < C, () < C, ((z) < C, ('(x) < CE, ("(r) < CF. Since P(z,t) is
continuous (see lemma (4.7) point 9), There exists some Cp with P(x,t) <
Cp for all (z,t) € [0, R] X [t1,t2]. From lemma (4.7) point 7 we know, that

98 (z,t) < 1. Therefore,

[6(, 8)] < C (CoClp + 2C1,Cp) + 20, (Co + 1C1,) =: Cy < 00

Furthermore we have

/ |’ (s)] p(dx, s)ds < C—( / a(z, s)p(dz, s)ds <
(0,¢) (0,¢)
/ /

Sgg(x)P(%t) < %CCCP <00 (4.13)
€ €
Which shows that equation (4.12) can be written as

a@ 7 (@,t) = ((x)alt)p(dr,t) — ;1@(:5,@

with @ € £L2(U). And Therefore,

27

0*P
C(z)a(t)p(de, t) = 52 —(x,t) + <I>(I t) (4.14)
From equations (4.11) and (4.14) we deduce

opP 0°P
5 —(x,t) < ((z)a(t)mp(dz,t) = mo s —(z,t) + O(z,1) (4.15)
In the following we want to define the convolution for P with a functions
of a regularizing sequence (¢n)nen (See Lemma (2.18)). Thatfor we extend
the function P from U to R x R, with P(z,t) = 0¥z < 0. Without loss of
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generality let supp(¢) C [—2, 1].
We define

P, (z,t) == P(x,t) * ¢ (x / t)pn(r — y)dy
R

As mentioned in Definition (2.17) we know, that

o9%P, 92P
52 (x,t) = el * O (1)

and similarly with equation (4.10)

L o = 22
ot Y T o

* On(2,1) = a(t)a(z, )C(x)p(dz, t) * on(z, 1)

We note, that %(z,t) is differentiable with respect to x. Now equation
(4.15) also holds for the on R x R, continued and in x convoluted P, (with
O, =D x¢,):
op, 0Py by < 3215
x
ot 8 2
From [5, p. 26-27] we know, that

o (2,4) + By (2, 1) (4.16)

oP, OP, 11 1
- S [ — il
supp( BT ) supp(¢y) +Sum>< 5 ) {R SR+ [t1, t2]
(4.17)
and similarly
oP, OP, 11 1
- [ I — _
supp ( pe ) supp(¢y) + supp < o ) {R R+ [t1, 00)
(4.18)
We note from [5, p. 23, Fakta 13.3.11-3] that
[Pnlloo < NPllcollPnlls = 1Pl (4.19)

and therefore ®, € L*(R x R, ). As a little reminder we note the general
inequality

ab < (a2 + b2) (4.20)

N | —
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which is easily proved with the Ansatz (a —b)* > 0.
We want to show, that 20 is bounded in £*(R x R;) by a Constant C
independent of n. We use equation (4.17) in the first step:

//( a:t) dtdz =

RXR+

= // aajzn (z,t)dtdz < using eq (4.16)

[—1,R+1] x[t1,t2]
op, 9*P,
<m // @) S @, f)dtda+
[ 1 R+l]>< t1 t2]
oP

Btn (x,t)D,(x, t)dtdx (4.21)

[—1,R+1]x[t1,t2]

We examine the first term. First we use Fubini’s Theorem [6, p. 163] to switch
integrating order, then partial integration (which is why we convoluted ; to
get the necessary smoothness):

opP, 9%P,
m // 5 (z,t) 52 " (z,t)dtdz =
[—1,R+1]><[t1,t2]
oP, %P,

—m // @) S ) dadt =
[t1,t2]><[71,R+1]

op,, . 0P,

[t1,t2] z=—1 11 R41)

(x,t)dz | dt =

R+1 - / 82Pn( t)apn
otz ox
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using equation (4.17)

0*F, 0P,
5t0m (z,1) 5 (x,t)dzdt =

[tl ,tz] [—I,R—l— 1]

=—m

using Fubini’s Theorem again

——m / / (@ (x t)dtdz =
-1 R+1] [tl tg]
o (0P,
=—m / / 8t<8 (x,t)) dtdz =
[71,R+1] [t1,t2]

op, > (9B, 2
- m[—l!—i—l} << Oz (Ltz)) B < Oz (x’t1)> ) e

using equation (4.18)

P, ’

Therefor

4.21 < // aa]z” (, £)®, (z, t)dtdz

[ 1 R—|—1 X[tl t2

using equation (4.20)

RXR+ [71,R+1]X[t1,t2]

Which shows that

(%

RXR+

<2 [ 1@t dide -
[=1,R+1]x[t1,t2]

2
(m)) dtdz < 2 // ®,,(z,t)*dtdz <

[ 1 R+1 X[tl t2

using equation (4.19)
=2 [ e o) dtaz =

[=1,R+1]x[t1,t2]

=2(ty —t1)(R—2) ||(I>(yc,7f)||f>o = (C < o0
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From [1, p. 639, Theorem 3| we know, that since aP 28 ishounded in L2(RxR,)
there exists u € L2(R x R ) and a subsequence ] C N with

. P,
llgglo / f(z,t) < pr (x,t) — u(x, t)> dtdr = 0 for all f € L*(R x R,)
(RxR4)

On the other hand we know from Lemma (2.19), that % — % in D'(R x
R, ). Since the limit is unique in distributional sense, u = 2= (R xRy).

i

PROOF : of Theorem 4.2
This proof works analogously to the proof in the case with density function.
Suppose p(dx,t) is another solution satisfying (FP 1) and (FP 2). We set

P(z,t)dx = /a(x,s)p(dx,s)ds
(0,¢)

andg=p—pand Q=P — P = Jo a(x, s)q(dz, s)ds. The linearity of the
differential operator and Lemma 4.7 show that

aacf(x, t)dzr = a(x,t)q(dz,t) in D'(U) (4.22)
Wanae= [ glart)=a(.0).0) mDE)  (123)
(0,)
and
2;22<:v,t>dx = g(dz,t) in D'(U) (424)
Therefor
0Q Q. w_o iy
E(x’ﬂ_a(x t)8 > (z,t) =0 inD'(U)

By Lemma (4.8) ¢ € L} .. Therefore, for 0 < t; < ty and R > 0 and V =
[tl,tQ] X [%,R] holds

// (z,t)q(x,t)*dzdt = // 8Q ,t)dzdt
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Let ¢, again be a regularizing sequence as in proof of Lemma (4.8). We also
extend Q(z,t) on R x Ry with Q(z,t) = 0 for x < 0. Similarly with a and
q. We set QQ,, = Q * ¢,,. By equation (4.24) and Definition (2.17) we have

(// aqqudt) * Pp ¥ Oy = (// (x t)dxdt) * O, * Oy,
// aq * ¢n(x,1))(q * ¢p(z,t))dadt = //aQ" 2Qn( ,t)dzdt

By integration by parts we get
0 n 82 n
// @ Q (o, ) dadt =

B 0Qu, . 0Qu, . [" 0°Qn, . 0Q, B
= / 5 (z,t) e (x,t) T 510 (x,t) 5 (x,t)dz [ dt =
[t1,t2] R [£.R

—/ aQ"( t)aQ”( t)R —18/ aQ”( t) 2d dt <
- ot Y UYL T o6t oz o
[t1,t2] =R [£.R]

with equation (4.22)

R 2
- / (00) * 9n (1) aQn( ?) dt+7 / <3Qn xt1)> dz
[t1,t2] g;:R [% ]
We estimate “98%"(3, t)‘:
Q. 9
' 02‘ s t>‘ - af(y,t)%(R—y)dy <
R R i]
0
= et { ag(y’t) } / on(R —y)dy =
e n ]
oQ }
- ,t
yG[REgI,)R+%] { O v:9)

and analogously we get

o ()= oy a2 )




and

| lags o) ()] dt = (/ alp - p)dt)wn)( ) <

[t1,t2] t1,t2]

< ( / <ap><R>dt) + 6u(R) + ( / (aﬁ)) « u(R)dt =
t1,t2] t1,t2]

=(P(-sts) = P(t1)) * 6u(R) + (P(t2) = P(- 11)) % u(R) <
Ssug {P(x,tg) + P(x, t2)} <y,

In the last step we used Lemma (4.7) point 12. Similarly we get

/

[t1,t2]

(aq * ¢y,) (;) ’ dt < Cy,.

Therefore, we have for all N 5 n > %:

//(aq % Op(2,1))(q * dp(x,t))dadt <
1%

0 0
<Ci, | sup sup {‘Q(y,t)‘}Jr sup sup {’Q(y,t)‘} +
teltite] ye[R—1 R+1] Oz teltitel ye[F -1, £ +1] O

1 1 1
R n’R ' n
2
1
5 <8Qn(x t1)> dz <

0 0
<C, | sup  sup {’Q(yi)'} + sup  sup {‘Q (y,t)‘} +
te(0,t2] ye[R—1,R+1] Oz te(0,t2] ye[o%jﬁ] Oz

1 9Q,, ?
5 (;i (x,t1)> dz

A]

1
R’

Now we let n — oco. Since ¢ € £3,.(U) (see Lemma (4.8)) and with Lemma
(2.19) the left hand side converges to [f, (a(z,t)¢*(z,t)) dzdt. Since there is
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an > 0 such that%—i—%ﬁ we have

// (z,1) 2xt)dxdt§

0
<Cp | sup  sup {|Q(y,t)‘}+ sup - sup {‘w(y,t)” +
te(0,t2] ye[R— 1R+1 Ox te(0,t2] yE(O,ﬁ] ox

; (8:(: (z, t1)> dz (4.25)

A]

==

By equation (4.23) we have ‘%(m, tl)‘ < 1and limy, e ‘%(m, tl)‘ = 0. Hence

1 oQ o
<0x (, t1)> dz =0

Again by equation (4.23) we have

90 ) B

oo de= [ qet)= [ pwt) = [ plde,) =
(0733) (0733) (0,%)

= [ i@z~ [ plaz)

[x,00) [z,00)

Now

sup  sup / p(dz,t) p = sup / p(dz,t) ¢ <
te(0,t2] z€[R—1,R+1] [.00) te(0,t2] )

[R—1,00
< sup / O(x +2— R)p(dx,t)
te[0,t2] R,

(Note that p(dz,t) = u(dz)) where 6 is a continuous function with

1, ifz>1,
O(z) =10, ifzx <0,
x

else.

For each t € [0,15] holds limg o fg, O(z +2 — R)p(dz,t) = 0. We also note,
that ¢ — [, 0(z +2 — R)p(dz,t) is continuous since ¢ — p(dz,t) is weakly
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continuous and @ is continuous and bounded. It is easy to see, that [0, ts] is
compact and R — [z, 0(x+2—R)p(dz,t) is a decreasing family of continuous
functions. Therefore, by Dinis Lemma (A.1)

lim sup / O(z+2— R)p(dz,t) p =0
R—00 4(0,t,] £,

The same result holds obviously for p and therefor
oQ
lim Cp, su su —(y,t)|p =0 4.26
Rooo te(o,It)zJ ye[R_fRH] {| O w )|} (420

We treat the second term in equation (4.25) similar:

sup  sup /p(dx,t) = sup / p(dz, )
tE(O,tg]xe(o,ﬁ] (0z) te(0,t2] (0 #]

IN

< sup /é(x(R— 1)) p(dz, t)

where 0 : R, — [0,1] is continuous and bounded function.
0, if v > 2,
O(z) =141, if0<z <1,
2—ux, else.

Therefore R — [g, 0 (x(R — 1)) p(dz, ) is a decreasing family of continuous

functions with limg e Jg, 0 (z(R — 1)) p(dz, t) = 0. Therefore, again by Di-
nis Lemma:

lim sup /9 )p(dz,t) p =0

R—00 1¢[0,,]

We have the same result for p and with equation (4.25) we conclude that

lim lim / / (w,t)) dadt =
R—o0t1—0
[tl t2]>< %
// 7, 1) (x, 1)) dadt <0
(0,t2]% (0,R]
for each t5 > 0. This shows, that ¢(x,t) = 0 a.s. O
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5 The general version with U =R x R,

Remark 5.1. In this section we reproduce the proof of M. Pierre with details.
As we will see, the third condition for a(z,t), i.e. Vt € Ry : x — a(x,t)
is differentiable at * = 0 and a(0,t) = &’(0,t) = 0 is not needed here.
Remember, it was only needed to proof %(O,t) = 0, which can here be
proven without mentioned condition for a(z,t). The only difference is, that
p(dz) and in the following p(dx,t) are measures on R instead of R,. The
proof is very similar to the general case.

Theorem 5.2. Let U := R x R, and a : U — R, be a Borel function
satisfying the following hypothesis:
VO<t<Tand R>0:3et, T,R) >0,m(T,R) >0 such that:

o V(z,s) € [-R,R] x [t,T] : a(x,s) > e(t, T, R) and
o V(x,s) € [-R,R] x (0,T] : a(x,s) <m(T,R)

Let u be a probability measure on R and [ |z| du(z) < co. Then, there
exists at most one family of probability measures (p(dz,t),t > 0) such that:

(FP 1) t > 0 — p(dx,t) is weakly continuous, see Remark 2.4.
(FP 2) p(0,dz) = u(dz) and

] %5 e [ 5t optari =0 v € D)

(5.27)

PROOF : We note, that equation (4.3) is the integral representation of the
following statement:

ap(g::7 g B aaxQ (p(dz, t)a(z,t)) =0 in DI(U)

We will split the proof into several parts. O

Lemma 5.3. First, we prove some properties of the function

M(z) = {_ Je, (A z)p(du), if £ <0,
J-oo0) (wV r)p(du) —z, else.

Note that M(z) can also be written as
2@ |7 Vo @) + fooyauaw) i <0
(f[xm up(du) 4+ Ji—oo.2) :C,u(du)) — 1z, else.
We will need the function later on. It holds,
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1. M(z) is Lipschitz continuous.
2. M(x) is a.s. differentiable and its right derivative is given by

M@=~ [ plaw) = [ p(du) -1,

(z,00) (—o0,z]

3. M’(x) is monotonically increasing.

4. M(x) is convex.

5. ZME@) — (dz)  in D'(R)

Oz2

PROOF : We note, that we have proven this properties for £ > 0 in Lemma
(4.3).

1. To show: M (z) is Lipschitz continuous
Vy<ax<0:

Y,x) (—o0,y) [y,z)
<</KU@MmO+@x)/°uM®)+xy<
y.z) (—o0)
<</¥y@u@w+(y@ /)MMW>+$H
) (~o0.9)

=(r —y) / p(du) + 2 —y < 2(x —y)

(—OO,.I)

M is continuous at z = 0 with M (0) = 0 which is easy to see. Therefore,
forz <0<y:M(y)— M(z) <y—0+2(0—=z) <2y —x)
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2. We only need to calculate the right derivative for x < 0:

afo( ) = (9fx ((/ (U\/x)u(du):c) _

0070)

- /0 aiw v a)p(du) — 1 - /0) Xty (@) p(du) =
= [ Xemaluldn) — 1=~ [ p(du)
(=50,0) (z,00)

3. Follows immediately from %M(.ﬁ) = Jio(wp(du) — 1 as. .
4. Follows immediately from the first and last point.

5. Let f € D(R). Then

O

Lemma 5.4. Let a probability measure p and p(dz,t) be as in Theorem
(5.2). Then holds ¥t > 0, ¢ € D(R):

/gb p(dx, t) /gb +/ / 82;;2 a(x,s)p(dz, s)ds  (5.28)

(0,t)

Remark 5.5. Note that (analogue to the general case) this lemma reads as
Jon st = p(dx,t) — p(dz) in D'(R) or i P O Pdrd) g — p(dz,t) —
p(dz) in D'(R).

PROOF : This proof works analogously to the general case. See Lemma (5.4).
O
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Definition 5.6. Analogously to the general case, we define ror a family of
probability measures p(dz,t),t > 0 and a Borel function a(z,t) which satisfy
the conditions in Theorem (5.2) the positive measure P(dz,t) by

P(dz,t) := / a(zx, s)p(dz, s)ds.
(0,2)

Lemma 5.7. Let P(dx,t) denote a measure as defined in Definition 5.6.
Then holds:

1.

2.

3.
4.

10.

11.

12.

(P(dz,t),t > 0) is an increasing family of positive measures.
t — P(dz,t) is vaguely continuous and P(dx,0) = 0.

821;(;2:0,15) _ p(dx,t) . ,u(dx) in D/(U)

Vt > 0, P(dx,t) admits a density with respect to the Lebesgue measure,
which we will denote by P(x,t).

. The function  — P(z,t) admits a right derivative denoted by 2% (z, t):

Pley= [ (ulaw) ~plau) = [ (pldu,1) — p(dw). (5.20)

[x,00) (—o0,z)

. VteRy:x— P(z,t)is Lipschitz continuous with Lipschitz constant

1.

. VxeR:t— P(x,t) is continuous.

P(z,t) is continuous on U.

. VteR,:P(0,t) < 0.

P(zx,t) =

Jicoooy(uV )p(du, t) — [_oo)(uV z)u(du) + P(2,0), else.

V (2,t) €U :0< P(x,t) < P(0,t) + Jg |y u(dy) < .

%—f(x, t)dx = a(z, t)p(dx, t)

PROOF :
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1. This follows easily since a(x,t) > 0.

2. P(dz,0) = [0 alz,s)p(dz, s)ds = 0.
To show the vague continuity, we fix f € C}:(R). Then there exists R >
0 with supp(f) C [—R, R]. We will show, that }m% Jg f(z)P(dz,t) =
—

Jg f(x)P(dx,T). Also, from weak convergence of p(dx, t), we know, that
foralle >0,7>0:36>0:

Vite [l —6T+6:

plde.t) - [ flap(de, T)| <

R

@ s {‘ R/ Fla)p(dz, t) — R/ F(@)p(dz, T) } <— (TE’ (530

Let € >0and t € [T —6,T + 0], then
/f P(dz,t) /f / ,8)p(dz, s)ds =
//f a(x,s)p dxsds—//f )p(dx, s)ds

(t.T) R

Now, we estimate the second integral:

/ / f(z p(dzx, s)ds < using Fubini for positive terms
[t.T) R
< / sup /f p(dzx, s) p ds < using eq. (5.30)
w) tET—6T+0]

< / eds = (T —t)e

[t.T)
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Putting all together we get:
lim/f(a:)P(dx,t) =
lim / / f(x)a(z, s)p(dz, s)ds—

lim / /f(x)a(a:,s)p(dx,s)ds:

t—=T

/ /f(ﬁ)a(x, s)p(dz, s)ds — lim (T — t)e =

/ f(2)P(dz, T)

3. See remark (5.5).
4. Analogously to the general case.

5. Point 3 also holds for P(z,t) from point 4. By integrating we obtain
the right derivative:

or

(et = [ (p(dut) — p(dw) + C (1) =

(—OO,CC)

=p((=00,2),t) — p((—00,z)) + C(1)

Suppose C(t) > 0. Since lim_o0 4 (z,¢) = C(t) there exists for each
e some R > 0 with %—f(x,t) > € for all x < —R. As shown in point
(4), © — P(x,t) is Lipschitz continuous and therefore P(—R,t) < o0.
Therefore for y < —R — @ holds P(y,t) < 0 which contradicts
the positivity of P. We get a similar contradiction for C(t) < 0, we
conclude therefore C'(t) = 0.

6. To show: V¢t € R, : x — P(x,t) is Lipschitz continuous with Lipschitz
constant 1.
This follows from last point, since the right derivative satisfies

‘g];(a:,t)‘ = |p((0,2),t) — u((0,2))] <1

7. Analogously to the general case.
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8. Analogously to the general case.
9. This follows simply from the fact, that P(x,t) is continuous.

10. To show: P(x,1) = [(_oo0)(uV 2)p(du,t) — [_ ) (uV 2)p(du) + P(2,0)
for x <0
By integrating equation (5.29) we get:

P(0,t) — P(a,t) =
/g “td“—/ / (p(dv,t) — p(dv))du =

(,0) (—co,u)
/ / X0 ()Xo (V) du(p(d, 1) — pa(dv)) =
/ / X0 (#)X(000) () du(p(dv, 1) — pu(dv)) =

= / / N (u)du(p(dv, 1) — p(dv) =
—00,0) (—00,0)

= [ ~@vopet - pd) = [ @V o)p(do) - plde,)

(—00,0) (—00,0)
11. 0 < P(x,t) is trivial. We show the other inequality for x < 0:

Pla,t) =P0,6)+ [ (2 Vo)(p(do,t) - p(dv) <

(_0070)

<P(0,t) — / (x V o)u(dv) <
(_0070)

<PO,)+ [ ol p(do) < o0
(70070)

Were we used the assumption for p from theorem (5.2) and point 8.

12. To show: 28(z, t)dz = a(z, t)p(dz, t)
This follows immediately from the definition of P(x,t).

Lemma 5.8. There exists p € L? (U) such that for almost every ¢ > 0:

p(dz,t) = p(z,t)dx (5.31)
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PROOF : For the big part, this proof works analogue to the general case. We

replace % with —R and don’t need to extend the functions to R x R, since

that is their original space of definition.
We fix a,( € D(R,) and assume o > 0 and ¢ > 0. There exist 0 < t; < 5
and R > 0 such that supp(«) C [t1, ts] and supp(¢) C [—R, R]. We set:

€ :=€(ty,ta, R) and m = m(tg, R)

from the first two assumptions for a(x,t). We define the function

P(z,t) :=((x) (a(t)P(x,t} — / o/(s)P(m,s)ds) (5.32)
(0,¢)

Then, by integrating by parts, we obtain

P(z,t)dx =
=C(x) () P(z,t) = () P(z,t) — a(0) P(z,0)—

Now using Lemma (5.7) point 12 we obtain

(/ xsdxds)
(0,t)

= P(z,t)dz =((z / a p(dz, s) (5.33)

(0,2)

Q

Differentiating equation (5.33) with respect to ¢, we obtain

aa];(x, t) = ((x)a(t)a(x, t)p(dz,t) in D'(U) (5.34)

28



which implies

%]; (.1) < C(@)a®mp(de,t)  in D'(U) (5.35)

Differentiating equation (5.32) twice with respect to x, we get in D'(U)

oP
e —(x,t) =

2(' () (oz(t)gi(x t) — a'(s)gi(x s)ds | +
(0,0)
(x) (a(t)f;;j(x 0 [ a7 (s | =




With expanding the last term we get

=(¢"(x) (a(t)P(x,t) — / o' (s)P(z, s)ds) +

(0,¢)

2! () (a(t)gi(m,t) / o/(s)g];(x,s)ds) n

0,%)

¢(x) (Oz(t)(p(d%t)) — | o(s)(p(de, 8))d8) +

a(t)(—p(dz)) + a’(S)(u(dx))ds) -

(0,t)
2¢'(x) (Oz(t)gi(x t) — / o/(s)gl;(x s)ds) +
(0,t)
() (a(t)(p(dwvt)) / o (s)(p(d, s))ds) =
(0,t)
0P |
55z (@ 1) =C@)a(p(dz,t) = () / o/ (8)p(de, s)ds + ¢(z,t)  (5.36)

(0,)
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With

We show now that ¢ is in £>(U).

Since a and ¢ are in D(R) there exists Cy,C},, C¢, Cf, Cf > 0 such that
a(t) < C, () < Cy, ((z) < C, ('(x) < CE, ("(r) < CF. Since P(z,t) is
continuous (see lemma (5.7) point 8), There exists some Cp with P(x,t) <
Cp for all (z,t) € [0, R] X [t1,t2]. From lemma (5.7) point 6 we know, that

98 (z,t) < 1. Therefore,

[6(, 8)] < C (CoClp + 2C1,Cp) + 20, (Co + 1C1,) =: Cy < 00

Furthermore we have

/ |’ (s)] p(dx, s)ds < C—( / a(z, s)p(dz, s)ds <
(0,¢) (0,¢)
/ /

C
Sg((m’)P(w,t) < —2CCp < 0 (5.37)
€ €
Which shows that equation (5.36) can be written as

a@ 7 (@,t) = ((x)alt)p(dr,t) — ;1@(:5,@

with @ € £L2(U). And therefore,

27

0*P
C(z)a(t)p(de, t) = 52 —(x,t) + CID(x t) (5.38)
From equations (5.35) and (5.38) we deduce

oP 82]5

5 —(x,t) < ((z)a(t)mp(dz,t) = mo s —(x,t) + P(z, 1) (5.39)

In the following we want to define the convolution for P with a functions of a
regularizing sequence (¢, )nen (See Lemma (2.18)). Without loss of generality
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let supp(¢) C [~ 1.
We define

Po(x,t) := P(2,t) * ¢n( / t)on(r — y)dy
R

From Definition (2.17) we know, that

92P, 92pP
e —(z,t) = e * ¢ (, 1)

and similarly with equation (5.34)

Loy = 28
ot YT oy

* O (z,1) = at)a(z, t)((x)p(de, t) * ¢n(x, 1)

We note, that aa%(x,t) is differentiable with respect to x. Now equation
(5.39) also holds for the in z convoluted P, (with @, := ®  ¢,,):

ob, 0*P,
T “(x,t) <m 52 (x,t) + Dy (2, 1) (5.40)

From [5, p. 26-27] we know, that

op, oP, 1 1
C — - - - .
SUPp< 5 ) supp(¢n)+supp< 5 ) [ R—— R+ | x [t 1]
(5.41)
and similarly
op, op, 1 1
- = |—-R— = -
supp ( o ) supp(¢n) + supp ( pe ) [ R—— R+ | x[t,00)
(5.42)
We note from [5, p. 23, Fakta 13.3.11-3] that
[Palloo < 1Pllccll@nlli = P[0 (5.43)

and therefore ®,, € L2(R x Ry).

We want to show, that 85" is bounded in £*(R x R,) by a Constant C
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independent of n. We use equation (5.41) in the first step:

//( mt) dtdz =

RXR+

P
— // a@tn (z,t)dtdz < using eq (5.40)
[—1—R,R+1]X[t1,t2]

B &P,
<m aan( )8a 5 (z, t)dtdz+
[-1—R,R+1]X[t1,t2]
P,
881% (x,t)D,(x, t)dtdx (5.44)

[717R,R+1} X [tl,tg]

We examine the first term. First we use Fubini’s Theorem [6, p. 163] to switch
integrating order, then partial integration (which is why we convoluted ; to
get the necessary smoothness):

op,, . 0P,
m // T —(x,t)— 92 " (z,t)dtdr =
[ 1-R, R+1 X[t1 tg}
op,, . 0P,
=m // T (x,t) 52 " (z,t)dzdt =

[t1,t2]X[-1—R,R+1]

R+1

op,, 0P, 0*P,, 0P,
—m/ (at(x,t)ax(a:,t) - / atax(:v,t)ax(x,t)dx)dt

[t1,t2] e=-1-R  [_1_R R+1]
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using equation (5.41)

0*b,, 0P,
510 (x, t>87(x’ t)dadt =

[t1,t2] [-1—R,R+1]

= —1m

using Fubini’s Theorem again

/ / T (“7 t)dtdz =

—1— RR+1] t1 tQ]

o / / ;(aap (:c,t)) dtdr =

[717R,R+1] [tl ,tg]

op, > (0P, ’
- m[—l—R/R+1] << Oz ($7t2)> B ( Oz ($7t1)> ) e

using equation (5.42)

opP, ?
—_ — _— <
m / e (w,t2)> dz <0

Therefor

oP,
(5.44) < / / (@, )@z, t)dtd
[-1—R,R+1]x[t1,t2]
using equation (4.20)

RxR4 [717R,R+1]><[t1,t2]

Which shows that

(%

RXR+

<[ @02 dtdr =
[— 1-R,R+ 1] X [tl ,tz]

2
(:c,t)> dtdz < 2 / / ®,,(z,t)*dtdr <

[ 1— RR+1 ><[t1 t2]

using equation (5.43)
= [ el dide -

[-1—-R,R+1]x[t1,t2]

=2(t — t1)(R — 2) | ®(x,t)|1%, =: C < o0
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From [1, p. 639, Theorem 3| we know, that since % is bounded in L2(RxR )
there exists u € L2(R x R, ) and a subsequence I C N with

2
lim f(z,t) (aatz (x,t) — u(x, t)) dtdr = 0 for all € L*(R x R)
(RxR4)

On the other hand we know from Lemma (2.19), that % — % in D'(R x

R, ). Since the limit is unique in distributional sense, u = 2% € £L*(R x R,.).
U

PROOF : of Theorem 4.2

This proof works analogously to the proof in the general case. As examined

in the above proof, we just have to replace % with —R and don’t need to

extend the function @) nor its derivatives to R x R, since that is their original
space of definition. O
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A Appendix

PROOF of Lemma 2.12:

We show it for the 1-dimensional case, since we don’t need it for higher
dimensions. Let 2 C R be an open set. We have to show that {f : VK C Q, K
compact : [ |f(#)|dA(z) < oo} = {f : V¢ € D(Q) : [ é(z)f(x)dA(z) <
First, let ¢ € D(Q2) and f satisfy the first condition. Since supp(¢) is compact,

| o@r@an@) <ol [ f@)are) < oo

supp(¢) supp(¢)

Therefore, we have the inclusion {f : VK C Q, K compact : [ |f(x)]d\(z) <
oo} 2 {f : Vo € D(Q) : [ ¢(x) f(x)d\(z) < oo}.

Now let f satisfy the second condition and K a compact set. Since 2 O K
is open, dist(K,0Q) = 2 > 0 for some N # n > 0. Then ¢(x) := xx * kn(2)
where k,, is the regularizing sequence of Lemma (2.19). Then, according to
Definition (2.17), ¢ has derivatives of all orders and since supp(k,,) C [—l l}

n’n

holds supp(¢) C K+ C {—%, H and therefore dist(supp(¢), 9€Q) > % Hence,
¢ € D(R2). Therefor

[ H@ax@) < [ o@)f@)ar@) < oo
K R
Which shows the other inclusion. O

Satz A.1 (von Dini). This Satz can be generalized to topological spaces. For
our purposes the case R with Euclidean Topology is sufficient.

Let K be a compact set with K C R and (f,,)nen, fn : K — R be a sequence
of continuous functions with f;(z) < fii1(x) for all z € K (or fi(z) > fir1(x)
for all x € K). Let f be a continuous function with lim,,_,, f(z) = f(x) for
all z € K, then sup, .y lim, o | fn(z) — f(z)| = 0.

PROOF : First we prove the case with f;(z) < fiy1(z). Let € > 0. We set
E,={z € K :|f.(x) — f(z)| < €}. E, is open since f, is continuous. Since
fn — f pointwise, (E,)nen is an open cover of K. From f;(z) < fii1(x)
follows E; C E;,;1. Since K is compact, finitely many F; are sufficient to
cover K, i.e

E,,

7

oK

-

=1
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Let N denote the largest index (in the formula above, ny). From the monot-
ony of the E, we deduce that Exy O K. Therefore |fy(z) — f(x)| < € for all
z € K. And again with the monotony we deduce |f,(z) — f(x)| < € for all
n>Nandze K.

To proof the case with f;(z) > fi+1(x) we just consider the sequence —( f,,)nen
which now satisfies above conditions for — f. OJ

Remark A.2. As a reminder, we showed that t — P(z,t) is continuous and
needed the vague continuity and monotonicy of t — P(z,t) together with
the Lipschitz continuity of # — P(x,t). This counterexample shows, that
continuity for x — P(x,t) is not sufficient to show the continuity of ¢ —
P(z,t). We set

P(z,t): R, xR, —[0,1]

(l—2), ift<z<lt<l,
~(x—1), fl<z<2-tt<l,
, ife=1t<1,

, else.

-

P(z,t) :=

— O =

which can also been written as

=l—x), f0<t<za<l,
%(:I:—l), ifo<t<2—x,2>1,
0, ifo0<t<l,z=1,

1

, else.

P(z,t) =

We note, that P(x,t) < 1. From the second representation one can easily
observe, that t — P(z,t) is monotonically increasing and from the first one,
that © — P(x,t) is continuous for all t € Ry. It is also obvious, that t —
P(1,t) has a discontuinity at ¢ = 1. But t — P(x,t) is vaguely continuous:
Let f € C(R,). Since the only discontuinity is at £ = 1 we have to show,
that

1%/f(m)P(m,t)dx:/f(x)P(x,l)dx: /f(x)dm
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Abbildung 1: illustration of P(z,t)

We have

lim [ f(z)P(x,t)dx = lim f(z)dz + %(l—x)f(x)dx—i-
t/1 i 1—1

t/‘l

(t,1)

/ l_tac—l x)dx + / )
(1,2—t) (2—t,00)

Since f € C(R,) is bounded and P(x,t) is bounded, we have by dominated

Convergence
/ )dz + / 2)dz = / flz

(0,1) (1,00)
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