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Abstract

In this thesis, we provide a comprehensive set of guidelines for roadside unit (RSU) deploy-

ment in the context of vehicle-to-infrastructure (V2I) communication systems. Based on an

extensive set of real-world measurements, we analyze the effect of various system parameters

and components. We first study the impact of packet length and data rate on the perfor-

mance of transmit power-constrained systems in terms of throughout and communication

range. Next, we compare systems using directional and omni-directional RSU antennas. We

further analyze performance enhancements achievable using high-gain directional antennas

and indicate possible disadvantages. We evaluate to which extent the performance can be

improved by the design of vehicular on-board unit (OBU) antennas. We assess the impact

of specific highway environments on the communication quality in V2I systems. Finally, we

investigate performance advances brought by multi-hop cooperative communication.

We propose a hidden Markov model-based approach to reproduce distance-dependent

performance measurements. The packet-error patterns generated by our approach repro-

duce measured data with high accuracy. Model parameters estimated from real-world mea-

surements are released under a noncommercial academic-use license. This computationally

inexpensive model also facilitates the exchange of technical know-how gained through our

measurements.

We further extend this model such that V2I communication performance at an arbitrary

location can be modeled without need for prior measurements. To this end, we perform a

vector quantization of the model parameters. This allows us to find boundaries regarding

communication quality and to localize environmental impairments that restrict radio propa-

gation. Furthermore, we introduce a method of modeling signal-to-noise ratio (SNR) patterns

that are correlated with the model-generated packet-error patterns. As a proof of concept,

we apply this environment-aware modeling approach to a series of V2I measurements taken

at 22 carefully selected urban locations. We identify the most significant types of street

layouts and impairments, which are typical for urban environments. We provide parameters

that are needed to reproduce their influence on communication. With these parameters, V2I

performance can be modeled in terms of packet-error and SNR patterns for a multitude of

urban locations, based merely on the street layout and topology.
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Kurzfassung

In dieser Dissertation werden Leitlinien für die effiziente Anwendung von Straßeneinheiten

(RSUs) im Rahmen von Fahrzeug-zu-Infrastruktur (V2I) Kommunikationsystemen ausgear-

beitet. Wir analysieren die Auswirkungen von verschiedenen Systemparametern und Kom-

ponenten auf Basis von umfangreichen Messkampagnen im echten Straßenverkehr. Zuerst

untersuchen wir den Effekt von Paketlänge und Datenrate auf die Leistungsfähigkeit von V2I

Kommunikationsystemen, hinsichtlich des Datendurchsatzes und der Reichweite. Zunächst

vergleichen wir V2I Systeme mit direktionalen und nicht-direktionalen RSU Antennen. Wir

werten die Erhöhung in der Leistungsfähigkeit, die durch direktionale Antennen erzielt wer-

den kann, aus und diskutieren mögliche Nachteile dieser Antennen. Wir bewerten in wie fern

die Zuverlässigkeit von V2I Systemen durch die optimierte Konstruktion der Boardeinheit

(OBU) Antenne verbessert werden kann. Wir untersuchen die Effekte von besonderen Aus-

breitungsbedingungen auf die Qualität von V2I Kommunikationsystemen. Schließlich werden

die Vorteile von kooperativen Multi-Hop Kommunikationssystemen evaluiert.

Wir entwerfen ein Hidden-Markov-Modell zur Reproduktion der distanzabhängigen Leis-

tungsfähigkeit von V2I Systemen. Die mit unserem Modellierungsansatz erzeugte Paketfehler-

Sequenzen reproduzieren die Messdaten mit hoher Genauigkeit. Die Modellparameter, die auf

Basis von umfangreichen Messungen bestimmt wurden, sind unter einer nicht-kommerziellen

akademischen Lizenz veröffentlicht. Unter anderem erleichtert dieses recheneffiziente Modell

den Austausch von Fachwissen das durch unsere Messkampagnen gewonnen wurde.

Wir erweitern dieses Model so, dass V2I Kommunikation an einem beliebigen Ort model-

liert werden kann, ohne Messungen an diesem Ort durchführen zu müssen. Dafür wird eine

Vektorquantisierung auf die Modellparameter angewendet. Dies ermöglicht uns eine Einstu-

fung der Kommunikationsqualitäte zu treffen und Beeinträchtigungen der Ausbreitungsbe-

dingungen zu lokalisieren. Weiters entwerfen wir eine Methode zur Modellierung des Signal-

zu-Rausch-Verhältnises (SNR). Anschließend wenden wir unser Modellierungsansatz auf die

Ergebnisse von 22, an sorgfältig ausgewählten innenstädtischen Standorten durchgeführten,

V2I Messungen. Wir identifizieren die wichtigsten Typen von Straßen und Beeinträchtigungen

der Ausbreitungsbedingungen, die typisch für innerstädtische Umgebungen sind. Weiters stel-

len wir die Modellparameter zur Verfügung, die erforderlich sind um den Einfluss besonderer
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Ausbreitungsbedingungen zu reproduzieren. Anhand dieser Parameter können realistische

V2I Messergebnisse in Form von Paketfehler- und SNR-Sequenzen für eine Vielzahl von in-

nerstädtischen Standorten modelliert werden.
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1

Introduction

1.1 Overview and Motivation

Our society is now experiencing its fifth and most intense technological revolution. Although

we are still living in the era of information, we have already reached an inflection point that

will ultimately be followed by transition into the next technological period, referred to as

hybrid era. The information era derives its origin from development of the internet in the

early 1960s, when it was intended for information exchange, predominantly in scientific and

military fields. Since then, the internet has exponentially become cheaper, easier to access,

and as consequence ever more ubiquitous. Therefore, we nowadays take connectivity with low

latency and high reliability for granted and the enabling technology is no longer a selling point

itself. Nevertheless, the matureness and omnipresence of the internet opened the door to an

unprecedented era of hybrid connectedness between all kind of devices. This popular today

technology, developed to connect devices and to control interactions between them is known

as Internet of Things (IoT). It envisions complex, self-configuring, and adaptive networks

of sensors and smart objects, including commonplace and industrial objects. The idea is to

make things intelligent, programmable, and more capable of interaction with humans. The

resulting revolution in the nature of technology will once again drastically change individual’s

life and society as a whole.

A very significant part of the IoT will be represented by vehicles. This is of no surprise

since in 2013 the total number of motorized vehicles on the planet has reached 1.2 billion

and continues to grow rapidly [5]. By some estimates, the total number of vehicles worldwide

could double by 2050. This ever growing amount of vehicles implies increasing demand on

transport efficiency, in order to limit the fuel consumption growth and ensure environmental

sustainability. Besides economical and ecological aspects, an increasing number of vehicles

would lead to increasing societal disadvantages, expressed in a growing number of deaths and

1



2 Chapter 1. Introduction

injuries in road accidents. Nowadays, nearly 1.3 million people die in road crashes each year

and an additional 20 to 50 million are injured or disabled worldwide [8]. Unless action is taken,

road traffic injuries are predicted to become the fifth leading cause of death by 2030. One

attempt to make the driving experience safer and more efficient is to enable communication

between the vehicles. In such a system, referred to as intelligent transportation system (ITS),

the vehicles act as nodes in a distributed peer-to-peer network and exchange warnings and

driver assistance notifications.

Since the early 2000s, car manufacturers as well as road and infrastructure operators

are collaborating with the aim of providing reliable, low-latency vehicular connectivity for

ITS. The first big step towards harmonized technology enabling wireless access in vehicular

environments (WAVE), was made by frequency band allocation. Pioneer in this were the

United States which allocated 75MHz of spectrum at 5.9GHz, exclusively for vehicular com-

munications. This tendency was followed by Japan, where an 80MHz band at 5.8GHz was

reserved for the same purpose. Subsequently in August 2008, the European Commission has

taken the decision on the harmonized use of radio spectrum in the 5850MHz to 5925MHz

frequency band for ITS [113]. According to the nominal carrier frequency allocation defined

by European Telecommunications Standards Institute (ETSI), the whole frequency band is

divided into seven 10MHz channels [36].

Besides allocation of the protected frequency bands for ITS, important standardization

advancements have been made by standardization of the communication protocols. The IEEE

1609 family of standards defines the set of interfaces enabling vehicular communications. In

particular, the IEEE 1609.1 standard [58] specifies services and interfaces of the WAVE re-

source manager applications. Security aspects are addressed in IEEE 1609.2 standard [60]

and networking services are defined in IEEE 1609.3 standard [59]. The lower layers of the

protocol stack, namely the medium access control (MAC) layer and the physical layer (PHY)

are specified in the IEEE 802.11p standard [57], finalized in 2010. According to this standard

the packets are transmitted by means of orthogonal frequency-division multiplexing (OFDM)

with 64 subcarriers. The IEEE 802.11p communication protocol supports 4 modulation for-

mats and 3 coding rates, resulting in a nominal data rate between 3Mbit/s and 27Mbit/s.

Two-way, short-to-medium range wireless radio communication is envisioned in two types,

namely vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I). Unlike other wireless me-

dia, vehicular communication does not require centralized access points and operates purely

in ad-hoc peer-to-peer manner. Hence, V2V communications can occur independently of the

road infrastructure.

However, the essential prerequisite for reliable operation of such cooperative vehicular

networks is large dissemination of communication units. Since the market penetration might

take some time, during the early stages of major technology roll-out, vehicles enabled with

communication units will often find few to no communication partners. To ensure that the

early adopters of ITS benefit from this highly demanded technology right from the start, it

is advisable to launch the system by equipping the road infrastructure with communication
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units. Such roadside units (RSUs) will be placed at selected locations and provide vehicles

with relevant data updates, creating thereby smart roads and facilitating traffic efficiency.

The first mover countries in this domain are Austria, Germany, and the Netherlands. These

countries are working jointly on the first real-world implementation of an inter-country smart

road called the Cooperative ITS Corridor [99]. Starting in 2016, the Cooperative ITS Corridor

will guide smart vehicles from Rotterdam through Frankfurt and Munich to Vienna, being

the first smart road with harmonized standards among different countries.

The development of such smart mobility initiatives faces many challenges ranging from

social acceptance and technological aspects, to standardization and harmonization. One of

the main technical challenges is to find optimal RSU deployment strategies, such that reli-

able connectivity for all network participants is guaranteed. Whereas, much theoretical and

simulation-based research has been performed in this regard, the real-world measurements

are indispensable in the process of technological design and testing. Despite their abso-

lute necessity, measurements are rarely performed due to prohibitively high costs and severe

effort. This is especially true for highway environments, in which access to the road infras-

tructure need to be granted by road authorities. This yearning research challenges motivate

the work presented in the first part of this thesis. We have initiated a collaboration with

road authorities and performed a series of extensive measurements on Austrian highways

with realistic vehicular traffic. The main goal of these measurements was to develop a set of

recommendations for optimal deployment strategies of road infrastructure in the context of

ITS.

Although real-world measurements are essential for the development of communication

systems, in most cases they need to be supplemented by models. The reasons are manifold,

but boil down to two main problems: an exceedingly large number of system components

and insufficient reproducibility of measurement results. More precisely, the measurements are

usually performed with respect to one or few system aspects. Thus, immensely many mea-

surements would need to be performed to analyze all combinations of system parameters and

components. Moreover, unless the measurements are performed in idealized lab conditions,

they always are influenced by a multitude of time-varying factors and are therefore hardly re-

producible. To overcome these issues, models are often used. They serve to reproduce various

aspects of vehicular ad-hoc networks (VANETs), e.g., vehicle mobility, human driver behav-

ior, and radio propagation. To ensure reliability of simulation-based system performance

evaluation, all system architecture components need to be represented by realistic models.

However, in most cases the cross-layer interaction is largely neglected and simulation toolkits

are focusing on either of the protocol stack layers, while performance of the other layers is

either fully neglected or overly simplified. In particular, the inevitability of network simula-

tions posing inadequate assumptions on the PHY was timely tackled by the leading research

groups in this domain. Such [50] analyzed and quantified the impact of the radio channel

on operation of networking and communication techniques for VANETs. The necessity of

using accurate MAC and PHY models was further discussed in [34]. Comparing models of
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two closely related to IEEE 802.11p network access technologies, the authors concluded that

these models are only suitable for modeling of low traffic density scenarios. The influence of

radio propagation conditions in urban areas was further studied in [44], where the authors

analyzed how individual propagation aspects affect each other and in which situations more

detailed propagation models are required. The lack of realistic radio propagation models for

packet level simulators motivates the work presented in the second part of this thesis. Our

primary objective in this context is to derive a PHY performance model resembling real-world

measurements with high accuracy.

1.2 Contributions and Thesis Organization

The core of this thesis is represented by two main parts: characterization and modeling,

both with emphasis on PHY performance of IEEE 802.11p-based access networks in V2I

scenarios. The performance characterization and model development are built on the real-

world measurements.

With respect to performance characterization our major contributions are as follows:

• We analyze the influence of transmit parameters, more specifically the packet length

and the data rate, on the performance of transmit power-constrained V2I systems.

In the course of this analysis we seek for transmit parameters that yield the largest

throughput at a constant transmit power.

• We evaluate the system performance in different driving directions for various transmit

parameters and mounting positions of the RSU.

• We compare the performance achievable with directional and omnidirectional RSU

antennas, and examine advantages and disadvantages of the high-gain directional an-

tennas.

• We investigate performance enhancements achievable with on-board unit (OBU) an-

tennas, featuring different design strategies and gains.

• We study effects of vehicular traffic on the V2I communication with an emphasis on

tunnel environments.

• On the basis of two-hop decode-and-forward (DF) relaying experiments, we assess the

performance advances achievable by means of cooperative communication in VANETs.

This unique collection of measurement-based results is intended to provide a comprehensive

set of guidelines for RSU deployment and thereby set a standard for future V2I systems.

In the framework of performance modeling our original contributions can be summa-

rized as follows:
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• We introduce a simple and yet accurate approach for reproducing realistic distance-

dependent packet-error patterns. This hidden Markov model (HMM)-based approach

ensures that on the one hand, the statistical properties of the measured data are main-

tained and on the other hand, the resulting packet-error patterns are not deterministic.

• We apply the aforementioned modeling approach to our measurement data used for

performance characterization in the first part of the thesis. The complete set of model

parameters is released under a noncommercial academic use license [7] to ensure repro-

ducibility of our results.

• We propose to apply a vector quantization (VQ) approach for model dimension reduc-

tion, by taking into account inherent correlations between the model parameters.

• We show that besides model dimension reduction, the proposed VQ algorithm is able

to localize and characterize realistic environmental impairments in terms of model pa-

rameters.

• We extend the packet-error model to generate realistic signal-to-noise ratio (SNR) pat-

terns.

• We suggest an environment-aware model that estimates the packet-error and SNR per-

formance for an arbitrary location, based merely on street layout and topology.

• We parametrized our environment-aware model from extensive measurements in an

urban environment. With the set of model parameters presented in this thesis, real-

istic V2I communication performance at nearly any urban location, satisfying certain

topological constraints, can be easily modeled.

The models developed in this thesis are meant to facilitate exchange of technical know-how

gained through real-world measurements and to provide a computationally inexpensive PHY

models, frequently used for higher layer simulations.

The reminder of this thesis is structured in the following four chapters:

• Chapter 2 presents related work with respect to both, vehicular measurements and

models. It further provides the background material that serves as a basis for the

subsequent chapters. We present the material in this chapter in such a way that the

reader can quickly recall the most important definitions and results without having to

browse through the literature.

• In Chapter 3 we summarize the details of three V2I performance measurement cam-

paigns used for performance characterization and modeling. Next, we define a set of

key performance indicators (KPIs) required for comparability of V2I measurements

with different parameter settings, equipment, and environments. We present perfor-

mance analysis with respect to transmit parameters, RSU and OBU antennas, and
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quantify the effects of vehicular traffic-induced fading. Finally, we analyze performance

improvements achievable by multi-hop cooperative communication.

• Chapter 4 comprises the aspects of our PHY performance model. We first introduce

the range-dependent modified Gilbert model, designed to reproduce measured packet-

error performance. Subsequently, we extend this model to allow generation of realistic

SNR patterns. Thereafter, we propose the environment-aware performance model and

derive the model parameters for urban environments.

• Conclusions are provided in Chapter 5. We summarize our main findings and discuss

the insights gained in this thesis. Finally, we point out several open problems which

may serve as a basis for further research.



2
Preliminaries

This chapter provides an overview of the ongoing research activities is the area of vehicular

measurements and models. In particular, we introduce two types of vehicular measurements

and elaborate on the most significant outcomes of real-world experiments. Furthermore, we

justify the high demand for realistic vehicular models and provide an extensive summary of

existing modeling approaches. Finally, we present the background material needed for the

development of the vehicular performance model addressed in Chapter 4. Thus the main

purpose of this chapter is to set the stage for the research questions addressed in this thesis.

2.1 Vehicular Measurements: State of the Art

Measurements are an integral part of the design and development process of any system. To

implement practical and reliable system architectures, the influence of every single system

component on the overall performance needs to be carefully evaluated. Some of the compo-

nents, e.g., antenna type and placement or signal processing aspects are subject to the design.

In this case, measurements help to select the components leading to the optimal system per-

formance. The other components cannot be influenced by the design and are given by, e.g.,

the particular environment or scenario, in which the system will be deployed. In this case,

the role of the measurements is to test the system under the most challenging conditions

and the system is considered ready for the roll-out, only if the core functionalities remain

available in all settings.

Vehicular communication systems are not an exception and their deployment in the scope

of public safety puts even higher demand on performance and stress tests. Therefore, vehic-

ular field tests have been ongoing for several years, starting in the early 2000s. Based on the

used equipment and evaluated parameters, vehicular measurement campaigns can be divided

in two large groups: channel measurements and performance measurements.

7
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2.1.1 Vehicular Channel Measurements

Channel measurements, frequently referred to as channel sounder measurements, are con-

ducted with the main purpose of understanding the channel behavior. Deep understanding

of the channel properties is required for practical system design, since the propagation chan-

nel ultimately defines the performance of the whole communication system. To perform

channel measurements, a radio channel sounding equipment is required. For real-world field

test a channel sounder placed in one of the test vehicles transmits electromagnetic waves to

excite the channel. The receiver is placed in the other vehicle and records the channel output.

The parameters resulting from channel measurements include, but are not limited to, channel

gain, delay and Doppler spread, coherence bandwidth, time- and frequency-selectivity. These

parameters are subsequently used either for channel characterization or modeling.

There exist a large number of real-world channel sounding measurements performed in

the course of the last decade. Depending on the selected test methodology one may choose

between narrow- or wideband channel sounders featuring single-input single-output (SISO)

or multiple-input multiple-output (MIMO) capabilities. The early vehicular measurement

campaigns often considered narrowband measurements [25,28,77,111]. However, later it was

shown that wideband channel sounders are better suited for measurements in doubly-selective

vehicular communication environments [84,86,89,90,96]. Nevertheless, even wideband chan-

nel measurements cannot take into account all factors affecting radio propagation. Based on

the addressed research questions, the channel measurements can be categorized in two types:

(i) measurements with an emphasis on setup and equipment, and (ii) measurements with a

focus on the propagation environment.

The majority of channel measurements with an emphasis on the equipment characterize

the impact of the number of antennas and their placement. For the measurements presented

in [102], omnidirectional monopoles were employed at both link ends and the difference

between antenna placement on the vehicle rooftop and inside the vehicle on the dashboard was

evaluated. Results have shown that placing the antennas inside the vehicle yields significantly

more dispersive channels with larger delay spread. To find the optimal antenna placement

on the vehicle rooftop, measurements in [73] evaluated three different positions: absolute

center of the car roof, front-right, and back-right. Measurements suggest that the center

position provides the best overall performance. Along with the vehicle rooftop position the

authors of [10] considered three other possible vehicle antenna placements such as bumper,

inside-windscreen, and left-side mirror. The measurement results have shown that a pair

of antennas with complementary properties, e.g., a roof-mounted antenna together with a

bumper antenna should be used to achieve maximal diversity.

Initially, vehicular channel sounder measurements were performed in settings adopted

from the cellular communications domain, such as highway, rural, suburban, and urban envi-

ronments [12,25,75]. However, later the focus shifted towards more specific vehicular scenar-

ios and safety-critical situations. Such radio channels measurements presented in [62] and [9]
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were performed at street intersections. Both contributions have shown that scattering ob-

jects in and around an intersection contribute a considerable part to the total received power.

Additionally, [9] compared channel properties at urban intersections and at merging lanes.

The merging lane scenario was found to be more safety critical, due to the lack of significant

scatterers such as roadside objects and vehicles. Channel measurements presented in [84]

considered safety-critical situations such as overtaking maneuvers in congested traffic and

communication in situations when line-of-sight (LOS) is obstructed by a truck. The authors

have concluded that in both situations, the majority of multipath contributions are produced

by large metallic surfaces, such as traffic signs, trucks, and bridges. The same conclusion was

drawn by the authors of [19] in the context of an on-bridge scenario. Channel measurements

presented in [18] have shown that the most relevant propagation characteristics for in-tunnel

environments are reflections on walls, ceiling, and ventilation system inside the tunnel, as

well as reflections on other vehicles and traffic signs.

2.1.2 Vehicular Performance Measurements

Unlike channel measurements, performance measurements are intended to evaluate the whole

system, including hardware and signal processing at transmitter and receiver, as well as the

wireless radio propagation channel between them. Performance measurements are usually

conveyed with a set of at least two standard-compliant devices, one of which is transmitting

packets and the other is receiving. The received data is decoded and a cyclic redundancy

check (CRC) is performed to identify, whether the packet transmission was successful. In

these measurements the only information available for evaluation is the binary identification

of packet reception success, the corresponding received signal strength indicator (RSSI) values

and positioning information. Based on these informations, typical performance indicators

such as throughput and coverage range are evaluated.

Despite the fact that vehicular performance measurements evaluate efficiency of the whole

system, they are usually designed to answer a particular question. Based on the targeted

investigation area, performance measurements can be classified in three groups:

• Measurements with a focus on environments and scenarios. Typically considered envi-

ronments are urban, sub-urban, rural, and highway. Vehicular scenarios include, e.g.,

LOS, non-line-of-sight (NLOS), overtaking and platooning.

• Measurements analyzing transmission parameters, such as data rate, packet length,

transmit power, and frequency.

• Measurements with an emphasis on antenna parameters, such as antenna type, gain,

and placement.

One of the first vehicular performance measurement campaigns performed in urban, sub-

urban and highway environments is presented in [107]. It was conducted with IEEE 802.11b

transceiver modules, since the IEEE 802.11p implementation was not yet available. These
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measurements were one of the first to prove that a connectivity range of up to 1000m is

potentially achievable. They also concluded that the highest link quality is obtained in

sub-urban environments, while highway environment is the most unfavorable for this type of

communication. Later it was shown that not the environment itself, but more significantly the

LOS conditions between the transmitter and receiver influence the quality of communications.

In [22], the connectivity issues under perfect LOS, obstructed LOS, and NLOS conditions were

investigated in urban, rural, and highway environments. Analyzing the packet delivery ratios

(PDRs) for different LOS conditions, the authors concluded that connectivity is lost almost

immediately in absence of LOS. More precisely, high quality communication was achieved

in a range of 500m under LOS conditions, while in NLOS conditions connectivity was lost

almost immediately. In the case when LOS was obstructed by vegetation, connectivity was

established for 40 to 50m only.

Effects of vegetation were further addressed by the authors of [112]. They concluded that

the density of vegetation has a significant impact on the communication range. The high

quality communication is ∼10m for intersections with dense vegetation and may be as large as

200m for intersections with sparse vegetation. To capture the influence of seasonal variations

the measurements at the same location were performed in summer and in winter. The results

show that the communication range in winter time, characterized by the absence of foliage

is 2 to 7 times larger than in summer. These results were confirmed by the authors of [122].

However, measurements performed in typical urban environments with no vegetation [115],

did not show any influence of seasonal variations. This supports the conclusion that the

influence of seasonal variations on the performance of intelligent transportation system (ITS),

is mainly due to changes in the density of vegetation.

Surprisingly, performance of IEEE 802.11p communication at urban intersections does

not depend on LOS conditions as much as on the street width. Results of vehicle-to-vehicle

(V2V) measurements presented in [101] show that high quality communication on medium-

wide streets is retained 30m longer than on narrow streets. For intersections of very wide

streets however, the range is 10m shorter than for narrow streets. The authors attribute

this reduction in communication range to probabilistic shadowing, which results from the

surrounding cars and even more importantly buses. This negative effect of high traffic density

and presence of heavy vehicles, was further emphasized by vehicle-to-infrastructure (V2I)

measurements in urban [49] and highway [87] environments.

The influence of transmission parameters was studied in [30, 31, 74, 79, 87]. The authors

of [31] show a significant dependence of the V2I communication performance in urban inter-

sections on packet transmission intervals, data rates, and packet sizes. The influence of the

packet size on V2V communication in different propagation conditions was further analyzed

in [74]. In ideal conditions provided by an indoor lab environment, the largest throughput

of 2.5Mbit/s was measured with a packet size of 1500 Bytes and data rate of 3Mbit/s. For

measurements performed in outdoor environments with an inter-vehicle distance of 30m,

the throughput was only slightly lower for all packet sizes, except for the 1500 Bytes, for
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which nearly all packets were lost. When the inter-vehicle distance was increased to 150m,

the throughput was significantly reduced. In this case, the largest achievable throughput

amounts to 1.9Mbit/s and was achieved for a packet size of 500 Bytes. Transmission of

longer packets resulted in packet error rate close to 1. Similar results were obtained for

highway measurements presented in [85], as well as for parking lot, suburban, and urban

measurements presented in [79]. In the context of V2I measurements however, packet size

does not have a strong negative impact on the throughput. Measurements presented in [87]

show that the total throughput (a.k.a. goodput) can be increased from 6 to 10.5MBytes,

when using packet size of 1554 Bytes instead of 200 Bytes. However, the PDR fluctuations

are stronger for longer packets.

The influence of vehicle velocity was investigated by the field trials presented in [30], in

terms of transmission range and latency. It was shown that the transmission range depends

on the vehicle velocity. The largest transmission range of approximately 700m was obtained

when driving 30 km/h, while at 170 km/h the range was limited to 300m. Interestingly, the

latency, defined as the temporal delay between the generation of a packet and its reception,

is independent of speed and is always smaller than 4ms.

The effect of on-board unit (OBU) antennas was addressed in [22, 30, 64]. All authors

concluded that imperfect omnidirectionality of the OBU antennas and vehicle’s body, have

significant impact on the overall performance. In [17] the OBU antenna placement was

considered in context of a vehicle platooning application. The platoon consisted of four

vehicles: one truck in the lead, followed by three passenger vehicles. The antennas were

placed either on the cabin roof or on the rear mirror of the truck. The results show that in

these particular settings, the rear view mirror antenna position is superior to the roof antenna

position and has more predictable performance.

Along with V2I and V2V measurements, some field measurements considered multi-hop

scenarios. For such measurements, [110] considers three equidistant vehicles (a transmitter,

a relay, and a receiver) that were driving at the same speed and in the same direction.

The measurements show that multi-hop networks have the potential to substantially improve

performance in terms of communication range and throughput.

2.2 Vehicular Models: State of the Art

Despite the importance of the real-world measurements for the development of communi-

cation systems, measurements alone are rarely sufficient for ultimate comprehension of the

entire system. This is mainly due to the fact that even the simplest existing communication

system consists of an immensely large number of components, each of significant importance.

In the previous section, we have mentioned that measurements are usually designed to answer

one particular question. Therefore, to analyze all system dependencies, prohibitively many

measurements would be required, resulting in high costs. Furthermore, real-world measure-

ments rarely provide a sufficiently high level of reproducibility. To explain what we mean
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by reproducibility in this context, assume that system engineers want to compare perfor-

mance of two different channel estimation algorithms in realistic vehicular environments. For

this purpose, they perform test drives with the same equipment, parameters and location

at different times. This, at the first glance insignificant, difference may result in substantial

changes of the radio propagation channel. This may, e.g., be due to changes in the den-

sity and distribution of scatterers, and different weather conditions. As a result, the testing

conditions can become more or less favorable, which might lead to the wrong choice of the

channel estimation algorithm. If the two algorithms would have been tested in exactly the

same conditions, the comparison would be fair and a more balanced conclusions would be

met. However, keeping the propagation channel of realistic vehicular environments constant

is impossible.

To overcome the cost and reproducibility issues, simulation tools are frequently used.

Depending on the scope of the simulation, some system components can be exchanged and

the others are kept the same, ensuring a fair comparison. Coming back to our example

with the channel estimation algorithms, in simulations the propagation channel can be kept

constant as long as it is required for the testing purposes, which is in contrast to real-

world measurements. Such channel representations, also known as (radio) channel models,

reproduce the evolution of electromagnetic waves emitted by the transmitter and impinged

on the receiver. However, the detailedness of the channel models is not necessary for some

simulation purposes. In this context so-called performance models are often deployed. These

models are more general and also include the influence of the complete transceiver chain.

The main research challenge in the development of both, channel and performance models,

is to reproduce the reality as accurately and efficiently as possible.

2.2.1 Vehicular Channel Models

We next describe the following three types of channel models: deterministic, stochastic and

geometry-based stochastic channel models.

Deterministic channel models are intended to reproduce the propagation of electromag-

netic waves and their interaction with obstacles in the surrounding environment. In a nutshell,

deterministic channel models approximate solutions of Maxwell’s equations. The most fre-

quently used types of deterministic channel models are replay and ray-tracing models. The

replay models [70,71] use time-variant channel impulse responses (CIRs) obtained by channel

sounding experiments (almost) directly for simulation. The only intermediate steps between

measurements and simulations are noise floor cancellation and interpolation to the sampling

frequency required for simulation (e.g., 10MHz for IEEE 802.11p). Once the measurements

are conducted, the replay models are easy to implement and their accuracy is high. How-

ever, they are site-specific and therefore, not sufficiently representative. In contrast, the

ray-tracing models [76, 78, 82] encompass all static and mobile objects in the analyzed envi-

ronment. They evaluate the signal propagation aspects by taking into account direct path,

specular reflections and diffuse scattering components. Due to the high level of detailedness,
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the deterministic ray-tracing models are computationally demanding. To reduce complexity,

some studies suggest to disregard certain details, e.g., to only consider the direct and the

reflection paths [121], or only the direct path and the specular components [27]. The authors

of [42, 43] propose a complexity reduction method based on a projection of all propagation

paths on a subspace, spanned by two-dimensional discrete prolate spheroidal sequences. How-

ever, even with recent advances (see, e.g., [95]), these potentially very accurate models require

detailed knowledge of the analyzed environment.

Unlike deterministic channel models, stochastic channel models do not require any knowl-

edge of the environment. They describe the physical wave propagation by statistical means

only. For this purpose, the probability distribution of the propagation path’s parameters are

derived from the channel measurements. These parameters usually include path gains, time

delays, and frequency offsets. The CIR is then modeled as a sum of all propagations paths.

By means of measurement-based calibration of the path parameters, stochastic models can

be adjusted to reproduce the radio propagation of desired communication standards in spe-

cific environments. For instance statistical channel models for V2V communication in urban,

sub-urban, and expressway environments were proposed in [12, 13]. Highway environments

are considered in [97]. Another branch of stochastic channel models employ the theory of spa-

tial point processes, to mimic the behavior of time-variant radio channels. In this modeling

approach, the appearance and disappearance of multipath components, due to movements

of the communicating entities and the surrounding scatterers are modeled as a birth and

death process. These models, e.g., [123] are capable of accounting for small- and large-scale

fading and polarization aspects. Recent advances of stochastic channel models with temporal

birth-death dynamics can be found in [61]. Further stochastic modeling approaches represent

the whole propagation environment in terms of a graph, with vertices representing trans-

mitters, receivers, and scatterers, and edges representing propagation conditions between

them [52, 93]. The propagation graphs do not only account for scatterer interactions, but

are also capable of modeling interference-limited communication [32]. Further they can be

applied for analysis of the nearest neighbor network problems as suggested in [53].

A combination of deterministic and stochastic models result in so-called geometry-based

stochastic channel models. These models assume the actual physical position of transmit-

ter and receiver, while the position of scatterers and their scattering properties are chosen

randomly, according to certain statistical distributions. Depending on the desired model

accuracy, there exist more or less realistic models. In the less realistic models, scatterers

are randomly placed on two-dimensional rings located around the transmitter and the re-

ceiver [26, 119]. In the more realistic models [63, 98], the choice of scatterers’ placement is

inspired by realistic assumptions. The main advantage of the geometric-stochastic models is

their accuracy at reasonable computational cost.
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2.2.2 Vehicular Performance Models

Previously in this section we introduced different approaches for modeling the propagation of

electromagnetic waves between transmitter and receiver. Depending on the simulation pur-

pose, one can choose the desired level of model abstractness. However, in the context of some

specific simulations, e.g., simulations evaluating performance of retransmission mechanisms,

scheduling techniques, and similar link or network level algorithms, any of the aforementioned

channel modeling techniques would provide too many unnecessary details. Most of the exist-

ing packet level simulators, such as ns-2, ns-3, OMNET++, SWAN, OPNET, etc., rely on an

indicator of packet reception success and signal power on a packet level. Therefore, having a

single channel realization per packet would be sufficient. To meet these requirements, perfor-

mance models are often deployed. Depending on the produced output, performance models

can be divided in two types: propagation and packet error models.

Propagation models generate RSSI patters as a function of the distance. Essentially all

these models originate from the free space path loss model [41] that calculates propagation

attenuation as a function of distance between transmitter and receiver. With recent advances,

this simple model was extended to account for different LOS situations, environments, and

even site-specific properties such as street width, geographical shape of intersections, as well

as density and position of relevant scattering objects. Based on the model formulation one

should differentiate between empirical and analytical propagation models.

Empirical propagation models are derived from real-world measurements with off-the-shelf

devices and constitute the best fit of the average measured RSSI performance. The authors

of [51] used empirical V2V measurements performed with cooperative vehicle-infrastructure

systems (CVIS) communication platforms [1] in urban, rural, and highway environments.

They develop a simple channel model for simulation of large-scale vehicular ad-hoc networks

(VANETs). In their model, the dual-slope piecewise-linear approach is used for path loss

generation, Nakagami fading model for scattering and shadowing is fully neglected. The

authors of [109] go one step further in the level of the model detailedness and use real-world

measurements to estimate the effect of buildings on the radio communication between the

vehicles. The resulting shadowing model for urban environments, takes building geometry and

positions of sender and receiver into account. Next, realistic path loss values are generated

with the help of 2.5D models of buildings, e.g., OpenStreetMap. As pointed out in Section

2.1, not only buildings but also other scattering objects, for instance vehicles, have severe

impact on the signal propagation. To address these issues, the authors of [20] propose a

model that incorporates vehicles as obstacles in VANET simulation environments. Based

on the concepts of computational geometry, the authors model vehicles as 3D objects and

suggest a mechanism for calculating additional attenuation due to vehicles. Obviously, the

influence of the vehicles in this regard is growing with increasing vehicle dimension. For

instance, a bus driving between the transmitting and the receiving vehicles, might result in

additional propagation loss of up to 15 to 20 dB, as shown by the real-world measurements
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in [54]. Based on these observations, the authors suggest an empirical propagation model

for communication between two passenger cars in LOS conditions obstructed by a bus. V2V

communication in NLOS conditions, can be modeled with the empirical propagation model

presented in [72]. The proposed model is based on measurement data and allows to account

for the influence of inter-building distance.

On the other hand, analytical propagation models provide extensions of well-known theo-

retical path loss models, such as, e.g., two-ray ground reflection model or knife-edge diffraction

model. For example, the two-ray ground reflection model found its continuation in a two-

ray interference model, proposed in [108]. This model additionally takes into account the

interference of the ground reflection by considering the phase difference between direct and

reflected rays, as well as ground reflection coefficient. An example of a model inspired by the

knife-edge diffraction model can be found in [47]. This model calculates the path loss as a

function of distance between two vehicles and the presence of buildings takes into account.

The model can be applied to mimic V2V communication in LOS conditions, in NLOS condi-

tions with one corner of a building along the path, and NLOS conditions with corners of two

buildings along the path.

The aforementioned models cover only a small, but representative part of the existing

propagation models for packet level simulations. Considering even this subset it becomes ev-

ident that the detailedness of the models spans from very abstract models to models taking

into account the exact topology and the environment. Regardless of how detailed the prop-

agation models are, they do not (directly) provide information on whether or not a packet

was delivered to the dedicated receiver. This fact constitutes the main drawback of the afore-

mentioned models, because eventually every communication system is designed to transfer

information (most frequently in form of packets). Therefore, knowledge of RSSI alone is

not enough to evaluate system performance. Even though the indicator of packet reception

success can be derived from RSSI values, models capable of reproducing realistic packet-

error behavior are of great value. Depending on the method of the packet error statistics’

aggregation, we classify three types of packet error models:

• RSSI-based packet error models,

• simulation-based packet error models, and

• empirical packet error models.

RSSI-based packet error models determine whether or not a packet was successfully re-

ceived, based on the corresponding signal to interference plus noise ratio (SINR) at the

receiver. Whereas, the SINR is derived from the propagation mode generated RSSI. In gen-

eral there are two methodologies of mapping the SINR to the indicator of packet reception

success. The first one compares the SINR for each packet to certain threshold value and if the

threshold value is exceeded, the packet is considered as successfully received. This approach

was implemented for the highway propagation model presented in [100]. In [20], packet
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reception success was determined based on the threshold values defined in the dedicated

short-range communications (DSRC) standard [15]. The second methodology transforms the

SINR in to the packet error rate (PER) probabilistically, depending on the used modulation

and coding schemes. Such approach was adopted in [120], to design a packet error model

for V2V communication in highway scenarios. To develop this model, the authors modeled

the radio propagation and calculated the effective SINR for each packet with the WARP2

simulator. Consequently, an upper bound of the PER as a function of the SINR for different

IEEE 802.11p modulation and coding parameters, was derived analytically.

Simulation-based packet error models do not require RSSI values, but rather rely on

the binary packet reception information generated by simulation tools. In [65], linear least

squares curve fitting was used to fit PDR vs. distance curves obtained with ns-2 network sim-

ulator. The proposed simulation-based model calculates the probability of packet reception

in an IEEE 802.11p network based on four input arguments: distance between transmitter

and receiver, transmission power, transmission rate, and vehicular traffic density. Similarly,

the authors of [11] developed a packet error model that accounts for signal-to-noise ratio

(SNR), data rate, and packet length. As basis the authors used the data generated by an

implementation of the IEEE 802.11p physical layer (PHY) model in MATLAB Simulink. The

alternative PHY model implementation on the very same MATLAB Simulink platform was

used for packet error model proposed in [38]. Here, the authors used the simulated PER traces

to develop a Markov model and applied polynomial regression to remove the dependence on

SNR and Doppler shift.

In contrast to the previously introduced modeling approaches, empirical packet error

models rely on the packet error statistics obtained from the real-world measurements. These

models are the most realistic, but unfortunately also the most rare in the vehicular com-

munication domain. An example of empirical packet error model based on measurements

in a freeway-like environment can be found in [29]. In essence the modeling approach con-

sists of fitting the measured PER vs. distance curves. Not surprisingly, the results show

good agreement between model generated and measured PER traces. As mentioned by the

authors, the main disadvantage of this modeling approach is that it does not provide any

insights into physical dependencies leading to the obtained PER performance. As a conse-

quence, the model is only representative for the set of measurements used for curve fitting

and is thus limited in application. A further example of an empirical packet error model for

V2V communications in static and dynamic environments was presented in [118]. The au-

thors analyzed statistics of the consecutively lost/delivered packets and suggested a four state

Markov model, to reproduce measured packet error traces. The proposed model is able to

accurately reproduce average packet error performance in terms of packet loss statistics, but

does not include distance dependencies and is therefore not suitable for realistic simulations

of vehicular communications.

Concluding the overview of existing vehicular models, we want to stress that the catego-

rization presented here is by no means intended to serve as an ultimate guide for qualitative
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comparison of the models. Neither we want to favor any of the aforementioned modeling

approaches. The choice of the model is strictly dependent on simulation purposes and the

provided categorization shall merely help to maintain an overview.

2.3 Theoretical Framework

In this section we establish the theoretical framework that serves as a basis for the model

development and evaluation in Chapter 4. We first introduce the notion of a discrete-time

Markov chain (DTMC). Next, we discuss a special type of Markov models, called hidden

Markov models (HMMs) and underline the particularities of both. We further address as-

pects of state and parameter estimation associated with HMMs. Finally, we outline relevant

concepts for evaluation of the model performance.

2.3.1 Discrete-Time Markov Chains

In essence, DTMCs are subclass of stochastic processes and we therefore, begin this section

by introducing the concept of stochastic process. In a nutshell, a discrete-time stochastic

process X is a sequence of random variables x = (X1,X2, . . .) and is meant to represent the

evolution of not deterministic phenomena over time. The random variable Xt is referred to as

the state of the process at time t and it can take different values. The ensemble of all possible

values that the random variables in x can take is called the state space, and is denoted by S.
As a very simple example, consider sequential coin tossing. There are only two possible state

values and the state space is given as S = {HEADS,TAILS}. In general, states of stochastic

processes can take arbitrary values, for instance natural numbers, integers, or a subset of

any of those. If the state space consists of finite or countably infinite number of elements,

i.e., S = {−a, . . . ,−2,−1, 0, 1, 2, . . . , b} with some integers a, b > 0, the state space is called

finite. A discrete-time stochastic process with finite length is given as:

X = (X1,X2, . . . ,Xt, . . . ,XT ).

If in such a process the present state Xt depends on the past only via Xt−1 it is referred to as

DTMC of order 1. Let t be the present time and assume that the past state Xt−1 is known.

If X is a DTMC, the distribution of the state Xt will only depend on the past state Xt−1, i.e.,

knowledge of Xt−1 subsumes the information given by the entire past. We therefore have:

p(Xt | Xt−1,Xt−2, . . . ,X1) = p(Xt | Xt−1), ∀ t. (2.1)

The relation in (2.1) is called the Markov property. Straightforward use of conditional prob-

abilities shows that any process satisfying the following Markov property satisfies the more

general condition:

p(Xt+m, . . . ,Xt | Xt−1, . . . ,X1) = p(Xt+m, . . . ,Xt | Xt−1), ∀ t,m ≥ 0.
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Figure 2.1: State transition diagram for the two-state Markov chain with the state space
S = {HEADS,TAILS}. The edges are labeled with the corresponding state transition prob-
abilities.

The probability that the Markov chain at the next time instant is in state j, given that it is

currently in state i, is called state transition probability and is denoted as:

aij(t) = P{Xt+1 = j | Xt = i}. (2.2)

Clearly, the transition probabilities are 0 ≤ aij ≤ 1. If the transition probabilities are

independent of t, then the processes is said to be homogeneous. For homogeneous processes

we use the notation aij to denote the probability that the Markov chain moves into state j,

whenever it is in state i. The transition probabilities between all states of the state space

S = {1, 2, . . . , N} are given by the following N x N transition matrix A:

A =




a11 a12 . . . a1N

a21 a22 . . . a2N
...

...
. . .

...

aN1 aN2 . . . aNN




. (2.3)

From the definition of conditional probabilities it is straightforward to see that the sum of

every row of the transition matrix must be equal to one, i.e.,
∑
j∈S

aij = 1, ∀ i ∈ S.

A Markov chain can be represented graphically by a state transition diagram, a signal flow

graph, in which the vertices represent the states and the edges the transition probabilities.

Recall the coin tossing example described by the two-state Markov chain with the state space

S = {HEADS,TAILS}. Assume that the coin is “unfair” and has memory, meaning that

the transition probabilities are not equally likely and are given by the following transition

matrix:

A =

(
1/4 3/4

5/8 3/8

)
.

The state transition diagram for this two-state Markov chain is shown in Figure 2.1.

2.3.2 Hidden Markov Models

In the broadest sense, a HMM is a DTMC split into two components: an observable compo-

nent and an unobservable or “hidden” component. Let us assume that X is a DTMC with



2.3 Theoretical Framework 19

finite number of states S = {s1, s2, . . . , sN} and it is not observable. However, there exists

another DTMC Y with finite number of states V = {v1, v2, . . . , vM}, which depends proba-

bilistically on X and is observable. Then (X ,Y) is a HMM with N states and M observation

symbols. Adopting terminology from signal processing, we will refer to the unobserved com-

ponent X as the signal process and S as the signal state space, while the observed component

Y is called the observation process and V is the observation state space. To understand the

origin of the signal/observation process terminology one could think of a communication sys-

tem, in which a random signal X is transmitted through a noisy communication channel.

The receiver then observes a corrupted signal Y, from which the original signal need to be

reconstructed.

Just as in the case of DTMCs, the probability that the state i of S will be followed by

the state j is given by the transition probability aij. The set of all transition probabilities is

given by N x N transition matrix A (see Equations (2.2) and (2.3)). The probability of an

observation k in state j at time instance t is called emission probability and is denoted as:

bkj (t) = P{Yt = k | Xt = j}. (2.4)

The emission probabilities must satisfy 0 ≤ bkj ≤ 1 and can be written in form of an N x M

emission matrix B:

B =




b11 b21 . . . bM1
b12 b22 . . . bM2
...

...
. . .

...

b1N b2N . . . bMN




. (2.5)

The sum of every row of the emission matrix must be equal to one, i.e.,
∑
k∈V

bkj = 1, ∀ j ∈ S.
The HMM is called homogeneous, if both the transition matrix A and the emission matrix

B.

For the complete description of a HMM we only need to introduce the initial state dis-

tribution, which shows how large is the probability that the HMM will start in any of the

states from the signal state space and is denoted as:

π1 = (π1(1), π1(2), . . . , π1(N)), (2.6)

where π1(i) = P{X1 = i} ∀ i ∈ S. The set of model parameters Θ = (π1,A,B), including

the initial state distribution, the transition and the emission matrices, is sufficient to describe

any HMM.

In the context of communications, HMMs can be effectively applied for modeling the

signal transmission over burst-noise channels. The burstiness of a channel implies that once

an error occurs at time t, the chance of having errors in subsequent time instances tends

to be high. To model burst-noise channels, Gilbert [46] has suggested a simple HMM with

two states “good” and “bad” and two observation symbols “0” (no error) and “1” (error).
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GOOD
PE = 0

BAD
PE > 0

PGB

1− PGB

PBG

1− PBG

Figure 2.2: State transition diagram for Gilbert’s model.

That is, the signal state space is given as S = {GOOD,BAD} and the observation space as

V = {0, 1}. In Gilbert’s model the good state is always error-free, and in the bad state an

error occurs with some probability PE . The transition matrix of the Gilbert’s model is given

as:

A =

(
1− PGB PGB

PBG 1− PBG

)
, (2.7)

where PGB = P{Xt+1 = BAD | Xt = GOOD} denotes probability of changing from the good

state to the bad state, and PBG = P{Xt+1 = GOOD | Xt = BAD} denotes probability of

changing from the bad state to the good. The emission matrix of the Gilbert’s model is given

as:

B =

(
0 1

PE 1− PE

)
. (2.8)

The corresponding state transition diagram is shown in Figure 2.2.

Thus, the set of model parameters is given by the four probabilities Θ =

(π1(GOOD), PGB , PBG, PE)
1. Given the model parameters Θ, error patterns featuring a

realistic bursty structure can be generated with a simple two-phase algorithm (cf. Algorithm

2.1). In the first phase of the algorithm the state of the model is selected and in the second

phase a binary error pattern digit is produced.

2.3.3 Model Parameter Estimation

HMMs and Gilbert’s model in particular, are widely used for reproducing various realistic

phenomena, for instance error-prone transmission over a noisy channel with memory. To

ensure that the model reproduces the actual behavior of a real system, the model parameters

Θ = (π1,A,B) need to be carefully selected. Therefore an initial guess of the parameters is

made in some manner and then observations (training data) are used to find better suiting

parameters. This process is referred to as parameter estimation and is intended to update

the parameters such that the model is more likely to generate the training samples. There

exist no known way to analytically find an expression for a maximum likelihood estimate

of model parameters. However, by using an iterative procedure as, e.g., the Baum-Welch

algorithm [16], one could choose Θ such, that the probability to obtain the training data

given the model parameters is locally maximized.

1Here the initial state distribution is fully described by π1(GOOD), since π1(BAD) = 1− π1(GOOD).
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Algorithm 2.1 Error pattern generation algorithm with Gilbert’s model.

Input:
T - number of observations to be generated
Θ = (π1(GOOD), PGB , PBG, PE) - model parameters

for t = 1 to T do

Phase 1 - State selection

if t = 1 then
select state Xt ∈ S = {GOOD,BAD} according to π1(GOOD)

else
select state Xt ∈ S = {GOOD,BAD} according to (PGB , PBG)

end if

Phase 2 - Observation generation

if Xt =GOOD then
generate observation Yt ← 0⇒ no error

else
generate observation Yt ∈ V = {0, 1} according to PE

end if
end for

Output:
y = (Y1, Y2, . . . , YT ) - vector of observations (binary error pattern) of length T

To understand the Baum-Welch algorithm for parameter estimation we first need to in-

troduce the concept of forward and backward probabilities. The forward probability αt(i) is

defined as the probability of being in state i at time instance t and observing the training

sequence (Y1, Y2, . . . Yt) until time instance t, given the model parameters Θ:

αt(i) = P{Y1 = Y1,Y2 = Y2, . . . ,Yt = Yt,Xt = i; Θ}. (2.9)

The backward probability βt(i) is defined as the probability of observing the training sequence

(Yt+1, Yt+2, . . . , YT ) starting at time instance t + 1 till the end, given that the model is in

state i at time instance t and the model parameters Θ:

P{Y1 = Y1,Y2 = Y2, . . . ,YT = YT | Xt = i; Θ}. (2.10)

Since the forward probability αt(i) accounts for the part of the observation sequence up

to time t and the backward probability βt(i) accounts for the remaining observations, we

can calculate the probability of being in state i at time instance t, given the sequence of

observations y = (Y1, Y2, . . . , YT ) and the model parameters Θ as:

γt(i) = P{Xt = i | y; Θ} = αt(i)βt(i)

P{y; Θ} =
αt(i)βt(i)

N∑
i=1

αt(i)βt(i)

, (2.11)
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here P{y; Θ} =
N∑
i=1

αt(i)βt(i) is a normalization factor, which ensures that γt(i) is a probabil-

ity measure with
N∑
i=1

γt(i) = 1. Summing γt(i) over time would provide the expected number

of times that the state i is visited, or equivalently, the number of transitions made from the

state i:
T∑

t=1

γt(i) = expected number of transitions from state i. (2.12)

Similarly, we can calculate ξt(i, j), the probability of being in state i at time instance t

and in state j at time instance t+ 1, given the sequence of observations y = (Y1, Y2, . . . , YT )

and the model parameters Θ denoted as:

ξt(i, j) = P{Xt = i,Xt+1 = j | y; Θ} = P{Xt = i,Xt+1 = j,y; Θ}
P{y; Θ} , (2.13)

where P{y; Θ} is again a normalization factor. Applying forward and backward probabilities,

we obtain the following expression for ξt(i, j):

ξt(i, j) =
αt(i)aijb

Yk+1

j βt+1(j)

N∑
i=1

N∑
j=1

αt(i)aijb
Yk+1

j βt+1(j)

, (2.14)

where aij is the transition probability as defined in (2.2) and b
Yk+1

j is the probability of

emitting observation Yk+1 ∈ V in state j as defined in (2.4). The total expected number of

transitions from state i to state j can be calculated as the sum over all ξt(i, j):

T∑

t=1

ξt(i, j) = expected number of transitions from state i to state j. (2.15)

Applying the concept of counting event occurrences on the aforementioned quantities
T∑
t=1

γt(i) and
T∑
t=1

ξt(i, j), Baum proposed the following way of model parameter reestimation:

π0(i) = γ1(i) =⇒ expected number of times in state i at time instance t = 1,

ai,j =

T∑
t=1

ξt(i, j)

T∑
t=1

γt(i)

=⇒ expected number of transitions from state i to state j

expected number of transitions from state i
,

bkj =

T∑
t=1

s. t. Yt=k

γt(i)

T∑
t=1

γt(i)

=⇒ expected number of times emitting observation k in state j

expected number of times in state j
.

(2.16)
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It has been proven by Baum that either the observation sequence is more likely to be

produced by the model with reestimated parameters Θ = (π1,A,B), or the initial model

parameters define the critical point of the likelihood function, in which case Θ = Θ and no

better estimate can be found. The reestimation algorithm is terminated when either Θ = Θ

or the maximum number of iterations have been reached. Thus iteratively using Θ instead

of Θ and reestimating model parameters will eventually lead to a higher probability P{y; Θ}
of observing y from the model with parameters Θ.

The main drawback of this iterative parameter estimation algorithm is that it only finds

local maxima. Therefore, parameters selected by the iterative Baum-Welch algorithm for

the same training data may differ. To overcome this issue in the development stage of the

packet-error models presented in this thesis, we repeatedly estimated the model parameters

with the Baum-Welch algorithm 104 times and the choose parameters resulting in the largest

probability P{y; Θ}.

2.3.4 Model Performance Evaluation

The challenge of finding a model that represents training data in the most accurate way does

not only emerge in the context of parameter estimation, but is essential for modeling per se.

Since the main purpose of any model is to represent realistic phenomena with application-

defined accuracy, the decision about its quality is usually made by comparison of model

generated data with measured data. Therefore, the definition of meaningful and compre-

hensive measures to assess the agreement between modeled and measured results, comprises

the main focus of model performance evaluation. There exist a large number of metrics for

model performance evaluation. These metrics can be classified in two classes: statistical and

distance-dependent measures. The main difference between the two, is that the statistical

measures are intended to compare the structure of data sets, while the distance-dependent

measures evaluate the similarity of data sets as such.

Statistical measures can be broken in two parts: descriptive and inferential. Descriptive

statistical measures are used to quantitatively describe the data and to summarize them in

a way that facilitates visualization and interpretation. Interpretation of raw data and conse-

quently comparison between data sets is often quite challenging, due to the large amount of

information. To overcome this challenge the whole data set is often characterized by a single

value or measure. A variety of such numerical measures have been suggested, however the

proportion, or percentage, of data values in each category is still one of the most significant

descriptive statistical measures. In the context of packet-error modeling we suggest to quan-

titatively describe the data in terms of percentage of erroneous packets, denoted as P̂e.

The percentage of erroneous packets is defined as the ratio between the number of lost (Nlost)

and transmitted (Ntrans) packets and is directly related to total throughput as follows:

total throughput = (100 − P̂e) ·Ntrans · packet length. (2.17)
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As the relation between the two measures is straightforward, we will only provide the values

for P̂e in this thesis.

Although descriptive statistical measures are broadly used and well suited for characteriz-

ing the features of data samples, their outcomes cannot be used to characterize the population

as a whole. For instance if one particular measurement resulted in P̂e of 20%, we cannot

claim that all other measurements in the same settings will have exactly the same percentage

of erroneous packets. In contrast, inferential statistical measures use data from a sample to

draw conclusions about the whole population. A broadly used inferential statistical measure

is hypothesis testing. For hypothesis testing, first a tentative assumption about certain pa-

rameter or distribution is made. Next, sample data is used to determine whether or not the

initial assumption is valid. One of the most practical and general approaches for comparing

two data samples in this way is the so-called two-sample Kolmogorov-Smirnov test. It is a

nonparametric method2 used to test, whether two samples come from the same distribution.

Suppose that we want to test, whether the two samples x = (X1,X2, . . . ,Xm) of size m

and y = (Y1, Y2, . . . Yn) of size n come from the same distribution. We therefor calculate

empirical cumulative distribution functions (CDFs) of the two samples, denoted as Fm(x)

and Gn(x). Next, we make the initial assumption, also called null hypothesis and denoted

by H0, that the two samples come from the same distribution, i.e., H0 : Fm(x) = Gn(x).

The alternative hypothesis is that two samples come from different distributions, i.e., H1 :

Fm(x) 6= Gn(x). The Kolmogorov-Smirnov statistic is defined as:

DKS = sup
x
|Fm(x)−Gn(x)|, (2.18)

which is simply the largest vertical distance between the two empirical CDFs. The null

hypothesis H0 is rejected at significance level α if:

DKS ·
√
l > λ0. (2.19)

Whereas in the contrary case the test does not lead to the rejection of H0. In (2.19) l = n·m
n+m

is simply a normalization factor, taking into account the length of both samples. While

λ0 is a value, such that the CDF Q(λ0), defined as Q(λ0) = P{DKS ·
√
l ≤ λ0}, satisfies

Q(λ0) = 1 − α. For the most frequently used significance levels α, the values of λ0 can be

found in the form of tables (see, e.g., [40]). For α = 0.05 the threshold value equals λ0 = 1.36.

Hence if DKS ·
√
l > 1.36 the null hypothesis is rejected, leading to the conclusion that two

samples come from different distributions. If however, the null hypothesis is accepted it is

interesting to evaluate the value of Q(λ) at λ = DKS ·
√
l. The relationship between λ and

2In this context nonparametric method means that it does not assume data to be sampled from any
particular distribution.
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Q(λ) is given by the Kolmorogov’s theorem [66], which shows that for sufficiently large l:

Q(λ) =





l∑
i=−∞

(−1)i exp(−2i2λ2) for λ > 0,

0 for λ ≤ 0

. (2.20)

Thus, the closer Q(λ) is to 1, the more similar are the distributions of the two samples x

and y. In this sense Q(λ), also referred to as p-value can be seen as a bounded measure of

similarity in distribution of two samples.

Although statistical measures can be successfully employed for quantitative comparison

of average performance, they are well suited for evaluation of the difference between the

samples that change their properties over time or distance. To clarify this statement let’s

consider a packet-error trace resulting from a V2I measurement as an example. It is obvious

that the PDR, defined as the ratio between the number of received and transmitted packets,

is decreasing with increasing distance between the transmitter and the receiver. Therefore,

in the context of this example the PDR is the a property that changes over the distance.

A good packet-error model will not only reproduce the percentage of erroneous packets, but

will also mimic the realistic dependence of PDR on the distance. Therefore we would like to

evaluate the difference between the measured and modeled PDR samples at every distance

point. For that reason we introduce the following distance-dependent measures used for

model performance evaluation in this thesis:

• Kullback-Leibler divergence (KLD) between two vectors x and y is a measure of

deviation between the vectors and is defined as:

DKL(x,y) =

N∑

i=1

(
Xi log

(
Xi

Yi

)
−Xi + Yi

)
. (2.21)

It is a non-negative measure, meaning that DKL(x,y) ≥ 0, for any x and y. We have

DKL(x,y) = 0 if and only if x = y. The larger the incongruity of the vectors x and y,

the greater is the value of DKL(x,y). To avoid numerical problems when calculating

KLD, we assign a value of 10−10 for all elements Yi ∈ y such that Yi = 0. If x and y

are probability vectors, which implies that
n∑

i=1
Xi = 1 and

m∑
i=1

Yi = 1, KLD is the same

as relative entropy and is given as DKL(x,y) =
N∑
i=1

Xi log
(
Xi

Yi

)
.

• Mean squared error (MSE) is defined as the elementwise average of the squared

difference between two vectors x and y and is calculated as follows:

MSE(x,y) =
1

N

N∑

i=1

(Xi − Yi)
2. (2.22)

Similarly to the KLD, the MSE is a non-negative measure and we have MSE(x,y) = 0,

if and only if x = y.
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Both the KLD and the MSE are not upper bounded. Therefore they are bet-

ter suited for relative comparison rather then for quantitative. In other words, if

DKL(x,y) >DKL(x,z), or alternatively MSE(x,y) >MSE(x,z), we can conclude

that vector z is certainly more similar to vector x as y (in KLD or MSE, sense). How-

ever, neither the KLD nor the MSE value will answer the question, to what extent

vector x is more similar to z than to y.

• To allow a quantitative comparison we introduce the collinearity as an upper bounded

distance-dependent measure. According to the definition in [55], the collinearity be-

tween two vectors x and y is given as:

γ(x,y) =
〈x,y〉
‖x‖‖y‖ =

N∑
i=1

Xi · Yi

N∑
i=1
|Xi| ·

N∑
i=1
|Yi|

. (2.23)

The collinearity becomes 1 if and only if x = y, and 0 if the two vectors are orthogonal.

In this sense based on the measure of collinearity, we can perform not only relative but

also quantitative comparison.

In Equations (2.21)–(2.23), N is the number of elements in the vectors x and y. If the

number of elements in both vectors is not the same, N = max(n,m) is the number of elements

in the longest vectors among x and y. We perform zero-padding to ensure that both vectors

have the same length N .

Despite the versatility of the aforementioned measures, none of them is capable to provide

a comprehensive statement about the similarity of two observation samples. Therefore, nei-

ther statistical nor distance-dependent measures, bounded or unbounded, should be used as

a sole criterion for model performance evaluation. Instead we suggest to use a combination of

different measures, to assess model performance as conclusive and well-founded as possible.
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Vehicle-to-Infrastructure

Performance Measurements

3.1 Vehicular Performance Measurement Campaigns

In this section we summarize the details of three measurement campaigns: ROADSAFE2010,

ROADSAFE2011, and iTETRIS. The first two measurement campaigns were performed in

highway environments in Austria. They serve as a basis for the performance evaluation

of vehicle-to-infrastructure (V2I) communications presented in this chapter. The iTETRIS

measurement campaign was performed in urban environments in Italy. The data gained

from this measurement campaign is used to parametrize the environment-aware performance

model introduced in Chapter 4.

All these measurements are focused on evaluation of the performance of V2I communica-

tions under various settings and conditions. For this purpose, in each experiment the roadside

unit (RSU) equipment was installed at preselected locations. The RSU equipment consists

of an IEEE 802.11p-compliant transmitter that is connected to the transmit antenna. The

transmit antenna is mounted above the vehicle level. The RSU transmits packets of a prede-

fined format in broadcast mode. The payload of each transmitted packet includes a unique

packet identifier. In each experiment, there was only one active RSU at a time. Therefore,

all results presented in this thesis correspond to interference-free communication.

For packet reception, on-board unit (OBU) equipment was placed inside a test vehicle.

The OBU equipment consists of an IEEE 802.11p-compliant receiver that is connected to

the receive antenna and to a global positioning system (GPS) module. The test vehicle was

driving by the RSU and recording the received signal. There was no uplink signaling of

any kind and communication was performed outside the context of a basic service set mode

(avoiding latency caused by channel scanning, authentication and association phases).

27
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Table 3.1: RSU locations for the ROADSAFE2010 measurement campaign.

Latitude Longitude

Position 1 48.1264 16.3934

Position 2 48.1515 16.4870

(a) RSU at position 1. (b) RSU at position 2.

Figure 3.1: Environment at RSU locations for the ROADSAFE2010 measurement campaign.
The red circles indicate position of the RSU.

For each detection event, the OBU recorded time and location (provided by the GPS

receiver) along with the corresponding received signal strength indicator (RSSI). For the

purpose of accurate RSSI estimation, the equipment was carefully calibrated through lab-

oratory measurements. All detection events underwent a cyclic redundancy check (CRC)

to determine whether the detected packet was decoded correctly or not. If the packet was

decoded correctly, the unique packet identifier was extracted from the payload. The packet

identifiers were used in the post processing stage to create a binary packet-error pattern

containing information about all detection events. This error pattern together with the GPS

data and the RSSI values were used for performance evaluation and modeling.

In the following, we provide a detailed description of the equipment and settings used in

each of the measurement campaigns.

3.1.1 ROADSAFE2010

The ROADSAFE2010 measurements were conducted in September 2010 in the framework of

project ROADSAFE [6]. In these measurements we investigated the influence of the transmit

parameters, RSU antenna type, and antenna gain on the performance of V2I communications.

Furthermore, we analyzed the impact of tunnel environments on the signal propagation.

The measurements were performed at two different locations on highways S1 and A4,

hereafter denoted as position 1 and position 2, respectively. The exact RSUs positions are

provided in Table 3.1. The surrounding environment is illustrated in Figure 3.1. Here, the

RSU positions are indicated by red circles. The highway stretch near the RSU position 1

consists of two driving lanes in each direction. The highway is bordered by grass-covered

embankments from both sides, creating a kind of a canyon (cf. Figure 3.2c). As shown in

Figure 3.1a, the environment at position 1 is rural, with no significant impairments in the
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Table 3.2: RSU antenna parameters for the ROADSAFE2010 measurement campaign.

Parameter
Value

Antenna 1 Antenna 2 Antenna 3 Antenna 4

Type omni-directional directional directional directional

Gain [dBi] 9 6 10 13

EIRP [dBm] 20.3 12.8 16.8 19.8

3 dB BW hor./ver. [◦] 360 / 14 60 / 60 35 / 35 42 / 23

Polarization vertical RHCP RHCP RHCP

Height [m] 9.1 7.1 7.1 7.1

(a) RSU antenna 1. (b) RSU antennas 2-4. (c) RSU antenna mounting.

Figure 3.2: RSU antennas for the ROADSAFE2010 measurement campaign.

direct vicinity of the RSU, apart from a tunnel and an overpass. The 300m long tunnel ends

150m before the position of the RSU and the overpass is located 140m behind the RSU. The

RSU position 2 is located on a two-lane highway, next to a junction. This highway connects

the city of Vienna with the international airport of Vienna. This implies dense traffic and

a significant amount of road signs. Apart from that the environment can be categorized

as semi-rural with vegetation along the roadside, as shown in Figure 3.1b. At either RSU

position, the measurements were performed in both driving directions.

As transmitters we used two nodes of the so-called cooperative vehicle-infrastructure

systems (CVIS) platform [1], equipped with a radio module implementing the IEEE 802.11p

protocol. We placed the transmitter platforms inside a weather protected cabinet next to a

highway gantry, where it was connected to the mains and a local area network (LAN). The

LAN connection was used for remote control of the transmitters. The radio frequency (RF)

front end of the CVIS platform was connected with a low-loss cable to the RSU antenna

under test. For measurements at position 1, a set of two directional RSU antennas was

used. One of the antennas was radiating in the direction of the tunnel exit and the other

in the opposite direction along the highway (cf. Figure 3.2b). Both directional antennas

were mounted directly on the metallic constructions of the highway gantry, at a height of

7.1m above ground. The directional antennas were connected to the transmitter platform

via a 3 dB power splitter followed by a 17m long low-loss cable. To analyze the effect of the
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(a) OBU antenna 1. (b) OBU antenna 2.

Figure 3.3: OBU antennas for the ROADSAFE2010 measurement campaign.

transmit antenna gain, we have used three sets of directional antennas, subsequently denoted

as RSU antenna 2, RSU antenna 3, and RSU antenna 4. All three antennas were placed in

the same antenna housing. At RSU position 2, an omni-directional antenna manufactured

by “SMARTEQ” was used. We refer to this antennas as RSU antenna 1. Similarly to the

RSU antennas 2 to 4, this antenna was mounted on a highway gantry. On top of a 1m

long metallic mast. We used the mast to ensure that the metallic gantry construction does

not affect the radiation pattern of the antenna and homogeneous coverage is obtained in all

directions. To connect antenna 1 to the RF front end of the CVIS transmitter a cable of

the same length and type as for antennas 2 to 4 was used. At both RSU positions, the RSU

antennas were mounted on the right side of the highway gantry in direction of driving, closer

to the roadside. The detailed characteristics of the transmit antennas are summarized in

Table 3.2.

As receiver we used another node of the CVIS platform. The receiving node was placed

inside the test vehicle, where it was connected to a power supply and a laptop. The laptop

was used to control the recording process. The RF front end of the receiver was connected to

the OBU antenna under test. The CVIS platform has an internal GPS receiver and therefore

it requires a GPS antenna in addition to the OBU antenna. In these experiments two types

of OBU antennas were used: (i) a CVIS vehicle rooftop antenna unit (cf. Figure 3.3a) and (ii)

a windshield antenna (cf. Figure 3.3b). We denote the CVIS vehicle rooftop antenna unit as

OBU antenna 1. It contains five individual antennas including antennas for communications

access for land mobiles (CALM) M5, CALM 2G/3G, dedicated short-range communications

(DSRC), wireless local area network (WLAN), and GPS. In our measurements only the

CALM M5 and GPS antennas were utilized for signal reception and positioning, respectively.

The CVIS antenna for CALM M5 communication is a vertically polarized double-fed printed

monopole and has a radiation pattern close to isotropic. The nominal antenna gain is 6.5 dBi.

The OBU antenna 1 was mounted using magnets in the center of the rooftop of the test vehicle

(cf. Figure 3.3a). The windshield antenna is a circularly polarized directional antenna with a
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Table 3.3: Measurement parameters for the ROADSAFE2010 measurement campaign.

Parameter
Value

Setting 1 Setting 2 Setting 3

Data rate [Mbit/s] 6 6 12

Packet length [Bytes] 200 1554 200

Transmit rate [packets/s] 1600 400 2100

Transmit power [dBm] 16

Center frequency [MHz] 5880

Average speed [km/h] 100

nominal antenna gain of 6 dBi. The antenna was mounted on the inner side of the windshield

next to the front passenger seat, as shown in Figure 3.3b. We denote this antenna as OBU

antenna 2.

To test the influence of the transmit parameters on the performance of V2I communica-

tions we have performed experiments with three different settings. In setting 1, we transmit-

ted 200Bytes long packets at a data rate of 6Mbit/s. This corresponds a QPSK modulation

with code rate 1/2. In setting 2, we transmitted 1554 Bytes long packets at the same data rate

of 6Mbit/s. This packet length corresponds to the maximum allowed packet size of the CVIS

transmitter. Finally, in setting 3, 200Bytes long packets were transmitted at a data rate of

12Mbit/s, corresponding to 16-QAM modulation with code rate 1/2. The packets were sent

at the maximum rate achievable by the CVIS transmitter. This rate was varying depending

on the chosen parameter setting. In particular, the transmit rate amounts to 1600 packets/s,

400 packets/s, and 2100 packets/s for settings 1, 2, and 3, respectively. The transmit power

was set to 16 dBm. The resulting equivalent isotropically radiated power (EIRP) values for

the different RSU antennas are provided in Table 3.2.

The measurements were performed at a center frequency of 5880MHz with real vehicular

traffic. The average test vehicle velocity was 100 km/h (27.8m/s) with marginal deviations

due to traffic. The parameters of the ROADSAFE2010 campaign are summarized in Table

3.3.

3.1.2 ROADSAFE2011

The ROADSAFE2011 measurements were conducted in August 2011 in the framework of

project ROADSAFE [6]. The emphasis of this measurement campaign was on the influence

of realistic highway impairments as well as the impact of OBU antenna gain and type on the

quality of V2I communications. For this purpose, four RSU positions were selected along

highway A4. The exact positions of the RSUs are provided in Table 3.4. The surrounding

environment is illustrated in Figure 3.4. Here, the RSU positions are indicated by red circles.

The highway A4 connects the city of Vienna with the international airport of Vienna. This

implies dense traffic and a significant amount of road signs. As shown in Figure 3.4a, the
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Table 3.4: RSU locations for the ROADSAFE2011 measurement campaign.

Latitude Longitude

Position 1 48.1540 16.4801

Position 2 48.1474 16.4994

Position 3 48.1423 16.5177

Position 4 48.1402 16.5221

(a) RSU at position 1. (b) RSU at position 2.

(c) RSU at position 3. (d) RSU at position 4.

Figure 3.4: Environment at RSU locations for the ROADSAFE2011 measurement campaign.
The red circles indicate the positions of the RSUs.

environment in the vicinity of RSU position 1 is semi-rural, with vegetation on the road-

side. The RSU positions 2 to 4 were selected in an industrial area, next to a refinery, as

shown in Figures 3.4b to 3.4d. There is a noise protection wall on one side of the highway,

starting exactly at RSU position 2 and ending 120m after RSU position 4. On the other

side of the highway there is almost no vegetation. Except for RSU position 1, all highway

segments selected for the measurements are straight, with three lanes in both directions. The

measurements were performed in both driving directions at all RSU positions.

For these measurements, an IEEE 802.11p-compliant transmitter (provided by Kapsch

TrafficCom )was used. It consists of an embedded personal computer (PC) with ethernet

connection and protection units, e.g., for overvoltage protection. The PC is needed for

remote control of the transmitter. Additionally, a GPS receiver is installed in order to deliver

sync pulses to the transmitter. The RF front end of the transmitter was connected to two

directional antennas by a low-loss cable followed by a 3 dB power splitter. One of these

antennas is shown in Figure 3.5a. The antennas were mounted directly on the metallic
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Table 3.5: RSU antenna parameters for the ROADSAFE2011 measurement campaign.

Parameter Value

Type directional

Gain [dBi] 14

EIRP [dBm] 12.2

3 dB BW hor./ver. [◦] 40 / 30

Polarization vertical

Height [m] 7.1

(a) RSU antenna 5. (b) OBU antenna 3. (c) OBU antenna 4.

Figure 3.5: RSU and OBU antennas for the ROADSAFE2011 measurement campaign.

constructions of the highway gantry in a height of 7.1m and were pointing in both directions

of the highway. We denote this antenna as RSU antenna 5. The detailed characteristics of

RSU antenna 5 are given in Table 3.5.

As receiver we used the same CVIS platform as in the ROADSAFE2010 measurement

campaign. The receiving node was placed inside of the test vehicle, where it was connected

to a power supply and a laptop. The laptop was used to control the recording process. The

RF front end of the receiver was connected to the OBU antenna under test. During the

ROADSAFE2011 experiments, we used three different OBU antennas. One of them was

the same CVIS vehicle rooftop antenna as in the ROADSAFE2010 measurement campaign.

The detailed characteristics of this antenna can be found in Section 3.1.1. Furthermore, we

used the planar OBU antenna shown in Figure 3.5b. This antenna consists of a single planar

element with patterns for CALMM5 and GPS. The patch itself forms the GPS antenna which

is tuned by the location of the feed posts and the corner cuts. The CALM M5 antenna is

formed by a ring slot structure etched into the substrate above the GPS patch. This results in

an omni-directional vertically polarized CALMM5 antenna with a gain of 4 dBi. The antenna

is packaged into a molded plastic housing with integrated magnets. We denote this antenna

as OBU antenna 3. We also used the surface mount antenna shown in Figure 3.5c. This is a

wideband (1.7 - 6.0GHz) antenna with an omni-directional radiation pattern, manufactured
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Table 3.6: Measurement parameters for the ROADSAFE2011 measurement campaign.

Parameter Value

Data rate [Mbit/s] 6

Packet length [Bytes] 500

Transmit rate [packets/s] 150

Transmit power [dBm] 17

Center frequency [MHz] 5880

Average speed [km/h] 100

by “Mobile Mark”. It has a ground plane independent omni-directional configuration and a

gain of 5 dBi. The antenna radome consists of plastic with a heavy metal base and a threaded

feed-thru. The bottom mounting plate is outfitted with a gasket for a watertight seal. We

denote this antenna as OBU antenna 4. All OBU antennas were mounted using magnets in

the center of the rooftop of the test vehicle.

The measurements were performed at the center frequency of 5880MHz with real vehicular

traffic. The average test vehicle velocity was 100 km/h (27.8m/s) with marginal deviations

due to traffic. As transmit parameters we used 500 Bytes long packets at a data rate of

6Mbit/s, corresponding to QPSK modulation with code rate 1/2. However, the transmit

rate was restricted to 150 packets/s only, which is significantly lower than for the ROAD-

SAFE2010 measurements. Therefore, a quantitative comparison of the throughput obtained

in these measurement campaigns is not possible. The transmit power was set to 17 dBm and

the resulting EIRP with RSU antenna 5 is 12.2 dBm (cf. Table 3.5). The complete set of

measurement parameters is given in Table 3.6.

3.1.3 iTETRIS

The iTETRIS measurement campaign was conducted in the city of Bologna, Italy as part

of the European FP7 project iTETRIS [2]. The main focus of this extensive field testing

campaign was to analyze the impact of urban characteristics on the quality of V2I commu-

nications. The results of the campaign were presented in [49] and the measurement traces

were openly released to the research community [3].

To analyze the impact of urban characteristics, 22 RSU locations were carefully selected

on 20 km of urban road network. Analyzing the street topology at the measurement locations,

we identified four types of urban street layouts. The identified street layouts are as follows:

Layout 1 - street surrounded by buildings from both sides.

Layout 2 - street surrounded by buildings from one side and by vegetation from the

other side.

Layout 3 - street surrounded by vegetation from both sides.
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Table 3.7: RSU locations for the iTETRIS measurement campaign.

Latitude Longitude Street name Driving
direction

Street layout 1

Primary 44.4946 11.3143 A. Costa East

Secondary 44.4947 11.3284 A. Costa East

Street layout 2

Primary 44.4844 11.3559 G. Gozzadini West

Secondary 44.5021 11.3530 A. Massini North-East

Street layout 3

Primary 44.4863 11.3397 E. Panzacchi East

Secondary 44.5012 11.3310 S. Porrettana South-East

Street layout 4

Primary 44.5024 11.3179 A. Saffi North-West

Secondary 44.4986 11.3096 M. Gandhi West

Layout 4 - open area street.

The detailed topological parameters of each street layout are provided in Section 4.4. For

each street layout, we selected two representative RSU locations, the exact positions of which

are given in Table 3.7. Figure 3.6 illustrates the environment at the selected locations. Here,

the RSU positions are indicated by red circles. Figure 3.6 only shows the environment to one

side of the RSU, which is in contrast to Figures 3.1 and 3.4. This is due to the fact that in

iTETRIS, the measurements were performed only to one side of the RSU. The performance

was evaluated for both driving directions.

As transmitter, an IEEE 802.11p DENSO wireless safety unit (WSU) prototype controlled

by a standard laptop was used. The RF front end of the transmitter was connected using an

LMR400 antenna cable to RSU antenna. The cable was 14m long, resulting in a cable loss of

approximately 5 dB cable loss. As RSU antenna, an ECO12-5800 omni-directional antenna

was used, detailed characteristics of which are given in Table 3.8. The antenna was placed

on top of a portable pneumatic telescope mast with a maximum height of 11m. To emulate

possible RSU deployments, three different antenna heights were tested. In this thesis, we

focus on measurements with an antenna height of 6.5m.

As receiver another unit of the IEEE 802.11p DENSO WSU prototype was used. The

RF front end of the receiving platform was connected using a 3m long LMR240 antenna

cable to the OBU antenna. The resulting cable loss amounts to approximately 3 dB. As OBU

antenna, a Nippon omni-directional antenna with 0 dBi gain was used. Additionally, two

Novatel SMART-V1-2US-PVT GPS receivers were employed at the receiver side. All these

antennas were placed on the roof of the test vehicle.
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(a) Street layout 1 primary measurement. (b) Street layout 1 secondary measurement.

(c) Street layout 2 primary measurement. (d) Street layout 2 secondary measurement.

(e) Street layout 3 primary measurement. (f) Street layout 3 secondary measurement.

(g) Street layout 4 primary measurement. (h) Street layout 4 secondary measurement.

Figure 3.6: Environment at RSU locations for the iTETRIS measurement campaign.

Table 3.8: RSU antenna parameters for the iTETRIS measurement campaign.

Parameter Value

Type omni-directional

Gain [dBi] 12

EIRP [dBm] 27

3 dB BW hor./ver. [◦] 360 / 7

Height [m] 6.5
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Table 3.9: Measurement parameters for the iTETRIS measurement campaign.

Parameter Value

Data rate [Mbit/s] 6

Packet length [Bytes] 126

Transmit rate [packets/s] 10

Transmit power [dBm] 20

Center frequency [MHz] 5890

Average speed [km/h] 40

The measurements were performed at a center frequency of 5890MHz with real vehicular

traffic. The average test vehicle velocity was 40 km/h (11.1m/s) with marginal deviations

due to traffic. Packets of 126Bytes length were transmitted using a data rate of 6Mbit/s,

corresponding to a QPSK modulation with code rate 1/2. The transmit rate was set to

10 packets/s. The transmit power was set to 20 dBm, resulting in an EIRP of 27 dBm (cf.

Table 3.8). The parameters of the iTETRIS measurement campaign are summarized in Table

3.9.

3.2 Definition of Key Performance Indicators

To enable comparability of the V2I measurements performed with different parameter set-

tings, equipment, and in different environments, we define a set of key performance indicators

(KPIs) in this section.

The measured data used for communication performance evaluation is in the form of

binary packet-error patterns, in which “1” indicates a lost packet and “0” indicates a suc-

cessfully decoded packet. These binary packet-error pattern as a function of the distance

between RSU and OBU are the basis for our performance evaluation. However, packet-error

patterns are not well suited for quantitative assessment and comparison. To avoid the visual

representation of the packet-error pattern, we introduce the packet delivery ratio (PDR).

The PDR is defined as the number of packets that were successfully decoded in the distance

interval ∆d divided by the number of packets transmitted during this interval. Thus, we

have PDR ∈ [0, 1], where PDR = 0 means that all transmitted packets were lost and PDR

= 1 means that all transmitted packets were successfully decoded. To calculate the PDR as

a function of the relative distance from the RSU, we first need to define the length of the

sliding window ∆d. Once ∆d is defined, we place the sliding window at the position of the

first detection event d1, such that it starts at distance d1− ∆d
2 and ends at d1+

∆d
2 . Next, we

calculate the PDR based on the part of the packet-error pattern inside the sliding window

and place the resulting value at position d1. Finally, we shift the sliding window by 1m in

the driving direction and calculate the next PDR value. We repeat this procedure until the
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Figure 3.7: Influence of the sliding window size ∆d on the PDR as a function of the relative
distance.

position of the last detection event in the measurement is reached. In this manner, we obtain

one PDR value for each meter.

Figure 3.7 illustrates PDR curves vs. relative distance calculated with different sliding

window sizes. Here, the origin of the abscissa (0m) corresponds to the position of RSU.

Negative values on the abscissa indicate positions of the vehicle approaching the RSU. The

positive distances represent positions after passing by the RSU. These results underline the

importance of the choice of ∆d. If the length of the sliding window is too short, there will

be not enough observations for calculation of the PDR. As a consequence, the PDR values

tend to be close to 0 or 1 and the curve won’t be smooth (cf. red dashed line in Figure

3.7). On the other hand, a too long sliding window averages out important environmental

effects, as shown by solid green and blue lines in Figure 3.7 for ∆d = 50m and ∆d =

250m, respectively. Therefore, the sliding window should not be longer then the distance,

within which the channel remains approximately constant. According to results in [83], this

stationarity distance for vehicle-to-vehicle (V2V) channels is different in urban and highway

environments. It depends on the relative vehicle velocity and on the number of scatterers, and

it is time-variant. For urban environments the mean stationarity distance is approximately

11, 7m, while for highway environments it amounts to approximately 37m. The stationarity

distance for V2I measurements should be even larger, since the influence of the scatterers is

not as strong as in V2V measurements. However, the exact values of the stationarity distance

in V2I scenarios are not known. Therefore, we take stationarity distance for V2V scenarios

as a guideline and suggest to use ∆d = 10m for the PDR calculation.

As can be seen from Figure 3.8a, the PDR is strongly distance dependent and is not sym-

metric around the position of RSU. However, for reasons of simplicity, the PDR performance

is often assumed to be symmetric and is given as a function of the absolute distance. Figure

3.8b illustrates the PDR vs. absolute distance derived from the PDR vs. relative distance

curve shown in Figure 3.8a. Here, the PDR at absolute distance |d| is given by arithmetic

mean of PDRs at relative distances −d and d.

Based on the definition of the PDR as a function of the absolute distance, we now define

the following KPIs:

• The Reliable communication range (RCR), introduced in [49], is the range over which
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Figure 3.8: Example of the PDR as a function of the relative and absolute distance.

high quality communications can be established. It is defined as the absolute distance

from the RSU, within which the PDR values are greater than 0.7, as shown by the

green arrow in Figure 3.8b. As can be seen from this example, the PDR drops below

the threshold of 0.7 several times (e.g., at 180 m and at 260 m). For these cases, we

define a subthreshold of 0.5 and define the RCR as the distance at which the PDR

is larger than 0.7 for the last time, before dropping below 0.5. We also note that for

certain operation modes, the PDR values in the close vicinity to (or directly under)

RSU are below the threshold of 0.7. These PDR values are excluded from the RCR

calculation.

• The Unreliable communication range (UCR), introduced in [49], is the distance at which

the PDR drops below 0.1 for the first time, as shown by the red arrow in Figure

3.8b. Therefore, for RCR≤ |d| ≤UCR, we cannot guarantee reliable communication.

The communication quality achievable in this range is nevertheless sufficient for some

vehicular applications.

• The throughput is the number of packets decoded during one measurement multiplied

by the packet length. It is directly related to the percentage of erroneous packets

P̂e by (2.17). Therefore, we restrict to throughput values for most of the measurement

evaluations presented in this chapter. However, in some cases as, e.g., in Section 3.5, it is

useful to analyze the percentage of erroneous packets in addition to the throughput. The

percentage of erroneous packets facilitates a quantitative comparison of measurements

with different transmit parameters.

3.3 Data Rate and Packet Length

In this section, we analyze the influence of the transmit parameters on the performance of

V2I systems. In particular, we seek for a set of transmit parameters yielding the largest

throughput at a constant transmit power. Parts of the material presented in this section

have been published in [104].



40 Chapter 3. Vehicle-to-Infrastructure Performance Measurements

Figure 3.9: Schematic illustration of driving direction with RSU antenna on highway side.

One possible approach to achieve larger throughput is to increase the packet length,

thereby decreasing the overhead. The main disadvantage of this approach is the deterioration

of the preamble-based channel estimates due to the increased transmission time. This is

especially true in the highly time-variant vehicular propagation environments. Furthermore,

for a given bit error probability, it is more likely to observe a bit error, and thus a packet-error,

in a longer packet. Therefore, we expect that the error fraction will grow with increasing

packet length. Another possibility to achieve higher throughput is to use higher data rates.

In this case, the time required to transmit a packet will be reduced, resulting in higher quality

of channel estimates.

To check these claims, we compare the results of experiments performed with three differ-

ent settings, details of which are given in Table 3.3. The measurements were performed in the

framework of ROADSAFE2010 at RSU position 1. The coordinates of the RSU are provided

in Table 3.1 and the respective environment is shown in Figure 3.1a. As transmit antenna,

we used RSU antenna 3, detailed characteristics of which are given in Table 3.2. As receive

antenna, OBU antenna 1 was used, characteristics of which can be found in Section 3.1.1.

Measurements were performed in both driving directions. The part of the measurements in

which the test vehicle was driving directly under the RSU antenna is referred to as on RSU

side. The measurements performed in the other driving direction are referred to as opposite

direction. This difference in driving direction is schematically illustrated in Figure 3.9. All

results presented in this section are calculated as an average over 10 repetitions of the same

measurement.

We first consider the measurements performed on RSU side. Figure 3.10a shows the aver-

age PDR vs. absolute distance performance for different system parameters. Here, the result

for setting 1 (6Mbit/s, 200 Bytes) is shown by the blue curve, the performance for setting 2

(6Mbit/s, 1554 Bytes) is demonstrated by the red curve, while the green curve represents the

measurements with setting 3 (12Mbit/s, 200Bytes). From these results, we conclude that

both, higher data rate and larger packet size lead to a significant performance degradation

in terms of the PDR. Besides the PDR degradation we also obtain a considerable decrease

of the communication range. The results presented in Table 3.10 show that in measurements

with longer packets (setting 2) the RCR is reduced by 40% and the UCR is reduced by 12%.

For higher data rate (setting 3) we obtain up to 55% and 30% decrease in the RCR and
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Table 3.10: Comparison of system performance achievable for different transmit parameters
in different driving directions.

Parameter Mean Mean Mean
settings throughput [Mbit] RCR [m] UCR [m]

On RSU side

Setting 1 67 250 430

Setting 2 116 150 380

Setting 3 61 115 300

Opposite direction

Setting 1 56 220 490

Setting 2 97 150 440

Setting 3 48 80 300
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Figure 3.10: Performance comparison for different transmit parameters.

UCR, respectively. However, when using longer packets the throughput is increased by more

than 70%. On the other hand doubling the data rate resulted in a throughput decrease of up

to 10%. We thus conclude that in contrast to our initial expectations, shortening the packet

duration by using a higher-order modulation scheme yields a performance degradation. This

can be explained as follows:

1. In the considered measurement setup, the RSU antenna was mounted high above the

road. Consequently, there was always a strong line-of-sight (LOS) component between

transmitter and receiver. Therefore, the underlying channel is less time-variant com-

pared to V2V channels and the aforementioned dependence between the packet length

and the channel estimation accuracy is less pronounced.

2. On the other hand, higher data rates impose increased signal-to-noise ratio (SNR)

requirements. More precisely, for the same transmit power, the constellation symbols

of higher-order modulation schemes are spaced more densely. Consequently, for higher

data rates, the same SNR results in a lower PDR.

To support the latter statement Figure 3.10b shows the PDR vs. SNR performance for

measurements with different parameters settings. Here, the PDR vs. SNR for settings 1 and

2 are fairly close to each other and essentially coincide for SNR> 14 dB. This confirms our

assumption that the difference in SNR requirements for measurements with larger packet size
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(c) Setting 3: 12Mbit/s, 200Bytes.

Figure 3.11: Influence of driving direction on the PDR performance for different transmit
parameters.

is nearly negligible. However, for higher data rate (cf. red curve in Figure 3.10b) the SNR

needs to be higher to achieve a certain PDR is always higher. In particular, an up to 4 dB

higher SNR is required to obtain the same PDR value, when doubling the data rate.

Next, we extend our investigation of the performance dependance on the transmit param-

eters by comparing the PDR vs. distance curves for different driving directions. In Figure

3.9 the PDR performance on RSU side is shown with blue lines, while the performance in

opposite direction is indicated with red lines. Comparing the measurements with different

parameter settings, we observe that the influence of the driving direction is more pronounced

for the measurements with higher data rates (cf. Figure 3.11c). In particular, for the same

distance separation the PDR obtained in opposite direction is up to 20% lower, than the

PDR obtained on RSU side. Based on the KPIs summarized in Table 3.10, we conclude that

the throughput and communication range for measurements in opposite direction are always

less than for measurements on RSU side. However, the throughput reduction due to change

of the driving direction amounts to 16.5% for settings 1 and 2, and to 21.5% for setting 3.

The same holds for the RCR that is reduced by 12% for settings 1 and 2, and by 31% for

setting 3.

A further remarkable difference between the driving directions is the distinctive notch of

the PDR values around 0 ≤ |d| ≤ 30m for the opposite direction (irrespective of the transmit

parameters). Our observations suggest that this drop of the PDR in close vicinity of RSU is

due to the combination of the RSU antenna type and the antenna mounting position. We

verify this claim in Section 3.4.
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Figure 3.12: Schematic illustration of driving direction with RSU antenna in the middle of
the highway.

The measurement results presented in this section show that both, higher data rates and

the longer packets lead to performance degradation in terms of the reliability and commu-

nication range. Moreover, our results reveal a strong influence of the driving direction, in

particular for measurements with higher data rates. Therefore, to achieve higher throughput

in transmit-power constrained V2I communications systems, we suggest to transmit longer

packets instead of increasing the data rate.

3.4 Roadside Unit Antenna Types and Placement

In this section, we present a performance evaluation of V2I measurements with different RSU

antenna placements, gains, and types. More specifically, we analyze if deliberate RSU antenna

placement can help to reduce the influence of the driving direction on the PDR performance.

We furthermore investigate the performance increase in terms of the communication range

and throughput, achievable with high-gain directional antennas. The material presented in

this section has been published in part in [105].

The measurement results presented in Section 3.3 indicate a strong influence of the driving

direction on the performance of V2I systems, in terms of the reliability and communication

range. We have shown that the PDR performance in measurements conducted on RSU side

is significantly better than in measurements performed in other direction, regardless of the

transmit parameters. We concluded that this performance decrease is due to the specific

antenna mounting, schematically illustrated in Figure 3.9. As suggested by this schematic

illustration, the RSU antennas is mounted on the outer side of highway, closer to the service

lane and the road shoulder. We denote this RSU antenna mounting position as on side. We

anticipate that this mounting position results in inhomogeneous coverage for different driving

directions, which is most notable in the close vicinity of RSU.

To check these claims, we performed measurements with different RSU antenna mount-

ing positions in the framework of ROADSAFE2011. In these measurements, we used OBU

antenna 1, characteristics of which can be found in Section 3.1.1. As transmit antenna the

directional RSU antenna 5 was used, detailed characteristics of which are given in Table 3.5.

The directional RSU antennas were mounted on a highway gantry closer to the inner side
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Figure 3.13: Influence of driving direction on the PDR performance for measurements with
RSU antenna mounted in the middle of the highway.

of highway, as schematically shown in Figure 3.12. We refer to this mounting position as in

the middle. The measurements were performed in both driving directions at RSU position

1, coordinates of which are provided in Table 3.4. The surrounding environment is shown in

Figure 3.4a. The transmit parameters are summarized in Table 3.6. All results presented in

this section are calculated as an average over 10 repetitions of the same measurement.

Figure 3.13 highlights the influence of the driving direction in systems with RSU antennas

mounted in the middle. Comparing the performance on RSU side (cf. blue curve) and in

opposite driving direction (cf. red curve), we notice that the notch around the origin of the

abscissa is not present anymore (cf. Figure 3.11). Analyzing the achievable communication

range and the throughput, we observe that the RCR for measurements in opposite direction

is on average only 10m shorter than on RSU side and the UCR is equal for both driving

directions. The throughput in opposite driving direction is reduced by 5% compared to the

throughput obtained on RSU side1. Our observations suggest that this marginal performance

loss obtained for measurements in opposite driving direction is due to a minor inaccuracy of

the RSU antenna alignment. We also note that in the considered settings, the communication

between RSU and OBU is not fully reliable, i.e., even in the close vicinity of the we have RSU

PDR (d) < 0.9. This is due to the OBU antenna, as we show in Section 3.5. We therefore

suggest to mount RSU antennas in the middle rather than on the side, to avoid inhomogeneous

coverage and undesirable performance degradation for one of the driving directions.

We next discuss how the RSU antenna gain influences the performance of V2I communi-

cations. To this end, we compare the results of the experiments performed with directional

RSU antennas 2, 3, and 4, detailed characteristics of which are given in Table 3.2. The exper-

iments were conducted in the framework of ROADSAFE2010 at RSU position 1. The RSU

coordinates are provided in Table 3.1 and the surrounding environment is shown in Figure

3.1a. As transmit parameters we used setting 1, details of which are given in Table 3.3. In

the following we present the results of the measurements conducted on RSU side.

Figure 3.14 shows the PDR as a function of the absolute distance for RSU antennas

2, 3, and 4. Here, the measurements with RSU antenna 2 (6 dBi gain) are shown by the

1We note that quantitative comparison between the throughput values presented here and those summarized
in Table 3.10 is not possible, since the transmit parameters of the corresponding experiments differ significantly.
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Figure 3.14: Comparison of PDR performance achievable with directional RSU antennas
having different antenna gains.

Table 3.11: Comparison of system performance achievable for different RSU antenna types
and gains.

Parameter Mean Mean Mean
settings throughput [Mbit] RCR [m] UCR [m]

Antenna 1 44 85 380

Antenna 2 28 45 290

Antenna 3 63 250 430

Antenna 4 56 280 370

blue line, the performance achieved with RSU antenna 3 (10 dBi gain) is indicated by the

green line, and the results attained with RSU antenna 3 (13 dBi gain) are shown by the red

line. Comparing these results, we first conclude that the UCR is almost doubled when using

antenna 3 instead of antenna 2 (4 dBi higher antenna gain). Even more important is the

increase of the RCR by a factor of five. A further 3 dBi increase of the antenna gain (cf. red

line in Figure 3.14) did not yield a proportional communication range extension. Although

the RCR was extended by 12% compared to antenna 3, the average UCR was reduced by

15%. Table 3.11 compares the communication range and throughput performance achievable

with RSU antennas 2, 3, and 4. From these results in follows that RSU antenna 3 has the

best performance. Particularly, the throughput obtained with this antennas is on average

125% larger than with antenna 2 and 12% larger than with antenna 4.

We anticipate that the overall performance of systems with directional RSU antennas can

be increased considerably by using high-gain directional antennas. However, the performance

growth is not proportional to the antenna gain increase, since with increasing antenna gain the

importance of precise antenna positioning is increasing as well. To verify these observations,

we performed a sequence of experiments with identically equipped RSUs in the framework of

ROADSAFE201. As RSU antenna we used directional antennas 5, characteristics of which

are given in Table 3.5. The RSUs were placed at four different positions along the highway

(cf. Table 3.4). These measurements allow us to analyze the influence of the road geometry

and the environment on the performance of V2I communication systems. The environment at

the selected RSU positions is shown in Figure 3.4. We recall, that there is a noise protection

wall on one side of the highway, starting exactly at RSU position 2 and ending 120m after

RSU position 4.
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Table 3.12: Comparison of system performance achievable with the same RSU equipment in
different locations.

Parameter Mean Mean Mean
settings throughput [Mbit] RCR [m] UCR [m]

Position 1 11 140 300

Position 2 14 140 400

Position 3 14 140 520

Position 4 16 145 720

The average throughput and communication range results for all RSU positions are sum-

marized in Table 3.122. Although the RSUs were identically equipped and operated, the

measured performance was varying significantly for different locations. Comparing the per-

formance of the RSUs at positions 1 and 4, we obtain a difference of up to 50 % in the

throughput and nearly 250 % difference in the UCR. The RCR is almost equal for all mea-

surements.

To highlight the difference in V2I performance, we show the SNR as a function of the

absolute distance from the RSU in Figure 3.15a. Although the SNR curves seem to be quite

different, they in fact have a common tendency within the first 200m from the RSU. Based

on the SNR values obtained from all RSUs within this range, we calculate a mean SNR vs.

distance. This SNR vs. distance performance is shown by the black dashed line in Figure

3.15a. The corresponding 95% confidence interval is shown by the green shaded area. We

note that the only measured curve that falls in to the 95% confidence interval is the curve of

RSU at position 1, which is the only RSU not located in the vicinity of a noise protection wall.

The SNR vs. distance curves of the other RSUs overlap with the green area only within the

first 200m. Later all curves flatten and the SNR remains nearly constant until it eventually

drops rapidly.

Based on these observations, the SNR behavior is influenced by the noise protection

wall and can be divided into three regions, each having a different slope and being caused by

different propagation phenomena. These regions are shown in Figure 3.15b. Here, the SNR vs.

distance curve for the RSU at position 3 on a logarithmic scale. Within region 1, the receiver

has a direct LOS link to the transmitter and the SNR performance is mainly influenced by

the antenna characteristics, e.g., antenna height, pattern and the EIRP. Starting at around

200m after the RSU, the environment, e.g., the noise protection wall becomes essential for

the signal propagation. We conjecture that the flattening of the SNR in region 2 is due to

constructive interference, introduced by the reflections from the metallic surface of the noise

protection wall. With increasing distance between the transmitter and the receiver not only

the phase of the reflections changes, but also the number of the multipath components is

increased. Therefore, we obtain an instantaneous drop of the SNR in region 3. In this region,

2We note that a quantitative comparison of the throughput reported in Tables 3.11 and 3.12 is not possible,
since the transmit parameters of the corresponding experiments differ significantly.
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(a) SNR as a function of the absolute distance.
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(c) PDR as a function of the absolute distance.

Figure 3.15: Performance comparison achievable with the same RSU equipment in different
locations.

the receiver is no longer able to resolve the multipath components. These effects are also

applicable for RSUs at positions 2 and 4.

Interestingly, the noise protection wall does not only influence the mean SNR, but more

importantly it has a strong impact on the PDR, as shown in Figure 3.15c. Within the first

200m all curves are similar, whereas the behavior changes drastically within region 2. Here,

we obtain an increase of the PDR measured at RSU position 4. Our observations emphasize

the influence of environmental propagation impairments on the performance of V2I systems

with high-gain directional RSU antennas.

Along with the gain and the mounting position of the RSU antenna, the type of antenna

itself plays a fundamental role for the performance of V2I systems. Therefore, in the following

we compare the performance achieved with the directional RSU antenna 3 to that of the

omni-directional RSU antenna 1. Both measurements were performed in the framework of

ROADSAFE2010 with transmit parameters corresponding to setting 1 (cf. Table 3.3). The

directional antenna was placed at position RSU 1 and the omni-directional antenna was

placed at RSU position 2. The exact positions are given in Table 3.1 and the surrounding

environment is shown in Figures 3.1a and 3.1b.

We compare the PDR performance of antennas 1 and 3 in Figure 3.16a. With RSU

antenna 1, we observe clear (up to factor of three) reduction of the range in which reliable

high quality communication is possible. From the distinct gap between the two curves we

note that the packet loss probability in measurements with omni-directional antenna is on
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Figure 3.16: Performance comparison of directional and omni-directional RSU antennas.

average 20% higher, for the same distance between the RSU and the test vehicle. In fact

the two curves never converge, meaning that even under the best conditions, communication

in systems with omni-directional RSU antennas is 5% to 10% less reliable, than in systems

with directional antennas.

To further investigate the PDR performance for directional and omni-directional antennas,

we show the PDR as a function of the SNR for both RSU antennas in Figure 3.16b. The

PDR achievable for SNR ≥ 15 dB is the same for both antennas. However, in the range

0 dB ≤ SNR < 15 dB the PDR achievable with the directional antenna is significantly higher.

We further note the difference in the slopes of these curves. The PDR in measurements

with RSU antenna 3 is monotonically increasing over the whole SNR range. While the PDR

achievable with antenna 1 is close to zero for SNR < 6 dB and for 6 dB ≤ SNR ≤ 15 dB

the slope of the PDR curve is much steeper. One possible reason for this dissimilarity is the

difference in the field distribution of directional and omni-directional antennas. The most

straightforward illustration for this difference is shown in Figure 3.16c. Here, the averaged

SNR values are plotted vs. absolute distance from RSU. The SNR at distance d is computed by

averaging the SNR values in the intervals [−d−∆/2,−d+∆/2] and [d−∆/2, d+∆/2]. These

results show that the average SNR achieved with directional antennas is considerably higher

than with omni-directional antennas. Furthermore, we observe an abrupt drop of the SNR

curve for antenna 1 at d = 410m. This implies that the average SNR of the measurements

with the omni-directional antenna is varying in the range 5 dB ≤ SNR ≤ 12 dB and SNRs

below 5dB occur only rarely. This clarifies the fact that the PDR of the omni-directional

antenna for 0 dB ≤ SNR ≤ 5 dB is close to 0 in Figure 3.16b. It also confirms that for
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d ≥ 410m, communication with the RSU equipped with omni-directional antenna is no

longer possible (cf. blue curve in Figure 3.16a). Finally, we note that even in close vicinity

of the RSU, the SNR in the measurements with the omni-directional antenna is varying

between 10 dB and 12 dB. According to Figure 3.16b, these SNR values result in a maximum

achievable PDR of 0.5 to 0.8.

A quantitative comparison of directional and omni-directional RSU antennas is provided

in Table 3.11. We observe that the RCR in measurements with directional antennas is up

to a factor of three larger than with omni-directional antennas. The deployment of direc-

tional RSU antennas allows us to expand the UCR by 12% and to increase the throughput

by 30%. We therefore conclude that directional RSU antennas are more suitable for V2I

communications than omni-directional antennas.

3.5 On-board Unit Antenna Types and Placement

In this section, we discuss the performance achievable with different OBU antennas in the

context of the V2I communications. First, we compare the performance of OBU antennas

1 and 2 in terms of throughput and communication range. Next, we perform a similar

comparison using the OBU antennas 1, 3, and 4. This separation in the evaluation process

is necessary to ensure a fair benchmarking of the OBU antennas deployed in measurements

with different transmit parameters and RSU equipment. To facilitate comparability between

the two groups of experiments, we evaluate the percentage or erroneous packets (denoted as

P̂e) in addition to the throughput and the communication range.

To compare the performance of OBU antennas 1 and 2, we performed a series of measure-

ments in the framework of ROADSAFE2010. The RSU was located at position 1, coordinates

of which are provided in Table 3.1 and the respective environment is shown in Figure 3.1a. As

transmit antenna we used the directional RSU antenna 3 that has the best performance ac-

cording to the results in Section 3.4. The IEEE 802.11p packets were transmitted by the RSU

with the transmit parameters corresponding to setting 1 (cf. Table 3.3). The measurements

were performed in both driving directions. However, as shown in Section 3.4, the specific an-

tenna mounting illustrated in Figure 3.9 results in inhomogeneous signal propagation along

different driving directions. We therefore restrict to evaluating of the measurements per-

formed on RSU side. All results presented in this section are calculated as an average over

10 repetitions of the same measurement.

Figure 3.17 presents the PDR as a function of the relative and the absolute distance for

OBU antennas 1 (blue line) and 2 (red line), respectively. This relative comparison shows

that OBU antenna 2 performs inferior to antenna 1 in the context of V2I communications.

As shown in Figure 3.17a, the communication range achievable with OBU antenna 1 is one-

sided. Furthermore, when approaching the RSU, the packet reception with OBU antenna

2 starts about 200m later than with OBU antenna 1. We also note that in measurements

with both antennas, the PDR drops at roughly −150m. However, the notch in the PDR
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Figure 3.17: Performance comparison for OBU antennas 1 and 2.

Table 3.13: Comparison of system performance achievable with different OBU antennas at
RSU position 1 of ROADSAFE2010 measurements.

OBU Mean Mean Mean Mean
antenna throughput [Mbit] %pe [%] RCR [m] UCR [m]

Antenna 1 71.14 19.8 160 440

Antenna 2 19.18 47.5 0 260

is significantly deeper in measurements with OBU antenna 2. In Section 3.6, we show that

this performance degradation at the tunnel exit is caused by a significant change in the

propagation environment, as well as an increased number of multipath components that

cannot be resolved by the receiver hardware. Apart from this environment-induced notch,

the PDR obtained in the range −250m< d < 0m is nearly the same with both OBU antennas.

A quantitative comparison of OBU antennas 1 and 2 in terms of the communication range

and throughput is given in Table 3.13. The throughput achieved with OBU antenna 1 is by a

factor of four larger than with OBU antenna 2. This considerable difference is partially due

to the reduced communication range of measurements with OBU antenna 2. Additionally,

in measurements with this antenna, up to 47.5% of all transmitted packets were lost. In

contrast, the percentage of erroneous packets in measurements with OBU antenna 1 is less

than 20%. The mean RCR of measurements with OBU antenna 1 is 0m. However this, does

not imply that for V2I measurements with this OBU antenna no reliable communication can

be achieved at all. This result is due to our definition of RCR, which is not applicable for

evaluation of the antennas with one-sided communication range. We recall, that the PDR

at the absolute distance |d| is given as arithmetic mean of the PDRs at relative distances

−d and d. The definition of the UCR is nevertheless valid even for measurements with one-

sided communication range. We thus conclude that the communication range achievable with

OBU antenna 1 is on average 70% larger than the communication range achievable with OBU

antenna 2.

We next compare the performance of OBU antennas 1, 3, and 4 based on the measure-

ments performed in the framework of ROADSAFE2011. In this case, the RSU was located

at position 1, coordinates of which are provided in Table 3.4 and the respective environ-
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(a) PDR as a function of the absolute distance for
measurements on RSU side.
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(b) PDR as a function of the absolute distance for
measurements in opposite direction.

Figure 3.18: Performance comparison for OBU antennas 1, 3, and 4.

ment is shown in Figure 3.4a. As transmit antenna we used the directional RSU antenna

5, details of which are given in Table 3.5. The transmit parameters for these measurements

are summarized in Table 3.6. Measurements were performed in both driving directions. All

results presented in this section are calculated as an average over 10 repetitions of the same

measurement.

The performance of OBU antennas 1, 2, and 3 in terms of the PDR as a function of the

absolute distance is shown in Figure 3.18 with blue, green, and red lines, respectively. We

first note that the performance achievable in different driving directions is nearly the same for

all three OBU antennas. However, the best performance in terms of reliability and coverage is

achieved with OBU antenna 4. According to the results summarized in Table 3.14, the RCR

obtained with OBU antenna 4 amounts to 210m. This is 60% more than for measurements

with OBU antenna 1 and 30% more than with OBU antenna 3. However, within the first

150m, OBU antenna 3 results in more reliable performance. The RCR for measurements

with OBU antenna 4 in opposite driving direction is even wider and equals 230m. This is by

100% and 60% more than for OBU antennas 1 and 3, respectively. The difference in UCR

is not that significant. For measurements on RSU side, the largest UCR of 350m is achieved

with OBU antenna 4. The UCR for measurements with antennas 1 and 3 are 20% and 6%

less, respectively. In the opposite driving direction, the UCR is nearly the same for all OBU

antennas and amounts to 280m.

In terms of the throughput, the best performance was also achieved with OBU antenna

4. The throughput obtained with this antenna on RSU side amounts to 16Mbit, which is

30% more than with OBU antennas 1 and 3. The same percentage ratio is true for the

measurements in opposite driving direction, for which the throughput achieved with OBU

antenna 4 equals 14.3Mbit.

We note that a quantitative comparison between the throughput presented in Tables 3.13

and 3.14 is not possible, since the transmit parameters of the corresponding experiments

differ significantly. However, the percentage of erroneous packets can be used for comparison

instead. The validity of this performance comparison criterion is verified by comparing the

percentage of erroneous packets for measurements with OBU antenna 1 in Table 3.13 and
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Table 3.14: Comparison of the system performance achievable with different OBU antennas
at RSU position 1 of ROADSAFE2011 measurements.

OBU Mean Mean Mean Mean

antenna throughput [Mbit] P̂e [%] RCR [m] UCR [m]

On RSU side

Antenna 1 12.3 20 130 290

Antenna 3 12.7 22.7 160 330

Antenna 4 16 16 210 350

Opposite direction

Antenna 1 11 33.5 115 280

Antenna 3 11.3 23.8 140 280

Antenna 4 14.3 21.2 230 280

for measurements with the same antenna in Table 3.14 (on RSU side). The percentage of

erroneous packets is about 20% in both cases. We therefore conclude that P̂e is a valid perfor-

mance indicator for comparison of OBU antennas deployed in measurements with different

settings. For measurements performed on RSU side, the smallest percentage of erroneous

packets is obtained with OBU antenna 4. The percentage of erroneous packets for measure-

ments with OBU antennas 1 and 3 is only 4% and 6% more, respectively. This difference

in P̂e is however more pronounced in measurements in opposite direction. Here, the worst

performance was achieved with OBU antenna 1.

We conclude that careful design of OBU antennas is essential for the reliability of V2I

communication systems. The best performance in terms of the throughput, communication

range and percentage of erroneous packets is obtained with OBU antenna 4. A careful choice

of the OBU antenna resulted in 30% higher throughput and up to 100% larger communication

range. Although the performance of OBU antenna 2 is inferior to all other OBU antennas,

it still can be successfully deployed for other applications, e.g., tolling systems.

3.6 Vehicular Traffic-induced Fading

In this section, we analyze the effects of vehicular traffic on the performance of the V2I

communications with an emphasis on tunnel environments. The effects of vehicular traffic in

more general urban environments are elaborately evaluated in [49]. The material presented

in this section has been partially published in [103].

To analyze the effects of vehicular traffic on the performance of V2I systems, real-world

experiments were performed in the framework of ROADSAFE2010. The RSU equipment was

located at position 1, coordinates of which are given in Table 3.1. The respective environment

is shown in Figure 3.1a. We recall that this location is characterized by a 300m long tunnel

that ends 150m before the RSU position. As transmit antennas we used the directional

RSU antenna 2, detailed characteristics of which are provided in Table 3.2. As receive
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(a) SNR as a function of the distance.
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(b) PDR as a function of the distance.

Figure 3.19: PDR and SNR as functions of the distance. Different colors represent the
performance under different vehicular traffic scenarios. Dashed black lines respectively mark
the tunnel entry and exit.

antenna, OBU antenna 1 was used, characteristics of which can be found in Section 3.1.1.

The measurements were performed with transmit parameters corresponding to setting 1 (cf.

Table 3.3).

Figure 3.19 shows the PDR and SNR performance obtained in measurements with dif-

ferent vehicular traffic conditions. We note that for all measurement repetitions the SNR at

positive distances exhibits typical large and small scale fading behavior (cf. Figure 3.19a).

However, the envelope of the SNR curve at negative distances lacks the large scale fading

behavior. Particularly interesting is the SNR behavior in the tunnel, where we observe only

minor fluctuations around the median SNR value, which remains constant at roughly 10 dB.

As shown in Figure 3.19b, the PDR experiences a distinct performance drop immediately

after the tunnel exit. We conjecture that this drop is caused by a significant change in

the propagation environment and an increased number of multipath components, which our

receiver cannot resolve.

Furthermore, Figure 3.19b demonstrates the impact of the vehicular traffic on the perfor-

mance of V2I systems, most significantly in tunnels. The PDR curves outside of the tunnel

are very similar for different measurement repetitions. However, the PDR inside the tunnel

varies in the range from 0 to 0.8, depending on the vehicular traffic scenario. This observation

can be explained by the absence of a LOS between OBU and RSU. As a direct consequence

thereof, the signal propagating inside the tunnel is strongly dependent on the traffic situation.

To identify different traffic scenarios, we used video documentation and thoroughly ana-

lyzed the traffic density, the type of vehicles, and the distance between the test vehicle and

the next vehicle inside the tunnel. Based on this analysis we identify the following traffic

scenarios:

• Traffic scenario 1 (low traffic density) is shown in Figure 3.20a. This figure is an

extracted frame of the video that corresponds to the measurement represented by the

green curve in Figure 3.19. This scenario is characterized by a low traffic density inside

the tunnel and distances of ≥ 100m between the test vehicle and the next vehicle.

Based on the PDR and SNR performance shown in Figure 3.19, we conclude that such

propagation conditions are not favorable for the signal propagation in tunnels.
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(a) Scenario 1: low traffic density. (b) Scenario 2: large vehicle
ahead.

(c) Scenario 3: blocked LOS.

Figure 3.20: Definition of vehicular traffic scenarios in tunnel environments.

• Traffic scenario 2 (large vehicle ahead) is shown in Figure 3.20b. In this case, the

traffic density is higher than in scenario 1. Moreover, there are two trucks driving

approximately 200m ahead of the test vehicle. While these trucks were approaching

the exit of the tunnel they acted as reflectors. Therefore, the signal was penetrated

deeper into the tunnel. The performance of this scenario is shown by the blue line in

Figure 3.19. Despite the increased traffic density and the presence of large vehicles, this

scenario yields the best performance in terms of the PDR inside the tunnel.

• Traffic scenario 3 (blocked LOS) is shown in Figure 3.20c. This scenario is characterized

by the highest vehicle density and the presence of a truck approximately 80m ahead of

the test vehicle. In contrast to scenario 2, here the truck has negative influence on the

signal propagation. It is not only blocking the LOS, but also attenuates the dominant

multipath components inside the tunnel. The performance in this scenario is shown by

the red line in Figure 3.19. We identify scenario 3 as the most disadvantageous traffic

situation for V2I communications in tunnel environments.

To further investigate the influence of the identified vehicular traffic scenarios on the

performance of the V2I systems in tunnels, we show the PDR as a function of the SNR in

Figure 3.21. Similarly to Figure 3.19, the green line represents the traffic scenario 1, the

blue line corresponds to the scenario 2, and the red line depicts the performance in scenario

3. These results illustrate the performance inside the tunnel, i.e., for distances d such that

−450m < d < −150m. The black line in Figure 3.21 shows the performance outside the

tunnel at the same distance, i.e., 150m < d < 450m. For the sake of clarity, we show the

PDR vs. SNR performance of only one measurement outside the tunnel. Recall that the

measurement results in the open area are very similar (cf. Figure 3.19).

Figure 3.21 shows that outside of the tunnel the PDR saturates at a value close to 1 for an

SNR of roughly 9 dB. Furthermore, in the medium SNR regime (5 to 8 dB), the slope of the

PDR curve is steeper than for the measurements inside the tunnel. This implies that the same

increase in SNR causes larger PDR increase in the open area environments than in tunnels.

The PDR inside the tunnel saturates at a slightly larger SNR of about 9 dB. However, the
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Figure 3.21: PDR as function of the SNR for different vehicular traffic scenarios inside the
tunnel.

maximum achievable PDR is significantly lower than for the open area. Furthermore, the

PDR vs. SNR performance depends on the vehicular traffic scenario. The largest PDR of

roughly 0.7 is achieved in scenario 2, in scenario 1 PDR saturates at approximately 0.5.

However, the worst performance is obtained in scenario 3, where PDR saturates at roughly

0.4.

We thus conclude that the instantaneous traffic situation inside the tunnel severely im-

pacts the signal propagation. Furthermore, we have shown that the position and the size of

the vehicles between the OBU and the RSU are of great significance.

3.7 Multi-Hop Measurements

The results of Sections 3.3 to 3.6 have shown that the connectivity in V2I communications

systems is strongly dependent on the existence of a LOS path between transmitting RSU and

receiving OBU. One straightforward way to overcome this performance limiting dependence

is to deploy cooperative inter-vehicle networks. In such networks, data generated by the

RSU is retransmitted by the vehicles in its communication range if necessary. The key idea

behind cooperative communication networks is to exploit the diversity inherent in multiple

spatially distributed wireless links. A number of relay-based cooperative schemes have been

proposed in the literature. However, the most notable forwarding-based concepts are amplify-

and-forward (AF) and decode-and-forward (DF). In AF-based transmission schemes, the

relay transmits an amplified version of the noisy received signal without performing data

detection. In DF-based relaying schemes, the relay decodes the received signal and, if the

decoding was successful, transmits a re-encoded version of the source data. While AF is

easy to implement, it performs inferior to DF at least when the relay is relatively close to

the source node. The performance benefit of DF comes at the price of higher computational

complexity and increased delay due to the decoding.

In this section, we present results of a two-hop DF-based relaying experiment with off-the-

shelf IEEE 802.11p devices. This results were partially published in [106]. The experiments

were performed in the framework of ROADSAFE2011. As source we used the RSU located

at position 1, coordinates of which are given in Table 3.4 and the respective environment is
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(a) Relay driving ahead destination. (b) Destination driving ahead relay.

Figure 3.22: Multi-hop measurement scenarios.

illustrated in Figure 3.4a. As RSU antenna we used the directional antenna 5, characteristics

of which are summarized in Table 3.5. The source was constantly transmitting packets

in broadcast mode with transmit parameters provided in Table 3.6. As relay, we used a

prototype system developed by Kapsch TrafficCom for IEEE 802.11p-based V2V and V2I

communications. The relay was placed inside the first test vehicle and connected to OBU

antenna 4, characteristics of which can be found in Section 3.1.2. As destination node the

CVIS platform was used. Similarly to the relay, the destination node was equipped with the

OBU antenna 4.

In our measurements, we used a DF-based relaying scheme, i.e., the messages received by

the relay node were first decoded and examined by the CRC. If the decoded packet passed

the CRC, the unique packet identifier was extracted from the payload and stored to a log-

file at the relay. Afterwards, the unmodified packet was re-transmitted. The destination

node recorded all packets received via the direct link and via the relay hop. The difference

between the direct and relay link is schematically illustrated in Figure 3.22. To separate these

two links, we split the initially recorded data stream in the post-processing stage in to two

streams based on the medium access control (MAC) addresses of the source and the relay

nodes, contained in the header of each decoded packet. Thus, the first data stream contains

only the packets transmitted by the RSU, while all packets transmitted from the relay are

ignored. For the second data stream, the packets transmitted by the RSU are ignored, which

allows us to obtain the data stream of the relay link. We note that the direct link and the

relay link are decoded independently, and thus the destination benefits from a packet received

via the relay hop, if and only if this packet was not received directly from the RSU.

For multi-hop measurements we considered the following two scenarios:

• Relay ahead : In this case, the relay drives ahead of the destination, as shown in Figure

3.22a. This implies that the relay enters and exits the communication range of the

RSU before the destination. This scenario allows us to extend the coverage to distances

where the destination did not yet enter the communication range of the RSU.

• Destination ahead : Here, the relay drives behind the destination (cf. Figure 3.22b). In

this case, the relay enters the communication range of the RSU after the destination and

remains in the coverage after the destination has left it already. Therefore, this scenario

allows us to extend the communication range to distances where the destination has

already left the communication range of the RSU.
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Table 3.15: Throughput increase achievable by using additional packets received via relay
link.

Mean Maximum Mean Maximum
additional additional relative to relative to
packets packets direct link direct link

Before RSU 300 396 9.5% 12%

Within RSU 393 654 13% 28%

After RSU 286 435 9% 11%

Since the position of the relay and the destination relative to each other was constant during

one measurement run, it was only possible to extend the communication range in either

negative or positive direction.

Since the emphasis of our work is on benchmarking the potential improvements from

vehicular relaying, rather than the separate evaluation of the V2V and V2I links, we compare

the performance of the direct link to what we call the combined-source link. To obtain the

combined-source data stream from the direct and the relay streams, we proceed as follows.

First, we use the data received via the direct link. Next, we search for the packets which

were received via the relay link, but are missing in the direct link data stream. These

additional packets can be divided into three groups. The first group contains the packets

received from the relay before the destination entered the communication range of the RSU

(relay ahead scenario). The second group contains the packets received from the relay after

the destination left the communication range of the RSU (destination ahead scenario). And

the third group contains the packets that were transmitted when destination was within

the RSU communication range. Thus, the packets of the latter group increase the packet

reception probability within the RSU range, while the packets of the first two groups extend

the communication range of the RSU.

Table 3.15 summarizes the statistics of the additional packets received via the relay link

based on 14 independent measurement runs (7 measurements for each scenario). The first

two columns show the mean and maximum number of the packets received before, within,

and after the RSU communication range. The third and the forth column show the same

information expressed as a percentage of the total number of packets received via direct

link. We observe that combining information received via the direct and rthe elay link allows

us to increase the throughput within the RSU communication range by 13% on average.

Moreover, the destination was on average able to receive 9% more packets outside the RSU

communication range. In total this yields an average throughput enhancement of more than

20% (recall that a communication range extension is only possible in one direction, depending

on the measurement scenario).

Figure 3.23a shows PDR curves for combinations of two particular measurements as a

function of the distance. The direct link performance is indicated by the red line and the

combined-source link is shown by the green line. Within the communication range of the
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Figure 3.23: PDR performance of direct and combined-source link.

RSU, i.e., distances d such that d− ≈ −280m to d+ ≈ 330m, we observe that the PDR curve

based on the combined-source link is close to 1 and is strictly above the PDR of the direct

link. This is particularly noticeable at d = 0m, where the destination is passing directly

under the RSU. Due to the fact that the signal strength directly below the gantry is rather

weak, we observe a drop of the PDR at d = 0m for direct link, which is compensated by

using the additional information provided by the relay.

We note that the combined-source PDR performance shown in Figure 3.23a represents

a synthesis of two measurements with different scenarios. The part of the curve within the

communication range of the RSU and at positive distances outside the RSU communication

range, was obtained while the destination was driving ahead of the relay. The part of the

combined-source PDR curve at the negative distances before entering the RSU communica-

tion range was obtained during the measurement in which the relay was driving ahead of the

destination.

Based on these observations we conclude that the use of a relay does not only increase

the packet reception probability within the RSU communication range, but also significantly

extends the communication range. In particular, if a relay selection scheme is applied, the

destination could first choose a relay that is driving ahead and thus extends the communica-

tion range into negative distances relative to the RSU. After passing the RSU, the destination

could switch to a relay that is driving behind to further expand the communication range

into positive distances.
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Table 3.16: RCR and UCR for direct and combined-source link.

Direct Combined- Mean increase
link source link in coverage

Mean RCR 160m 205m 70%

Mean UCR 310m 410m 30%

To further visualize the effects of the communication range extension and increased packet

reception probability in Figure 3.23c we show PDR on a satellite map. Here, the PDR values

close to 1 are shown by dark red color, and the dark blue corresponds to PDR values close

to 0. The PDR curve of the direct link is shown in the upper plot, while the second plot

represents the PDR curve of the combined-source link. By simple visual comparison of these

plots, we conclude that the communication range can be almost doubled by using a simple

DF-based relaying scheme.

To summarize the obtained results we present the PDR as a function of the absolute

distance in Figure 3.23b for direct and combined-source link. These curves constitute an

average over 14 measurements for the direct link and the combined-source link. The RCR

and UCR calculated on the basis of these PDR vs. distance plots are given in Table 3.16.

In particular, the RCR is increased by 30% and the UCR is increased by 70% when using

additional information from the relay.

Based on evaluations of real-world vehicular multi-hop measurements we conclude that

the throughput and the communication range of V2I systems can be significantly increased

by using a simple two-hop DF mechanism. It has been shown that the throughput within

the communication range of the RSU can be increased by 13%. Depending on the relative

position of relay and destination it was possible to further enhance the total throughput and

achieve up to 30% increase in RCR. These results can be further improved by using more

sophisticated relaying algorithms on the physical and network layers.

3.8 Discussion

In this chapter, we provide a comprehensive set of guidelines for deployment of future V2I

systems. All design and deployment suggestions are based on extensive V2I experiments.

These experiments address the effects of transmit parameters, the RSU and OBU antennas,

and evaluate the impact of specific highway environments, such as tunnels, grass covered

embarkments and noise protection walls. Our considerations go even one step ahead of

conventional V2I communications and we evaluate, the performance of a two-hop DF relay

link.

With respect to the transmit parameters we have analyzed the effects of packet length

and data rate. We have shown that both, higher data rates and longer packets lead to

performance degradation in terms of reliability and coverage. However, the performance of
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V2I systems with higher data rates is more sensitive to the change of the driving lane. In

particular the range within which reliable communication is guarantied was nearly halved

and the throughput was reduced by more than 20%. To maintain reliable connectivity in the

context of V2I communications we therefore suggest to use lower data rates and increase the

packet length if higher throughput is required.

In the context of the RSU antennas we have evaluated the system performance with

various antenna types, gains, and mounting positions. Our results reveal the importance of

deliberate RSU antenna mounting. To achieve homogeneous coverage and avoid undesirable

performance degradation for one of the driving directions, we recommend to mount the

RSU antennas in the middle of the highway. We have further shown that omni-directional

RSU antennas perform inferior to directional RSU antennas. Moreover, we have shown

that high-gain directional antennas yield a significant performance improvements. Increasing

antenna gain by 4 dBi we achieved five times greater communication range and by 125%

more throughput.

Not only the RSU antennas play a significant role in the performance of V2I systems, but

also the OBU antenna design should not be neglected. We have analyzed the performance

achieved with three differently manufactured omni-directional OBU antennas with antenna

gains between 4 dBi and 6 dBi. We have obtained RCR improvement of up to a factor of

three and up to 30% more throughput when using a better suited OBU antenna.

With respect to vehicle traffic-induced fading we have shown that the instantaneous traffic

situation inside a tunnel severely impacts the signal propagation. However, in contrast to our

expectations not the traffic density alone, but also the position and the size of the moving

objects between OBU and RSU are strongly influencing the communication quality.

To circumvent the negative impact of LOS obstruction induced by realistic vehicular traf-

fic and to increase the reliability of V2I communications, we suggested to use a two-hop DF

relaying scheme. We have evaluated the suggested approach using real-world experiments.

The results have shown that a simple cooperative network is capable of significantly improv-

ing the PDR. The throughout was increased by 30% and the RCR was increased by 70%.

We therefore strongly support the cooperative communication approach in the context of

dependable vehicular communications.



4

Vehicle-to-Infrastructure

Performance Models

In this chapter we introduce a simple and yet accurate approach for modeling realistic

distance-dependent packet-error performance. We suggest a quantization-based algorithm

for reduction of the model complexity. The proposed algorithm does not only reduce the

number of model parameters, by taking into account inherent correlations between them, but

also localizes realistic environmental impairments. We further extend this model, initially

designed for modeling the packet-error performance only, to a model capable of reproducing

realistic signal-to-noise ratio (SNR) behavior. This hidden Markov model (HMM)-based ap-

proach can be successfully applied for modeling the packet-error and SNR performance of any

distance-dependent wireless communication system. As a proof of concept we parametrize the

model based on the results of extensive vehicle-to-infrastructure (V2I) field measurements,

performed in urban environment. Finally, we show that the resulting model is capable of

predicting the performance of V2I communication systems in various urban scenario with

known topological characteristics.

61
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Figure 4.1: Example of measured PDR vs. distance performance. Different colors represent
repetitions of the same measurement at different times.

4.1 Packet-Error Model

Based on the results of extensive field measurements (cf. Chapter 3) we have evaluated verious

aspects of V2I communication systems. We presented a multitude of realistic packet-error

traces in the form of packet delivery ratio (PDR) vs. distance curves. The measurement results

show that realistic performance of V2I communication systems cannot be closely reproduced

by simplified propagation models. Such simplifications often include omni-directionality of

both, the receive and the transmit antennas, probability of packet reception decreasing ex-

ponentially with the distance, or packet loss probability of 0% within certain range around

the transmitter. Nevertheless, such simplistic propagation models are frequently used for

upper layer simulations, for the development of important system components, e.g., synchro-

nization, scheduling and fault tolerance mechanisms. In is necessary to ensure that these

important parts of the system are developed and tested in simulation environments, physi-

cal layer (PHY) of which resembles real-world measurements as close as possible. Therefore

in this section we suggest a computationally inexpensive and accurate way of reproducing

measured V2I patterns.

An example of measured PDR performance is shown in Figure 4.1. Different colors

represent repetitions of the same measurement taken with a time lag of several minutes. This

means that all system elements remain the same, except for the moving scatterers induced

by the realistic traffic and pedestrians. The three exemplary measurements shown here have

much in common: PDR at distances d such that 0m ≤ d ≤ 100m equals 1, for d ≥ 400m

no signal reception is possible, at distances d = 150m and d = 280m all three measurement

repetitions experience nearly the same drop of PDR performance. Such repetitive behavior

is caused by transmit parameters, transceiver equipment and measurement environment.

However, there are subtle differences between the three measurements. For instance, the

green PDR curve equals 1 at distances 100m ≤ d ≤ 150m, while the blue and the red curves

experience slight performance degradation in this range. Also the deep notch of the PDR

that appears at distances 180m ≤ d ≤ 230m has different shape in all three measurements.

These unique effects, expressed in terms of distinct PDR values are most likely due to the

instantaneous traffic situation in each measurement. We therefore seek a model that carefully
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Figure 4.2: Schematic illustration of the proposed range-dependent modified Gilbert model.

reproduces repeatable aspects of real-world V2I measurements and yet allow for some random

deviations, to represent the effect of moving scatterers.

In this context we propose to use Gilbert’s model introduced in Section 2.3.2. However,

since the performance of vehicular communication links strongly depends on the distance

between the transmitter and the receiver, such a two-state model with fixed parameters

should not be used, to avoid the loss of important channel effects. To maintain an accurate

representation of the propagation effects, we suggest to divide each measurement into N parts

corresponding to N disjoint distance intervals of the same length, referred to as granularity

hereafter. The transition probabilities (PBG, PGB) and the emission probability (PE) are then

estimated separately for each interval using the Baum-Welch algorithm (cf. Section 2.3.3).

Once the model parameters for all N intervals are estimated, we can combine them as shown

in Figure 4.2, to form a range-dependent modified Gilbert model. However, the model retains

all properties of the original Gilbert’s model, except that the model parameters (PBG, PGB ,

PE) change as soon as the vehicle leaves the current interval. For the first distance interval

the initial model state π1 is chosen at random, whereas for all subsequent intervals, the

initial state is equal to the final state in the previous interval. We refer to this model as

range-dependent modified Gilbert model in what follows.

Clearly, the choice of the granularity is essential for the accuracy of the range-dependent

modified Gilbert model. On the one hand, the granularity should not be small, because

dividing the measured error pattern into very short intervals will destroy the statistics of the

data. On the other hand, estimating the model parameters for large intervals, inevitably

averages out the local behavior of the communication link. Therefore, a crucial question for

the design of our range-dependent modified Gilbert model is how to select the granularity.

To answer this question we first estimate the model parameters with granularities between

1m and 300m. For model parameter estimation we adopt a principle closely related to a

statistical resampling technique called jackknife [94]. Particularly, if we have M measurement

repetitions in total, we leave out one of them and perform iterative parameter estimation

based on the remaining M − 1 measurement data samples. When the parameter set Θ is

estimated we generate L packet-error patterns using the range-dependent modified Gilbert



64 Chapter 4. Vehicle-to-Infrastructure Performance Models

Granularity [m]

1 2 3 4 5 6 7 8 9 10 20 30 40 50 60 70 80 90 10
0

15
0

20
0

25
0

30
0

D
K

L
(P

D
R

m
ea

s, P
D

R
m

od
)

0

50

100

150

200

250

300

(a) KLD between measured and model-generated
PDR vs. distance curves.

Granularity [m]

1 2 3 4 5 6 7 8 9 10 20 30 40 50 60 70 80 90 10
0

15
0

20
0

25
0

30
0

M
S

E
(P

D
R

m
ea

s, P
D

R
m

od
)

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

(b) MSE between measured and model-generated
PDR vs. distance curves.

Granularity [m]

1 2 3 4 5 6 7 8 9 10 20 30 40 50 60 70 80 90 10
0

15
0

20
0

25
0

30
0

1 
- 
γ

(P
D

R
m

ea
s, P

D
R

m
od

)

0

0.005

0.01

0.015

0.02

0.025

(c) Complementary collinearity between measured
and model-generated PDR vs. distance curves.

Figure 4.3: Influence of granularity on the performance of the range-dependent modified
Gilbert model in terms of KLD, MSE, and collinearity. All results are calculated based on
the comparison of M = 10 measured and L = 104 model-generated curves.

model. Next, we convert the model-generated packet-error patterns into PDR sequences,

as described in Section 3.2. Finally, we compare them one by one to the PDR sequence

of the measurement that was left out for parameter estimation. To assess the similarity

of the measured and model-generated PDR sequences we use a set of similarity criteria

consisting of Kullback-Leibler divergence (KLD), mean squared error (MSE) and collinearity

(cf. Section 2.3.4). We thus have as many sets of similarity criteria, as model-generated

packet-error patterns. Finally, we take the median of all these values to obtain a single set

of similarity criteria for each measurement repetition. The same procedure is repeated for

all M measurements and the median is taken, to constitute performance of the model. This

model performance evaluation procedure will be deployed in the remainder of this chapter.

The set of similarity criteria obtained in this manner based on M = 10 measured and

L = 104 modeled packet-error traces is shown in Figure 4.3. We note that Figure 4.3c shows

the complementary collinearity 1 − γ. All three similarity criteria presented in Figure 4.3

follow the same trend, which verifies the validity of the approach, chosen for model accuracy

assessment. From the results presented here we conclude that the granularity should not

be less than 2m, to ensure stable model performance. Poor performance of the model with

granularity 1m is due to insufficient data for parameter estimation, on the one hand and

due to broken down statistical dependencies, on the other hand. Similarly, the granularities
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(b) Granularity = 10m.
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(c) Granularity = 100m.
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(d) Granularity = 300m.

Figure 4.4: PDR as a function of distance. Solid lines represent a measured sample and dashed
lines represent a randomly selected model-generated sample. The colored bands contain 95%
of all model-generated results for a given granularity.

> 100m are not recommended, since they average out important distance dependencies. Oth-

erwise, the general trend of all three similarity criteria suggests that estimation of the model

parameters with smaller granularities, leads to a better approximation of the measurement.

However, granularities smaller than 10m do not yield significant improvements of model

accuracy, while considerably increasing the computational overhead of the range-dependent

modified Gilbert model.

To visualize the effect of granularity on the performance of the range-dependent modified

Gilbert model, we compare measured and model-generated PDR sequences in Figure 4.4.

Here, the model granularity is 2m, 10m, 150m, and 300m. The measured sample is shown

using a black solid line and a model-generated performance curve is shown with a black

dashed line. The red colored bands represent the interval in which 95% of all 104 model

realizations lie. When comparing the measured and the modeled samples, we clearly see that

the model with small granularities (cf. Figure 4.4a and 4.4b) reproduces the measurement

almost indistinguishably close. For larger granularities the realistic distance dependencies

inherit to the measured PDR curves are not reflected by the model (cf. Figure 4.4c and

4.4d). Furthermore, we note that for the model with small granularity, the 95% intervals

are very tight, i.e.,almost all realizations approximate the measurement result very well. In

contrast, the 95% intervals for the model with granularity 150m or 300m are significantly

wider, meaning that the deviations from the measurement can be substantial. The colored

bands also mark the borders between consecutive intervals of the range-dependent modified

Gilbert model, which are particularly well pronounced for granularities of 150m and 300m.
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Figure 4.5: An example parameters of our range-dependent modified Gilbert model with a
granularity of 10m.

We conclude that the granularity of our range-dependent modified Gilbert model is a

trade-off between accuracy of the model and its complexity. Thus, to ensure high repro-

ducibility of the measured results and keep the computational overhead of the model within

manageable limits we suggest to use a granularity of 10m.

An example for the parameters of the range-dependent modified Gilbert model with a

granularity of 10m is shown in Figure 4.5. In the close vicinity of the roadside unit (RSU),

for distances d with 0 ≤ d ≤ 280m, the model is predominantly in the good state. In this

case, the probability of leaving the good state PGB is fairly low and the probability of leaving

the bad state PBG is above 0.9. Moreover the model in this range is nearly error-free due to

the very low error probability PE . The probabilities change drastically around 450m. Here,

the bad state is dominating and the error probability is close to 1. We thus note, that the

model states in the beginning and on the edge of the communication range are persistent. In

the intermediate range 280 < d < 450, neither of the two states is persistent and the model

parameters change significantly between the consecutive intervals.

4.2 Quantization Algorithm for Model Dimension Reduction

In Section 4.1 we have shown that the granularity of the range-dependent modified Gilbert

model, hereafter called the original model, constitutes a trade-off between the accuracy of

the model and its complexity. However, small granularities lead to a considerable increase

of the number of intervals, thereby increasing the computational overhead of the model. In

order to ensure high accuracy of the model while keeping the number of parameters low, we
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suggest to use vector quantization (VQ). The main reason for using VQ instead of scalar

quantization (SQ) is that the model parameters PBG, PGB and PE are not independent of

each other. Hence, the joint quantization will improve the overall quality of the quantized

representation. Furthermore, VQ is frequently used for classification purposes in speech

or image recognition. Hence, it can be applied to localize and subsequently parametrize

certain environmental and propagational aspects. Finally, jointly quantizing all three model

parameters reduces the number of possible parameter combinations by a factor of K2 as

compared to SQ, where K is the number of quantization levels.

In the following, we introduce the VQ design and subsequently find an optimal number of

quantization levels. First, we parametrize the original model with granularity 10m based on

the selected set of measurements. Next, we combine the model parameters for the nth interval

into a vector xn = (PBG,n, PGB,n, PE,n), with n = 1, . . . , N . In the following XN = {xn}Nn=1

denotes the set of all model parameters. Using the LBG algorithm [69], we now aim to find

a set of representative vectors QK = {qk}Kk=1 with K < N , such that the average distortion

D, defined in (4.3), is minimized. The VQ design consists of the following steps:

1. Initialization: The iteration count i is set to 0. The initial set of representative vectors

Q
(0)
K =

{
q
(0)
k

}K
k=1

is chosen randomly, and we set D(−1) =∞.

2. Assignment: Each vector of model parameters xn is allocated to its nearest-neighbor

representative vector q
(i)
k⋆ according to the smallest Euclidean distance, i.e.,

q
(i)
k⋆ = argmin

k∈{1,...,K}

∥∥∥xn − q
(i)
k

∥∥∥ . (4.1)

3. Computation of average distortion: All model parameter vectors xn, which have

the representative vector q
(i)
k⋆ as their nearest neighbor are grouped into a cluster

C(i)k⋆ =

{
xn ∈XN : q

(i)
k⋆ = argmin

k

∥∥∥xn − q
(i)
k

∥∥∥
}
. (4.2)

The average distortion D(i) of the current set of representative vectors is then given by

D(i) =
1

N

K∑

k⋆=0

∑

xn∈C
(i)
k⋆

∥∥∥xn − q
(i)
k

∥∥∥ . (4.3)

4. Update: If D(i) < D(i−1), we update the set of representative vectors Q
(i+1)
K ={

q
(i+1)
k

}K
k=1

by computing the component-wise arithmetic mean of all model param-

eter vectors in a cluster. Next, the iteration count i is incremented by one and the

algorithm continues with the assignment step.

5. Termination: The algorithm terminates if D(i) = D(i−1), or if the maximum number

of iterations is reached.
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Figure 4.6: Influence of the number of quantization levels K on the performance of the
quantized range-dependent modified Gilbert model in terms of KLD, MSE, and complemen-
tary collinearity. All results are calculated based on the comparison of M = 10 measured
and L = 104 model-generated curves. The red bar indicates the performance of the range-
dependent modified Gilbert model with unquantized parameters. The black bar shows the
measured reference.

The main disadvantage of the LBG algorithm is that it finds only the nearest local mini-

mum and is dependent on the selection of the initial parameters Q
(0)
K =

{
q
(0)
k

}K
k=1

. In order

to alleviate problems associated with the initialization of the LBG algorithm, we repeat the

VQ procedure 105 times and take the set of representative vectors leading to the smallest

distortion.

The number of quantization levels K, defines how many details of the initial model pa-

rameters should be omitted. For instance by setting K = N we do not omit any details.

Thus, the representative values are equal to the initial parameters, the average distortion is

zero and the performance will be the same as for the original model. However, this is not

what we are looking for in our attempt to reduce the number of model parameters. We are

particularly interested in K ≪ N . To find the optimal number of quantization levels we

quantize parameters of the original model with K quantization levels ranging between 2 and

50. Next, we use the quantized model parameters to generate packet-error patterns with the

range-dependent modified Gilbert model and compare them to their measured counterparts.

The result of this model performance assessment is shown in Figure 4.6 in terms of KLD,
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Figure 4.7: PDR as a function of distance. Solid lines represent a measured sample and dashed
lines represent a randomly selected model-generated sample. The colored bands contain 95%
of all model-generated results for a given number of quantization levels.

MSE, and complementary collinearity . All three similarity criteria presented here follow the

same trend and we clearly see that the larger values of K lead to higher model accuracy. By

setting K = N the performance of the model with quantized parameters indeed equals that

of the original model, indicated by the red bar in Figure 4.6.

The most pronounced difference in the model performance is achieved when using 3

quantization levels instead of 2. For 3 ≤ K ≤ 7 the model performance is nearly the same and

the next noticeable accuracy improvement is attained for K = 8. We also note that further

increase of K results in barely perceptible accuracy enhancements. Hence, we conclude

that quantizing the model parameters with K > 8, only leads to an unnecessary increase

of the model overhead. To find out whether the level of accuracy achievable with K = 8

is sufficient, we compare it to measured reference. Therefor we calculate KLD, MSE, and

collinearity between all M repetitions of the same measurement and take the median of the

resulting M !
M−1 values. The measured reference values obtained in this way are indicated by

the black bars in Figure 4.6. We notice that for all three similarity criteria the black bars are

significantly higher than the blue bar for K = 8. This implies that the measured packet-error

patterns are more similar to the model-generated patterns than to each other.This is due to

the fact that the model parameters were estimated based on all measurement repetitions and

therefore, represent an average measured performance. We conclude that the model accuracy

for K = 8 is sufficient, but not necessary. In fact, the necessary model accuracy is achieved

already with K = 3 quantization levels.

To get a better perceptible picture of the accuracy loss introduced by the model parameter

quantization, we compare measured and model-generated PDR sequences in Figure 4.7, where

the model parameters were quantized with K = 3 and K = 8 levels. Here, measured sample

is shown using black solid line and the model-generated performance is shown with a black

dashed line. The red bands represent the interval in which 95% of all model realizations lie.

Comparing these results to the performance of the original model with granularity 10m (cf.

Figure 4.4b), we note that the performance difference between the original model and the

model with quantized parameters is negligibly small, for both values of K. However, the 95%
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Figure 4.8: An example of the parameters of our range-dependent modified Gilbert model
with 10m granularity and K = 3 quantization levels. The unquantized counterpart is shown
in Figure 4.5.

intervals for the model, parameters of which are quantized with K = 3, are slightly broader.

Nevertheless, the agreement between the measured and the model-generated PDR samples is

high, for both numbers of quantization levels. Therefore, we suggest to quantize the model

parameters with K = 3 levels.

An example of the quantized parameters of our range-dependent modified Gilbert model

with K = 3 quantization levels is shown in Figure 4.8. Here, different colors represent

parameters corresponding to different quantization levels, which we associate with certain

(communication) quality levels denoted by Q1, . . . , QK . The quality levels are arranged in

descending order. Hence, the best communication quality is reproduced by the model with

parameters of level Q1 is and the worst with QK . To this end, we compute the average error

probability p̄
(k)
e for each quantization level as follows:

p̄e,k =
PGB,k

PGB,k + PBG,k
PE,k, k = 1, . . . ,K, (4.4)

where PGB,k, PBG,k, PE,k are the quantized model parameters corresponding to the kth quality

level Qk. The quantization levels are then enumerated such that p̄e,1 < · · · < p̄e,K .

A big benefit of the model parameters’ quantization is the fact that it is no longer necessary

to provide the set of model parameters xn for each interval separately. It is sufficient to state

the quality level for each of the N intervals. Then the respective parameters can be obtained

from a lookup table, which only has 3K entries. Figure 4.9a shows an example of the

quality levels for our range-dependent modified Gilbert model. The corresponding quantized
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(b) Quality levels after applying DP algorithm.

Figure 4.9: Quality levels: quantized and simplified-quantized representation.

parameters are depicted in Figure 4.8. The parameters corresponding to the best quality

level Q1 are located in the vicinity of the transmitter and the parameters corresponding to

the poorest communication quality Q3 are found on the edge of the coverage range. We

also note that this representation of the model parameters allows us to set clear boundaries

between different communication quality levels. Therefore, the whole communication range

can be divided into three non-overlapping quality regions, each of which is determined by a

single set of model parameters.

To optimally divide the communication range into respective quality regions we suggest

to use a dynamic programming (DP) approach distantly related to the one presented in [67]

and [117]. Assume that a vector L = [l1, l2, . . . , lN ] contains the quality levels for N intervals

of the range-dependent modified Gilbert model with quantized parameters, similar to the ones

illustrated in Figure 4.9a. In this case, elements of the vector L take values ln ∈ {1, . . . ,K},
where n ∈ {1, . . . , N} is the interval index. We aim at dividing the N intervals into K

disjoint regions Rk, such that the quality levels for all intervals combined into one region are

the same, i.e.,∀ n ∈ Rk ⇒ ln = k. Each region Rk consists of adjacent interval indices,

i.e.,R1 = [1, 2, . . . , r1], R2 = [r1 + 1, . . . , r2], up to RK = [rK−1 + 1, . . . , N ]. We further note

that each region Rk must have at least one element. Under this conditions it is sufficient to

find the set of boundaries r1, r2, . . . rK−1. Algorithm 4.1 explains the DP approach consisting

of three phases. First, the algorithm computes the squared errors

dik = (li − k)2, i = 1, . . . , N, k = 1, . . . ,K. (4.5)

Based on the squared errors the partial distortions cnk (cf. Algorithm 4.1) for the first K − 1

regions are found. Next, the algorithm calculates the total distortion cK and recursively finds

the set of boundaries r1, r2, . . . rK−1 minimizing cK . Example 1 illustrates the basic operation

of this DP algorithm by means of a sequence L with N = 5 and K = 3.
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Algorithm 4.1 DP algorithm for finding optimal boundaries of quality regions.

Input:
N - number of intervals
K - number of quality levels (regions)
L← [l1, l2, . . . , lN ] - quality levels for N intervals

Phase 1 - Compute partial distortion

for k = 1 to K − 1 do
for n = k to N − (K − k) do

if k = 1 then

cn1 ← 1
n

n∑
i=k

di1

else
for j = 1 to n− 1 do

c̃j ← 1
j

n∑
i=n−j+1

dik + cn−j
k−1

end for
cnk ← min(c̃1, . . . , c̃n−1)
ink ← argmin

j=1,...,n−1
c̃j

end if
end for

end for

Phase 2 - Compute total distortion

for j = K to N do

c̃j ← 1
N−j+1

N∑
i=j

diK + cj−1
K−1

end for
cK ← min(c̃K , . . . , c̃N )
iK ← argmin

j=K,...,N
c̃j

Phase 3 - Recursively find indicies [r1, r2, . . . , rK−1] corresponding to cK

rK−1 ← iK
for k = K − 2 to 1 do

rk ← i
rk+1

k+1

end forrK−1 ← rK−1 − 1
Output: Boundaries of the quality regions [r1, r2, . . . , rK−1]
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Example 1. Assume that the range-dependent modified Gilbert model consists of N = 5

intervals. The corresponding parameters are quantized with K = 3 levels. The resulting

vector of quality levels is L = [1, 1, 2, 3, 3]. The optimal solution in this example can be

inferred directly from L. However, this is no longer the case for realistic data (cf. Figure

4.9a). We are interested to find the set boundaries [r1, r2] that correspond to the optimal

quality region assignment. According to Algorithm 4.1, we proceed as follows:

1. Set k = 1, hence n = 1 : 3 and calculate partial distortion for the first region

c11 = d11 = 0

c21 =
1
2(d

1
1 + d21) = 0

c31 =
1
3(d

1
1 + d21 + d31) =

1
3

2. Set k = 2, hence n = 2 : 4 and calculate partial distortion for the second region

n = 2: c̃1 = d22 + c11 = 1

c22 = c̃1 = 1, i22 = 1

n = 3: c̃1 = d32 + c21 = 0, c̃2 =
1
2(d

2
2 + d32) + c11 =

1
2

c32 = c̃1 = 0, i32 = 1

n = 4: c̃1 = d42+c31 =
4
3 , c̃2 =

1
2(d

3
2+d42)+c21 =

1
2 , c̃3 =

1
3(d

2
2+d32+d42)+c11 =

2
3

c42 = c̃2 =
1
2 , i42 = 2

3. Set k = 3, hence n = 3 : 5 and calculate total distortion

c̃1 =
1
3(d

3
3 + d43 + d53) + c22 =

4
3 , c̃2 =

1
2(d

4
3 + d53) + c32 = 0, c̃3 = d53 + c42 =

1
2

c3 = c̃4 = 0, i3 = 4

4. Perform traceback operation

r2 = i3 = 4

r1 = i42 = 2

r2 = 4− 1 = 3.

Thus, the set of boundaries is given as [r1 = 2, r2 = 3] and the corresponding quality

regions are R1 = [1, 2], R2 = [3], R3 = [4, 5].

Similar to the Viterbi algorithm, this recursion can be visualized using trellis diagram.

Illustration of such diagram. Figure 4.10 depicts the trellis corresponding to the considered

example. The red arrows indicate the optimal path. Here, we show all partial distortions

cnk and the total distortion cK . However, for conciseness and clarity we only point out c̃1

and c̃2 required for calculation of c32, as an example.

Applying this DP approach to the quality level vector shown in Figure 4.9a we obtain the

result presented in Figure 4.9b. The high quality communication region R1 includes the first

280m between the transmitter and the receiver. It is followed by the intermediate quality

region R2 that covers the subsequent 90m of range. The range between 370m and 600m is

characterized as unreliable quality region R3.
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Figure 4.10: Trellis-type illustration showing the relations in DP algorithm for finding the
optimal boundaries between the quality regions for N = 5 and K = 3.

Finally, we note that the discontinuities of the quality regions in Figure 4.9a at distances

185m, 405m and 445m, where parameters change from Q1 and Q3 to Q2 for the duration of

one interval, are called forth by street intersections. We therefore conclude that the proposed

VQ algorithm does not only reduce the complexity of the range-dependent modified Gilbert

model, but also enables localization, and successive characterization of realistic environmental

impairments in terms of model parameters. The aspects of such environment-aware modeling

will be discussed in more detail in Section 4.4.

4.3 Signal-to-Noise Ratio Model

In this section, we introduce an extension of the range-dependent modified Gilbert model.

With this extension the model can produce SNR patterns correlated with the packet-error

patterns. To enable thiss extension, we need to know how likely certain SNR values are

in either state of the model. Although this information is hidden initially, we can infer it

from the measurement data. To this end, the most likely sequence of states is recursively

determined using the Viterbi algorithm, once the model parameters are known. This reveals

the connection between the model states and the detection events. Therefore, we can associate

each measured SNR value with one of the states. Figure 4.11 shows an example for the

mapping between the measured SNRs and the states for each quality level. Here individual

measured SNR values are indicated by cross markers and the solid lines show the median

SNR trend, computed based on the SNR values within one interval.

The advantage of our state-dependent SNR modeling becomes obvious when comparing

SNR in the good state (cf. Figure 4.11a) and in the bad state (cf. Figure 4.11b). The median
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Figure 4.11: Measured SNR values in good and bad states vs. distance. The solid lines show
the median SNRs. Colors represent different link quality levels.

SNR in the bad state is almost constant over the considered distances and the dependence

on the quality level is negligible. However, in the good state the SNR varies significantly over

the distance and its dependence on the quality level is well pronounced. The largest SNR is

achieved in quality level Q1 and the SNR of quality level Q3 is significantly smaller than in

the other two levels.

To model the variations of the SNR as a function of the transmitter-receiver distance,

a combination of path loss, shadowing, and small scale fading is frequently used. Path loss

results from dissipation of the power radiated by the transmitter, as well as the propagation

channel effects. Shadowing is caused by obstacles between the transmitter and receiver,

which attenuates signal power through absorption, reflection, scattering, and diffraction. The

variations due to combination of path loss and shadowing are also known as large scale fading

(as they occur over large distances, relative to the wavelength). The median SNR in Figure

4.11 can therefore be interpreted as large scale fading. The deviation of the measured SNR

values from the median can be viewed as small scale fading. The small scale fading occurs due

to constructive and destructive superposition of multipath signal components. The relation

between large and small scale fading is schematically shown in Figure 4.12. We suggest to

adopt this approach based on combination of large and small scale fading to reproduce the

measured SNR performance with the range-dependent modified Gilbert model.

The measured SNR is defined as follows:

SNR = PTX − PN − LP − LS , (4.6)

where PTX is the transmit power, LP is the propagation loss, and LS is the system loss.

All quantities in (4.6) are on a logarithmic scale. The system loss incorporates the cable

losses, the gain of transmit and receive antennas, as well as any losses due to imperfections of

the receiver hardware implementation. Due to limited knowledge about the detailed receiver

processing, a precise derivation of the system loss is hardly possible for most of performance

measurements. But since we develop a model that incorporates the effects of both, the

channel and the standard compliant transceiver chain, we do not require precise knowledge
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Figure 4.12: Visualization of the individual contributions to the SNR model: SNR trend,
large scale fading, and small scale fading.

of the system loss. Instead, we focus on reproducing the joint effect of the propagation

and the system losses, which we refer to as transceiver chain loss hereafter. By subtracting

the transceiver chain loss and the noise from the transmit power, we obtain the distance-

dependent SNR trend (without the effects of shadowing and small scale fading). The SNR

trend is depicted by the blue line in Figure 4.12.

To model the SNR trend, we fit the measured SNR values of the kth link quality level to

an exponential function of the form

SNRk = αk · eβk·d, k = 1, 2, . . . ,K, (4.7)

where d is the transmitter-receiver distance in meters and SNR is in dB. The fit is performed

separately for both states. Regardless of the measurement parameters and environment, the

SNR trend in the bad state is constant over the distance for all quality levels and amounts

to approximately 5 dB. Therefore, in the bad state αk = 5 and βk = 0, k = 1, 2, . . . ,K. For

the good state, the SNR trend depends on the quality level.

To complete the large scale fading model, we next suggest a way of reproducing the

shadowing effects. On the linear scale the shadowing is commonly modeled by a log-normal

distribution of the received signal power. This corresponds to a normally distributed ran-

dom variable on the logarithmic scale. In order to create a correlated Gaussian random

process, we use a general autoregressive (AR) modeling approach. The correlation is essen-

tially introduced by shaping the spectrum of a white input process with a linear filter. The

advantage of using the AR approach is twofold, it exhibits excellent correlation matching and

is computationally inexpensive.

An AR process of order p can be generated via the following difference equation:

yk[n] = −
p∑

i=1

γi,ky[n− i] + w[n]. (4.8)

Here, w[n] ∼ N (0, σ2
k) is the uncorrelated filter input signal and y[n] is the signal obtained

at the output of the filter. The AR model for the kth quality level consists of the set of filter

coefficients {γi,k}pi=1 and the variance σ2
k.
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Figure 4.13: Measured SNR values in good and bad states vs. distance. The solid lines show
the median SNRs. Colors represent different link quality levels.

In order to estimate the AR filter coefficients for each of the N intervals, we first sub-

tract the general SNR trend from the median SNR. Next, the autocorrelation function of the

resulting deviations from the general SNR trend is computed. Finally, the AR filter coef-

ficients are determined by solving the set of p Yule-Walker equations. These equations are

guaranteed to have a unique solution and can be solved efficiently by the Burg algorithm [23].

Comparing the performance achievable for 1 ≤ p ≤ 10, we found out that the AR filter of

order 1 (denoted as AR(1)) should be used, since larger filter orders did not yield significant

improvements.

Thus, to model the large scale fading component (LSFQk

STATE) we proceed as follows:

• generate normally distributed random variables with the specified variance σ2
k,

• introduce correlation by shaping the spectrum of these random variables by the AR(1)

filter with parameter γ1,k,

• add the resulting correlated process to the general SNR trend.

An example of the large scale fading generated in this way is depicted by the red curve in

Figure 4.12.

We note, that the deviations from the SNR trend in the bad state for all quality levels is

negligible (cf. Figure 4.11b). Therefore, the shadowing effects are only modeled in the good

state and the large scale fading in the bad state is given as LSFQk

BAD = LSFQ
BAD = 5dB,

k = 1, 2, . . . ,K.

To model the small scale fading, we compute the deviation of measured SNR from the

median SNR for each interval. The distribution of this deviation is closely approximated by a

clipped Laplace distribution. Thus, the probability density function of the small scale fading

value η is as follows:

p(η) =
1

2cδ
e−|η|/δ, η ∈ {−ηmax, ηmax}, (4.9)

here the normalization factor c is given by

c =

∫ ηmax

−ηmax

1

2δ
e−|η|/δdη, (4.10)

and the values for ηmax and δ are specified based on the measured SNR. The details of the

proposed modeling approach are summarized in Algorithm 4.2.
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Algorithm 4.2 Generation of packet-error patterns with corresponding SNR sequences.

Input:
N - number of intervals
K - number of quality levels
P - number of error pattern digits per interval

Phase 1 - Large scale fading generation

if STATE = BAD then
LSFQ

BAD(1 : N)← 5 dB
else

for k = 1 to K do
LSFQk

GOOD(1 : N)← SNRk(1 : N) + yk(1 : N)
end for

end if

Phase 2 - Error pattern and SNR generation

for n = 1 to N do
find quality level Qk of interval n
generate length-P error pattern using parameters Qk

STATE ← resulting sequence of states
for p = 1 to P do

η ← generate small scale fading realization
if STATE(p) = GOOD then

SNR(p) ← LSFQk

GOOD(n) + η
else

SNR(p) ← LSFQ
BAD(n) + η

end if
end for

end for

Figure 4.13 illustrates the performance of the proposed modeling approach. In particular,

Figure 4.13a shows a randomly selected measured SNR pattern. The SNR pattern shown

in Figure 4.13b is model-generated. We obtain a very good agreement between both SNR

curves, which validates the accuracy of the proposed modeling approach.

4.4 Environment-Aware Model

In this section, we suggest an algorithm for the generation of realistic packet-error and SNR

patterns by taking into account effects of the environment on the radio propagation. To

parameterize the model we use real-world measurements performed in the city of Bologna,

Italy. The measurements are acquired in the framework of iTETRIS project are given in

Section 3.1.3. For this measurement campaign, 22 RSU locations were carefully selected. We

analyzed the surrounding area of all RSU locations using Google Earth [4]. The Google Earth

road information is generated and validated by means of satellite imagery and GPS traces.

The resulting maps are commonly regarded as the highest-quality road data publicly available
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today. Based on our observations, the city center of Bologna is sufficiently well represented by

the following four types of street surroundings, hereafter referred to as layouts. The layouts

are as follows:

Layout 1 - street surrounded by buildings from both sides.

Layout 2 - street surrounded by buildings from one side and by vegetation from the

other side.

Layout 3 - street surrounded by vegetation from both sides.

Layout 4 - open area street.

The street layouts are schematically illustrated in Figure 4.14. All identified layouts are

applicable to both one-way and two-way streets, with two or three lanes in each direction.

Layout 1 is schematically represented in Figure 4.14a. The type and the exterior material

of the surrounding buildings are not considered in our simple model. The only constraint is

the height of the buildings, which is confined by the hight of the RSU antenna. Therefore,

the buildings in the considered layout should be at least 6.5m in height.

Layout 2 comprises two different settings. The first setting is very similar to the one shown

in Figure 4.14a, however the buildings on one side of the street are replaced by vegetation.

The second setting is schematically illustrated in Figure 4.14b. In this case, a two-way street

is surrounded by the buildings from both sides and the driving directions are separated by a

median stripe covered with vegetation. For the sake of simplicity, the density and the type

of vegetation are not covered by our model. However, the sam height constraint as for layout

1, applies here as well. Therefore, the height of both the buildings and the vegetation should

be ≥ 6.5m.

Figure 4.14c shows a schematical representation of layout 3, in which the street is sur-

rounded by vegetation from both sides. Similarly to the layout 2, vegetation on one of the

street sides can alternatively be introduced by the median stripe. The density and type of

vegetation is not considered and the height of the vegetation should be ≥ 6.5m.

In contrast to the other layouts, layout 4 is less likely to occur in the city center and

is frequently found in outlying suburbs. In this case, there are neither tall buildings, nor

dense vegetation on the street sides. Instead, the street might be surrounded by agricultural

field, lawn, parking area, playing grounds, industrial construction sites, etc. An example of

this layout is schematically illustrated in Figure 4.14d. Street layout 4 is also applicable for

settings with sparse vegetation and buildings, as well as noise barriers or construction walls

of height < 6.5m.

Parametrizing the range-dependent modified Gilbert model by measurements taken at

locations with similar street layouts and successive parameter quantization with Algorithm

presented in Section 4.2, yieldclosely related parameters. In contrast, the model parameters

obtained from measurements performed in dissimilar layouts differ significantly. We conclude

that for V2I measurements in urban environments, the performance is strongly influenced by

the street layout.
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(a) Street layout 1. (b) Street layout 2.

(c) Street layout 3. (d) Street layout 4.

Figure 4.14: Schematic illustration of urban street layout types.

Analyzing the quantized model parameters for different measurement locations, we notice

that certain street topology-related aspects have significant influence on the communication

quality, regardless of the considered layout. Our extensive study of the model parameters,

influenced by various street topologies shows that there are four main types of urban impair-

ments that affect the communication quality. These impairments, schematically represented

in Figure 4.15, include street intersections, interruptions in the median stripe, roundabouts,

and road curvatures.

An example of a street intersection is shown in Figure 4.15a. This type of impairment

occurs when two or more roads either meet, or cross each other. The influence of a street

intersection on communication quality, depends on the distance relative to the RSU. For

instance, an intersection in the close vicinity of the transmitter reduces the communication

performance. Therefore the parameters within the quality region R1 are changed to level

Q2. However, if an intersection occurs within the region R3, the communication quality is

improved and consequently the parameters are replaced by Q2. The presence of a street

intersection within the quality region R2 does not have an effect on the model parameters.

The duration, for which the model parameters are interchanged is defined by the largest
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dimension of the impairment in the driving direction. In most cases the parameters are

changed for 3−5 consecutive model intervals, which translates to 30−50m wide intersection.

An interruption in the median strip, schematically shown in Figure 4.15b, has an effect

on the communication quality that is similar to intersect. However, this type of impairment

is only applicable to layout 2 and occurs most frequently in connection with an intersection

or a u-turn. In this case, the model parameters of the level Q2 are used within the quality

regions R1 and R3 for the duration of the impairment. The parameters within the region

R2 remain unchanged. The overall impact of an interruption in the median stripe is slightly

less noticeable compared to a street intersection. This is due to shorter duration of this

impairment, resulting in parameter change for 1− 3 consecutive model intervals only.

A further intersection-like impairment is a roundabout, illustrated in Figure 4.15c. This

impairment usually yields a loss of line-of-sight (LOS) connection to the transmitter. There-

fore, the quality of communication is significantly degraded while the vehicle is in the round-

about. The range-dependent modified Gilbert model accounts for this impairment by chang-

ing the parameters to quality level Q3 within the high and intermediate quality regions R1

and R2. While the parameters within the region R3 are not affected by a roundabout. In

most cases, this impairment results in a change of model parameters for 5 − 8 consecutive

intervals and therefore the impact of a roundabout on the V2I performance is fairly large.

For the aforementioned impairments, we assume that the vehicle continues driving in the

same direction as before. In some cases however, the street topology is such, that the vehicle

changes its heading without an intention to turn or leave the street. We refer to such street

topology, in which the heading is changed by ≥ 20◦, as a curvature. The measurement results

indicate that a curvature leads to significant deterioration of the communication quality and

eventually to a connection breakdown about 100m after it starts. To model this impairment,

the model parameters are changed to Q3 starting at the start of a curvature and the coverage

range is terminated after additional 100m. This impairment can also be used to model the

case when the vehicle leaves the road on which the RSU is located.

To accurately reproduce the effect of urban impairments, the model parameters should

be changed to the respective quality level 5m ahead the start of the impairment and last 5m

after the impairment ends.

We next give an example in which the quality levels (Q1, Q2, Q3) are used as building

blocks to setup an environment-aware model. Let us assume that we model V2I communica-

tion along a street with layout 1 (cf. Figure 4.14a). First, we use the quality region parameters

to get the coarse model shown in Figure 4.16a. Next, we refine the model to account for prop-

agation impairments by adjusting the model parameters where necessary. In our example,

there is a 30m wide intersection starting 185m away from the transmitter. Therefore, we

change the parameters to Q2 in the range 180 − 220m. Furthermore, a roundabout of 50m

diameter starts 295m away from the transmitter. We thus change the parameters from Q2 to

Q3 in the range 290 − 350m. Finally, the street along which the vehicle is driving is curved

starting 420m after the position of the RSU. Since the street curvature occurs in the unreli-
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(a) Intersection. (b) Interruption in median stripe.

(c) Roundabout. (d) Curvature.

Figure 4.15: Schematic illustration of urban impairments.

able communication range, the parameters remain unchanged. However, the communication

range is terminated within 100m and thus the packet reception ends at 520m. The resulting

model parameters, taking into account the propagation impairments, are shown in Figure

4.16b. As soon as the model parameters capturing the street layout and impairments are

fixed, packet-error and SNR patterns can be generated using the range-dependent modified

Gilbert model.

4.5 Model Validation and Results

In this section we provide the model parameters for the identified urban street layouts and

evaluate the performance of the proposed modeling approach. We start with the packet-error

model and subsequently evaluate the performance of the SNR-enabled model.

The proposed model is clearly most useful if the set of parameters, extracted from a

particular measurement, can be used to describe the link performance for other locations

with similar street layouts. To show that this is indeed the case, we first introduce the notion

of primary and secondary measurements. The primary measurement is used for the model
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(b) Model parameters divided in quality ranges with
realistic environmental impairments.

Figure 4.16: Parameters of simplified model with K = 3 quality ranges.

parameter estimation. The estimated parameters are then used to model the communication

performance of the secondary measurement, carried out at a different site. By comparing the

model output to the secondary measurement, we quantify how representative our model is

for scenarios with similar street layouts. We note that the type and position of impairments

do need not be the same for primary and secondary measurements.

For each of the four environments we have chosen two RSU locations, one as the primary

and the other as the secondary measurement. The exact positions of the chosen RSUs are

given in Table 3.7 and the corresponding environments are shown in Figure 3.6. We selected

the measurement locations based on the following two criteria: (i) the street layout should

remain the same within the coverage range of the RSU and (ii) sthe econdary measurements

should the influence of all impairment types.

The parameters of the range-dependent modified Gilbert model with quantized param-

eters, hereafter referred to as the quantized model, are summarized in Table 4.1. From the

model parameters it follows that the range of V2I communication in urban environments

significantly depends on the street layout. In the street layouts 1 and 2, the communication

terminates 480m after the RSU. For the layouts 3 and 4, the communication can be sus-

tained for additional 150m. It is interesting to note that all three communication ranges are

present only for layout 1. For the other layouts there are only two regions and the remaining

quality level is only used to model impairments. As expected, parameters leading to the best

performance correspond to layout 4, e.g., open area with less to none environment-induced

propagation limiting factors. In this case, the best communication quality region R1 includ-

ing the first 550m between transmitter and receiver. The performance in the subsequent 80m

is resembled by the model with parameters Q3. Slightly worse is the performance on streets

with layout 3. Here, the parameters of quality level Q1 are used in the region 0−400m and of

the level Q2 for the subsequent 230m. The performance achievable on streets with the layout

1 and 2 is nearly the same, although the quality region R1 of the layout 2 is 60m larger.

This performance advance is however compensated by the absence of the quality region R2

and 30m earlier start of the region R3.

We next evaluate the performance of the proposed packet-error modeling approach based

on a set of similarity criteria. The similarity criteria include three distance-dependent mea-
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Table 4.1: Parameters of the simplified range-dependent modified Gilbert model for urban
environments.

Parameter
Quality Q1 Q2 Q3

Street layout 1

Quality region
[m]

0 - 270 271 - 360 361 - 480

PBG 0.89 0.40 0.07

PGB 0.01 0.23 0.97

PE 0.01 0.88 0.97

Street layout 2

Quality region
[m]

0 - 330 Impairments only 331 - 480

PBG 0.88 0.88 0.16

PGB 0.01 0.19 0.47

PE 0.01 0.96 0.80

Street layout 3

Quality region
[m]

0 - 400 401-630 Impairments only

PBG 0.92 0.88 0.05

PGB 0.01 0.19 0.98

PE 0.01 0.83 0.94

Street layout 4

Quality region
[m]

0 - 550 Impairments only 551 - 630

PBG 0.90 0.86 0.07

PGB 0.02 0.11 0.95

PE 0.01 0.99 0.85

sures and one descriptive statistical measure. As distance-dependent measures KLD, MSE,

and complementary collinearity are used. The percentage of erroneous packets is chosen as

descriptive statistical measure. These measures are introduced and defined in Section 2.3.4.

In what follows we evaluate the performance of three modeling approaches:

• The original model proposed in Section 4.1. In this case, we used the secondary mea-

surement to parametrize the range-dependent modified Gilbert model with granularity

10m.

• The quantized model discussed in Section 4.2. In this case, we used the parameters

of the original model that were quantized with 3 quantization levels.

• The environment-aware modeling approach suggested in Section 4.4 that we will refer
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to as prediction. We decide to call the results of the environment-aware model a

prediction, since the model parametrization is based on the primary measurement and

packet-error pattern generation for the secondary measurements is based solely on the

layout and position of the impairments.

To evaluate the accuracy of the aforementioned modeling approaches we compute the

measured reference based on M repetitions of the secondary measurement, as suggested in

Section 4.2. The number of measurement repetition is 6 ≤ M ≤ 10, which is sufficient to

build a representative statistic of the measured performance. The reference values of the

distance-dependent measures serve as an upper bound in our evaluation that should not be

exceeded by an accurate model. Moreover, the deviation from the measured percentage of

erroneous packets should be as small as possible. Table 4.2 summarizes the resulting reference

values together with the model performance for the street layouts identified in Section 4.4.

From Table 4.2 it follows that all three modeling approaches satisfy the accuracy crite-

ria, regardless of the street layout. The original model outperforms the quantized and the

environment-aware models at the cost of larger model dimension. Surprisingly, the accuracy

of the environment-aware model is almost as good as that of the quantized model, although

it does not require measurements at the secondary location to model the communication per-

formance. In the following, we state more precisely the relation between accuracy achieved

by the model and the measured reference. We therefor take the reference values of the

distance-dependent measures as 100% of the allowed dissimilarity. The difference between

the percentage of erroneous packets in measured and model-generated traces will be denoted

as deviation from the reference.

In particular, for layout 1 the KLD, MSE and complementary collinearity of the original

model are 13%, 50%, and 45% of the measured reference, respectively. The KLD of the

environment-aware model is more than doubled compared to the original model. Neverthe-

less, it is well below the upper bound and amounts to 30% of the reference. The MSE and

the complementary collinearity of the environment-aware model are 65% and 80% of the ref-

erence, respectively. The performance of the quantized model in terms of distance-dependent

measures is only slightly better than that of the environment-aware model. However, the

quantized model reproduces the percentage of erroneous packets the best, leading to devi-

ation from the measured reference value by 0.5%. The original model underestimates the

percentage of erroneous packets by 1.3% and the environment-aware model overestimates it

by 1.2%.

Similarly, for layout 2 the best performance is achieved with the original model. Particu-

larly, the KLD is by 80% below the upper bound, the MSE is nearly the half of the measured

reference, and the complementary collinearity amounts to 74% of the reference value. The

KLD, MSE and complementary collinearity of the environment-aware model are 70%, 96%,

and 83% of the measured reference, respectively. The performance of the quantized model

in terms of the distance-dependent measures is well in-between the other two approaches. In

terms of the percentage of erroneous packets the best match is surprisingly achieved with the
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Table 4.2: Performance evaluation of the range-dependent modified Gilbert model (original
model), the range-dependent modified Gilbert model with quantized parameters (quantized
model), and the environment-aware model (prediction).

Street layout 1

Measured
reference

Original
model

Quantized
model

Prediction

DKL 243.73 32.54 54.2 71.41

MSE 0.062 0.031 0.04 0.041

1− γ 0.031 0.014 0.016 0.025

P̂e [%] 12.7 11.4 13.2 13.9

Street layout 2

DKL 122.93 19.65 44.69 69.28

MSE 0.057 0.031 0.051 0.055

1− γ 0.077 0.057 0.06 0.064

P̂e [%] 19.4 17 18 19.9

Street layout 3

DKL 113.21 39.93 84.62 72.02

MSE 0.052 0.015 0.042 0.038

1− γ 0.019 0.017 0.02 0.019

P̂e [%] 24.4 24.8 22.5 23.6

Street layout 4

DKL 47.45 18.21 26.61 28.77

MSE 0.03 0.006 0.009 0.01

1− γ 0.02 0.001 0.003 0.004

P̂e [%] 43.3 43.8 43.5 39.1
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Figure 4.17: Parameters of the environment-aware model for the secondary measurements of
different street layouts.

environment-aware model, for which the deviation from the measured reference is only 0.5%.

The original and the quantized models underestimate the percentage of erroneous packets by

2.4% and 1.4%, respectively.

Surprisingly, for layout 3 the environment-aware model outperforms the quantized model

with respect to all similarity criteria. More specifically, the KLD is 65% and 75% related to

the reference values for the environment-aware model and the quantized model, respectively.

The same relationship is given in terms of the MSE, which is on average 70% of the reference

for the prediction and 80% for the quantized model. The complementary collinearity of

the environment-aware model is the same as the measured reference. The complementary

collinearity of the quantized model exceeds the reference value by 5%. The deviation of the

percentage of erroneous packets is 1.2% for the prediction and 1.9% for the quantized model.

The best performance is still achieved with the original model.

Finally, for street layout 4 the performance of the quantized model and the environment-

aware model, in terms of the distance-dependent measures, is nearly the same. In particular

the KLD, MSE, and complementary collinearity of this models amount to 60%, 30%, and

15% of the measured reference, respectively. The performance of the original model in this

respect is better. The KLD is 40%, the MSE is 20%, and the complementary collinearity

is 5% of the measured reference. With respect to the percentage of erroneous packets, the

quantized model achieves the best performance with a deviation of only 0.2%. A slightly

larger deviation from the reference is achieved by the original model. The environment-aware

model underestimates the percentage of erroneous packets by 4.2%.

Comparing the measured reference value of P̂e for different street layouts, we notice that

the largest amount of packet-errors was obtained for street layout 4. This is in contrast to
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our expectations based on the model parameters given in Table 4.1. As mentioned earlier,

we expected to achieve the best communication performance for layout 4 and slightly worse

performance for layout 3. The reason for this discrepancy is the non-uniform distribution of

the impairments among the secondary measurements of different layouts, detailed in Figure

4.17. The parameters used to predict performance of the secondary measurements with

layout 4, indicate the presence of a road curvature starting 250m after the RSU (cf. Figure

4.17a). Therefore, the model parameters are changed to quality level Q3 and communication

is terminated after 100m. This particularly implies that the total communication range is

reduced by 280m. Even more importantly, the high quality region R1 is shortened from

550m to 250m, as compared to the idealized settings without impairments (cf. Table 4.1).

The parameters used to predict the performance of the secondary measurement with street

layout 3 are shown in Figure 4.17c. They indicate two intersections, located within the

quality region R2 and a roundabout located within the region R1. The intersections do not

have any influence on the performance in this case. However, the roundabout leading to

partial loss of the LOS considerably reduces the communication performance. In contrast,

the secondary measurements of street layouts 1 (cf. Figure 4.17a) and 2 (cf. Figure 4.17b)

comprise only intersections and interruption in the median stripe. These impairments have a

less pronounced influence on the communication quality. This explains larger amount of lost

packets in the secondary measurements of layouts 3 and 4, compared to layouts 1 and 2.

Figure 4.18 shows the performance of the proposed modeling approaches for different

street layouts. A randomly chosen repetition of the secondary measurements is shown using

a black solid line. The dashed lines indicate the performance of different models. For each

layout the top plot illustrates the performance of the original model, the middle plot shows

the performance of the quantized model, and the button plot depicts the environment-aware

model’s result. The red colored bands represent the empirical intervals containing 95% of all

104 model realizations. Comparing the PDR curves with the model parameters illustrated in

Figure 4.17, we can clearly spot the effects of particular impairments. We note that the PDR

curves originating from the packet-error traces generated by the original model are almost

identical to the measured counterparts. Moreover, the empirical confidence intervals in this

case are fairly tight. The quantized model is only imperceptibly less accurate. In the case

of the environment-aware model, the agreement between the model-generated result and the

measurements is good as well. However, the 95% bounds are wider, which points to a higher

uncertainty of the result compared to the original model. Nevertheless, the prediction made

by the environment-aware model on the basis of the street layout and impairments highly

accurate.

Next, we evaluate the importance of the street layout for the accuracy of the environment-

aware model. To this end, we compare the PDR performance of the environment-aware model

with parameters estimated based on the primary measurements with the same (matching)

street layout and with three different (mismatching) layouts. Recall that the parameters for

all layouts are given in Table 4.1. Note that we use theoriginal assignment of the quality
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(a) Model performance for layout 1.
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(c) Model performance for layout 3.
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(d) Model performance for layout 4.

Figure 4.18: Performance comparison of different modeling approaches for the defined street
layouts. The plots from top to bottom illustrates performance of the original, the quantized,
and the environment-aware model, respectively. Solid black lines represent measurement
repetition and dashed black lines show a realization of respective model, both chosen at
random. Colored bands show empirical intervals containing 95% of all model realizations.

ranges, as well as the position and type of the impairments. We only change the transition

and emission probabilities (PBG, PGB and PE). We denote the performance achieved by the

environment-aware model with mismatching parameters as prediction for layout s, where s ∈
{1, 2, 3, 4} denotes the street layout. The performance of the environment-aware model with

parameters estimated based on the primary measurement with matching layout is denoted

as prediction.

The performance achieved by the environment-aware model with matching and mismatch-

ing parameters is summarized in Table 4.5. All four measures indicate that the street layout

has a significant influence on the communication performance and, consequently, on the

model parameters. Regardless of the street layout, the agreement with the measurements is

significantly higher when matching parameters are used. Moreover, when parameters of a
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Table 4.3: Performance evaluation of the environment-aware model with parameters esti-
mated for mismatched street layouts.

Street layout 1

Prediction
Prediction
for layout 2

Prediction
for layout 3

Prediction
for layout 4

DKL 71.41 88.41 88.11 93.39

MSE 0.041 0.044 0.058 0.042

1− γ 0.025 0.029 0.028 0.029

P̂e [%] 13.9 10.6 8.7 10.1

Street layout 2

Measured
reference

Prediction
for layout 1

Prediction
for layout 2

Prediction
for layout 3

DKL 69.28 211.91 81.14 74.95

MSE 0.055 0.082 0.071 0.065

1− γ 0.064 0.194 0.097 0.087

P̂e [%] 19.9 30.8 25.3 23.8

Street layout 3

Measured
reference

Prediction
for layout 1

Prediction
for layout 2

Prediction
for layout 4

DKL 72.02 171.35 110.35 82.45

MSE 0.038 0.119 0.042 0.044

1− γ 0.019 0.089 0.076 0.025

P̂e [%] 23.6 16.3 18.4 20.1

Street layout 4

Measured
reference

Prediction
for layout 1

Prediction
for layout 2

Prediction
for layout 3

DKL 28.77 42.22 58.19 78.60

MSE 0.01 0.026 0.048 0.082

1− γ 0.004 0.028 0.064 0.091

P̂e [%] 39.1 34.2 30.5 25.9



4.5 Model Validation and Results 91

mismatching layout are used, the distance-dependent measures exceed the upper bounds of

dissimilarity (cf. measured reference values in Table 4.2) in most cases. The only exception

is layout 1, in which the KLD, MSE and complementary collinearity are slightly below the

measured reference when the parameters of the three mismatching layouts are used. How-

ever, mismatching parameters lead to a significantly larger deviation of the percentage of

erroneous packets from the reference value. More precisely, the deviation amounts to 1.9%,

4%, and 2.6% when using parameters of the layouts 2, 3, and 4, respectively. However, when

the model parameters of the matching layout are used the deviation is 1.2% only.

For street layout 2, the worst performance is achieved when using the parameters esti-

mated on the basis of the layout 1. In this case, the KLD exceeds the measured reference

value by 70%, the MSE by 45% and the complementary collinearity is 2.5 times larger than

the reference. The deviation from the reference value of the percentage of erroneous packets

is 11.4%, which is significantly more than the 0.5% achievable by the environment-aware

model with parameters of matching layout. When parameters of street layouts 3 and 4 are

used, the KLD does not exceed the upper bound. However, the MSE is above the reference

value by 25% and 14% with the parameters of layouts 3 and 4, respectively. The same

relation holds for the complementary collinearity.

Similarly, for street layout 3 poor performance of the environment-aware model is attained

when using parameters of layout 1. The KLD, MSE and complementary collinearity exceed

the upper bound by 50%, 130% ,and 370%, respectively. When using parameters of layouts 2

and 4, the KLD and the MSE do not exceed the upper bounds. However, the complementary

collinearity is 30% and 300% larger than the reference, for the layout 2 and 4 respectively.

The average percentage of the erroneous packets deviates from the reference by 8.1%, 6%,

and 4.3%, when parameters of the layouts 1, 2, and 4 are used. In contrast, this deviation for

the case of the environment-aware model with parameters of the matching layout amounts

to only 1.2%.

For layout 4, the incompatibility of the mismatching parameters is most notable with

respect to the percentage of erroneous packets. In particular, P̂e is underestimated by 9.1%,

12.8%, and 17.4%, when using parameters of layouts 1, 2, and 3 respectively. The deviation

from the reference value of P̂e is only 4.2% when parameters of the matching layout are used.

The relation of the distance-dependent measures is similar as for the other three layouts. The

exact values can be found in Table 4.5.

Figure 4.19 compares of the performance the environment-aware model that uses parame-

ters of the matching and the mismatching street layouts. An example of the measured PDRs

is shown using a black solid line. The performance of the environment-aware model with

parameters of the matching layout is shown using a green dashed line. Finally, the perfor-

mance of the model employed for a mismatching layout is represented with red dash-dotted

line. Regardless of the considered layout, the PDRs generated by the environment-aware

model with parameters of the matching layout (cf. green curves) are significantly closer to

the measured curves than the PDRs generated by the same model with mismatching param-
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(a) Model performance for street layout 1.
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(b) Model performance for street layout 2.
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(c) Model performance for street layout 3.

0 150 300 450

P
D

R

0

0.5

1

Measured
Prediction
Prediction
for layout1

0 150 300 450

P
D

R

0

0.5

1

Measured
Prediction
Prediction
for layout2

Distance [m]
0 150 300 450

P
D

R

0

0.5

1

Measured
Prediction
Prediction
for layout3

(d) Model performance for street layout 4.

Figure 4.19: Performance of the environment-aware model with parameters estimated for
different street layouts. The black solid lines indicate measured PDR curves, the green dashed
lines show result of the environment-aware model with parameters of the same layout, and the
red dash-dotted curves represent the performance of the same model employed for a different
street layout.

eters (cf. red curves). This performance difference is particularly noticeable at the position

of the impairments. The performance within the high quality communication region R1 can

be reproduced comparably well, regardless of the layout. This is due to the fact that the

parameters of quality level Q1 are nearly the same for all street layouts, as can be seen from

Table 4.1.

We therefore conclude that the packet-error performance of realistic V2I links can be

modeled sufficiently well with the proposed environment-aware model. The key components

for the reliability of the proposed model are a suitable model parametrization with respect

to the street layout and an exact quality level assignment based on type and position of the

impairments. Certainly, the accuracy achievable with the original model is higher than that

of the environment-aware model, but the two approaches are designed for different purposes.
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Table 4.4: SNR model parameters.

State Quality level Qk

SNR trend Shadowing Small scale fading

αk βk γ1,k σ2
k δ ηmax

Street layout 1

G
o
o
d

k = 1 43.43 −0.003 −0.087 2.484

2.12 5
k = 2 40.71 −0.002 −0.335 3.999

k = 3 27.42 0 −0.018 1.610

B
a
d

k = 1, 2, 3 5 0 −

Street layout 2

G
o
o
d

k = 1 33.35 −0.003 −0.113 4.678

1.12 5
k = 2 30.53 −0.002 0.747 0.513

k = 3 19.55 0 −0.075 1.603

B
a
d

k = 1, 2, 3 5 0 −

Street layout 3

G
o
o
d

k = 1 49.56 −0.003 −0.511 5.500

1.87 5
k = 2 29.01 −0.001 0.365 3.368

k = 3 16.03 0 −0.091 0.606

B
a
d

k = 1, 2, 3 5 0 −

Street layout 4

G
o
o
d

k = 1 33.16 −0.002 −0.785 2.923

1.70 5
k = 2 30.38 −0.001 0.059 3.226

k = 3 18.20 0 0.731 0.081

B
a
d

k = 1, 2, 3 5 0 −

The original model should be applied to generate repetitions of an existing measurement, sim-

ilarly to replay models discussed in Section 2.2.1. On the other hand the environment-aware

model is intended to model wireless V2I transmissions at locations where no measurements

were performed.

Next, we evaluate the performance of the environment-aware model with respect to the

accuracy of the model-generated SNR patterns. To enable the model with SNR generation

capabilities we have used the approach introduced in Section 4.3. The parameters of the

model, estimated based on the primary measurement for each street layout, are given in
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(b) Model performance for layout 2.
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(c) Model performance for layout 3.
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(d) Model performance for layout 4.

Figure 4.20: SNR vs. distance performance for the defined street layouts. Solid black lines
represent a randomly chosen measurement repetition. Dashed black lines show a randomly
chosen realization of the model. Colored bands show empirical intervals containing 95% of
all model realizations.

Table 4.4. Analyzing the model parameters we notice that in the good state the value β3,

i.e.,exponential decay of the SNR trend, equals to zero for all layouts. This implies that the

SNR trend for quality level Q3 is not distance dependent. The same holds for SNR trend

in the bad state for all quality levels. We also note that the highest SNR can be achieved

within the quality range R1 on urban streets with layout 3. At the same time, this layout is

characterized by the lowest SNR achievable in quality level Q3. Thus, for street layout 3 the

quality levels have the strongest influence on the SNR. For layouts 2 and 4 the SNR trends

are essentially equal. In both cases, the SNR in quality level Q1 is slightly higher than in

Q2. However, the SNR trend in quality level Q2 decays slower. The same is true for layout

1, with the only difference that the SNR values are on average 10 dB higher.

In Figure 4.20 we illustrate the results obtained using performance of the environment-

aware model in terms of SNR for different street layouts. A randomly selected secondary

measurement is shown using a black solid line. The dashed black lines demonstrate the SNR

prediction generated by the environment-aware model and the red colored bands contain

95% of all 104 model realizations. These results indicate an excellent agreement between

the measured and the model-generated SNR patterns for all environments. The empirical

confidence intervals clearly depend on the quality level. The tightest bounds are achieved

for the quality level Q3. Here the 95% intervals are only 2 to 3 dB wide. For the other

quality levels, the deviation from the measurement is ≤ 10 dB. We attribute this difference
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Table 4.5: Performance evaluation of the environment-aware SNR model.

Street layout 1

MSE 1− γ p-value DKS DPDR

Measured 17.34 0.008 0.057 0.296 0.102

Modeled 14.90 0.003 0.079 0.104 0.224

Street layout 2

Measured 23.46 0.026 0.093 0.341 0.108

Modeled 22.07 0.014 0.150 0.119 0.227

Street layout 3

Measured 22.45 0.009 0.073 0.308 0.099

Modeled 19.25 0.008 0.309 0.133 0.255

Street layout 4

Measured 15.57 0.003 0.084 0.256 0.156

Modeled 11.86 0.002 0.092 0.157 0.250

reflected by the empirical confidence bounds to the effects of large-scale fading, which are

more pronounced in the high and intermediate quality levels Q1 and Q2.

To emphasize the high accuracy of the proposed SNR modeling approach, we compare

the model-generated SNR sequences to the measured counterparts in terms of the MSE and

the complementary collinearity. We note that the KLD does not lead to consistent and

easily interpretable results, when comparing the SNR. We assume that this is due to stronger

variations of the SNR, as compared to the PDR. The percentage of erroneous packets in the

context of the SNR model evaluation is obviously inapplicable. As an alternative statistical

measure we perform the two-sample Kolmogorov-Smirnov test introduced in Section 2.3.4.

The model performance evaluation in terms of the distance-dependent measures and the

Kolmogorov-Smirnov statistic are summarized in Table 4.5. The measured reference values

of the Kolmogorov-Smirnov statistic are obtained by performing the hypothesis test between

all measurement repetitions and taking the median of the resulting values. Similarly, for

the model-generated results the hypothesis test was performed between each measurement

repetition and 104 realizations of the model.

The SNR sequences generated by the environment-aware model conform to the accuracy

requirements in terms of the distance-dependent measures, for all street layouts. In particular,

the MSE is 15% less than the measured reference for layouts 1 and 3. In the case of layouts

2 and 4, the MSE is 6% and 23% below the upper bound, respectively. The complementary

collinearity for layouts 1 and 2 is roughly three and two times smaller than the measured
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(a) Model performance for layout 1.
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(b) Model performance for layout 2.
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(c) Model performance for layout 3.
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(d) Model performance for layout 4.

Figure 4.21: PDR vs. SNR performance for the defined street layouts. Solid black lines
represent a randomly chosen measurement repetition. Dashed black lines show a randomly
chosen realization of the model. Colored bands show empirical intervals containing 95% of
all model realizations.

reference. For layouts 3 and 4 the complementary collinearity amounts to 90% and 67% of

the reference value, respectively.

With respect to DKS, defined as the largest vertical distance between two empirical

cumulative distribution functions (CDFs), we note that the distance between the CDFs of

the measured SNR patterns is on average three times larger than the distance between the

measured and the model-generated patterns, regardless of the street layout. To interpret the

results regarding the p-value, we recall that the null hypothesis is rejected if the p-value is

equal to or smaller than the significance level α, which in our case is 0.05. For all street

layouts the p-values are > 0.05 for either the measured or the modeled SNR patterns. The

p-values indicate the likelihood that the measured and the model-generated SNR samples.

Finally, in Figure 4.21 we show the PDR as a function of the SNR for different street

layouts. The black solid lines represent a randomly selected secondary measurement. The

dashed black lines show the performance originating from the environment-aware model and

the colored bands contain 95% of all model realizations. These plots indicate good agreement

between the measured and the model-generated performance. To substantiate this statement,

we calculate DPDR, which is defined as the largest vertical distance between two PDR vs.

SNR curves. The results summarized in Table 4.5 show that DPDR is nearly the same for all

street layouts and can be up to 0.25. This is nearly twice as large as the deviation between

the measured PDR vs. SNR curves. Nevertheless, the empirical evaluation have proven high

accuracy of our simple SNR model that only relies on the street layout and topology.
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4.6 Application Examples

Both the range-dependent modified Gilbert model proposed in Section 4.1 and the

environment-aware model introduced in Section 4.4 can be broadly utilized in a variety of

simulation tools. These models are of particular interest in the process of developing and

testing upper layer protocols and mechanisms. Such mechanisms include, but are not limited

to, congestion control, message dissemination, delay tolerant networking, floating car data,

and geocasting. The proof of concept and evaluation of new network layer algorithms is often

done in ns-2 or ns-3 simulation environments. These packet-level discrete-event simulators

use a centric event scheduler to handle events such as transmission, forwarding, and recep-

tion of packets. The wireless channel in these simulation environments is most frequently

represented by the Nakagami-m model [80]. However, such kind of PHY obstruction may

lead to unrealistic results and misleading conclusions. In this section, we list a few research

proposals that focus on protocol design in the context of vehicular communications and could

use the proposed model to improve the reliability and sustainability of their results.

Quite a few research groups have studied the effect of beacon congestions and suggested

solutions to reliably minimize the impact of such congestions on the performance of safety-

related vehicular applications. In the context of intelligent transportation system (ITS),

beacon messages are regularly broadcasted by each vehicle to notify the neighbors of its

presence and status. Moreover, there exist event-driven warning messages that are emitted

when an on-board unit (OBU) or RSU detects a safety critical situation. These messages

carry time-critical information of high importance and need to be transmitted reliably. To

ensure that the event-driven messages are not lost due to simultaneous transmission with a

beacon message, it is necessary to develop algorithms that reduce the beacon load and reserve

resources for higher-priority messages. To avoid beacon congestions one of the following

two approaches is usually applied: (i) beacon rate control and (ii) beacon transmit power

control. An example of a rate-adaptive collision control algorithm is given in [33]. The devised

algorithm maintains the beacon load under a given threshold by dynamically adapting the

nodes’ beacon rate. Each node controls the aggregated beacon load by monitoring the wireless

channel and estimating the number of neighbors. The nodes then adjust their beacon rate

such that the aggregated beacon load is kept below a given threshold. Power-adaptive collision

control algorithms were suggested by the authors of [24] and [114]. The algorithm presented

in [24] adjusts the transmit power as a function of the estimated number of neighbors. If

the number of neighbors is below the predefined threshold, a node increases its transmit

power. Otherwise the transmit power is decreased. In [114], each node acquires the status of

the neighboring nodes within the carrier-sense range and uses this information to determine

the maximum common transmit power, such that the aggregated beacon load is below a

specified threshold. This information is then broadcast to other nodes in the carrier-sense

range that collectively choose the transmit power value to ensure fairness. A statistical

approach based on transmit power adaptation for beaconing congestion control is suggested
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in [35]. In this case, each vehicle locally computes the power needed to comply with a given

maximum beacon load. This load is estimated based on channel parameters, vehicle density,

and beaconing rate. The authors of [68] analyze the performance of the beacon congestion

control algorithms based on adjusting the transmit rate, transmit power, or a combination of

both. All these studies were performed by conducting ns-2 simulations for various scenarios

and vehicle densities. The authors claim to achieve realistic packet-error rates by using the

IEEE 802.11 PHY extension that implements a Nakagami model for the radio propagation.

Along with congestion control applications, distributed control applications are frequently

considered in the research community. While time-triggered messages are the foundation

of most distributed control applications, some vehicular scenarios require dissemination of

event-driven messages as well. The state-of-the-art for disseminating such event-driven mes-

sages is to let all nodes repeat the received messages, which consequently leads to broadcast

storms. Different ways of mitigating broadcast storms have been evaluated in [116]. Here,

several broadcast algorithms are compared from an application perspective using simula-

tions. In [88] information dissemination protocols for vehicular ad-hoc networks (VANETs)

are evaluated in general. The authors of [21] are particularly focusing on information dis-

semination in a platooning environment. Similarly, the authors of [56] propose a message

dissemination scheme based on relay selection for platooning applications. The proposed

algorithm minimizes the probability of error of unicast and broadcast transmission, without

degrading the performance of the co-existing time-triggered messages. The performance of

the proposed message dissemination schemes is evaluated by means of simulations, where the

wireless propagation in which is modeled by path loss and a distance-dependent parameter

m of the Nakagami-m distribution.

Information dissemination is further considered in the context of delay tolerant net-

works [37]. Delay tolerant networks deal with communication in impaired networks with

long latencies, high packet loss rates, and frequent disconnectivity. Pioneering work that re-

veals fundamental issues of such networks, including optimal choice of data rate when driving

through connectivity islands is presented in [48]. The authors of [91] analyze intermittent

connectivity observed in a VANETs and propose a disruption tolerant network service. The

authors consider a mesh network of RSUs in which vehicles open communication dialogs us-

ing the IEEE 802.11p protocol when entering the range of an RSU. However, these dialogs

may be interrupted, for instance when the vehicle leaves the communication range or when

packet losses occur. With the help of the proposed disruption tolerant network service the

authors claim to achieve seamless and efficient message dissemination over several RSUs, with

non-overlapping coverage ranges. This work is of particular interest since the authors use

real-world V2I transmission patterns to evaluate their mechanism. However, the number of

measurement repetitions used for the evaluation is rather small. This issue could be easily

solved with the help of the range-dependent modified Gilbert model, which constitutes a

computationally inexpensive way to generate realistic performance traces based on a small

number of available measurement.
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Another type of upper layer application, where our model may be beneficial, is the so-

called floating car data collection. It is a commonly used method for collecting traffic related

information such as vehicle speed an ambient temperature directly from the vehicles on the

road. The relevant information is collected by a vehicle from its sensors and delivered to an

RSU by means of IEEE 802.11p-based wireless communication. This approach enables data

collection from numerous vehicles. In this context, the authors of [92] presented a solution

for targeting data collection to specific road areas, time periods and sensor types. Evaluation

of the proposed solution is performed with the help of an ns-3 simulation environment with

special simulator extensions that incorporate the effects of propagation delay and packet

losses.

Likewise, the development of geocasting protocols is largely based on simulations with

ns-2 or ns-3. Geocasting protocols enable vehicle-to-vehicle (V2V) and V2I communication

based on the IEEE 802.11 technology, ad-hoc principles, and wireless multi-hop techniques,

using geographical positions. An extensive overview of the existing geocast routing proto-

cols for VANETs is given in [14]. The authors of [81] suggest a communication scheme for

VANETs that accounts for highly dynamic topology, road-constrained vehicle movement, and

presence of obstacles. To evaluate the proposed scheme simulations were performed in which

the two-ray model was used to represent a LOS transmission between the vehicle and the

RSU. A geocast routing protocol based on flooding in defined forwarding zones is introduced

in [45]. The position-based routing is analyzed in highway and urban scenarios, however the

aspects of PHY are entirely disregarded. The design of a security solution for geocasting

is proposed in [39]. This scheme is based on cryptographic protection, secure neighbor dis-

covery, mobility-related checks, trustworthy neighborhood assessment, and rate limitation.

For simulation-based assessment, the authors utilized the network simulator ns-2 with the

Nakagami propagation model. The transmission power was configured to obtain a commu-

nication range of 104 m under deterministic propagation. However, our results in Chapter 3

indicate that such assumptions are fundamentally misleading.

this overview shows that the development of upper layer applications and protocols is to

a large extent based on simulations with rather simplistic PHY layer assumptions. There-

fore, there is a risk that in real-world conditions the proposed techniques might perform

significantly worse, thereby compromising the reliability of safety-related vehicular applica-

tions and postponing the roll-out of this highly demanded technology. Our model allows to

carry out plausibility checks of the aforementioned protocols and mechanisms under realistic

propagation conditions, increasing the overall reliability of the attained results.

4.7 Discussion

In this chapter, we have introduced two modeling approaches that allow us to generate

of realistic distance-dependent packet-error and SNR traces. Although both models are

parametrized based on real-world performance measurements and use an HMM-based ap-
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proach for data generation, their fields of application are fundamentally different. The range-

dependent modified Gilbert model should be used if a set of measurements at the location of

interest is available, even if their number is not sufficient to draw generalized conclusions. On

the other hand, the environment-aware model is intended for use in situations where no prior

knowledge about the communication quality at the location of interest is available. The model

will predict the performance based on the topological characteristics of the environment.

To parametrize the range-dependent modified Gilbert model, the available measurements

are divided into equally large non-overlapping intervals and the statistical properties of the

underlying stochastic process are analyzed for each interval separately. Our investigations

suggest that the optimal length of such interval is 10m. By using a two-state HMM with

distance dependent parameters we are able to generate synthetic measurement repetitions. By

comparing the model-generated results to the measured counterpart, we have shown that the

packet-error traces generated in this way reproduce the measurements with high accuracy. We

measured the accuracy in terms of distance-dependent measures and quantitative statistical

measures. The excellent accuracy of the range-dependent modified Gilbert model suggest the

use of ur model to increase the reliability of results which are based on a limited number of

measurements.

To obtain the environment-aware model we have started from the range-dependent mod-

ified Gilbert model with quantized parameters. Through a set of extensive evaluations we

have shown that the optimal number of quantization levels for V2I settings is 3, regardless

of the environment. The quantization of the model parameters with the optimal number of

quantization levels allows us to precisely localize environmental impairments. To find the

boundaries of the communication quality regions we have suggested a dynamic programming

algorithm that finds the set of boundaries which minimizes the MSE. Each quality region is

governed by a single set of model parameters, regardless of its length. However, in realistic

settings the quality regions are often interrupted or shortened due to the presence of environ-

mental impairments. Thus, the parameters representing different communication qualities

can be used as a building blocks to model the communication performance in the presence

of realistic propagation impairments.

To showcase the efficiency this environment-aware modeling approach, we used real-world

V2I measurements conducted at 22 different urban locations. Based on an extensive analysis

of various environmental aspects such as street layout and topology, as well as type and

position of the impairments, we have shown that the V2I communication performance in

urban environments is largely determind by the street layout. We have identified four types

of street layouts, representative for most urban environments and provided model parameters

for each of them. According to our results, the best performance can be achieved in open

areas, frequently found in suburbs. Our investigations have further suggested intersections,

interruptions in the median stripe, roundabouts and road curvatures have most significant

influence on the communication performance in urban settings. To demonstrate the accuracy

of the environment-aware approach, we have predicted the V2I communication performance
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at four different urban locations, chosen according to our definition of the street layouts. We

estimate parameters of the model based on measurements at other locations, with the same

street layouts but with a different type and different distribution of the impairments. The

evaluations in terms of distance-dependent and quantitative statistical measures underpin

the accuracy of the suggested modeling approach. When using model parameters of the

matching street layout, the distance dependent measures are well below the upper bound

and the deviation from the reference value of the quantitative measure is ≤ 10%. We thus

conclude that out model is well suited for the generation of realistic V2I communication

patterns for certain urban locations.

We further note that both, the range-dependent modified Gilbert model and the

environment-aware model, are restricted to neither urban scenarios, nor to the V2I settings.

The environment-aware model can easily be adapted to highway or rural settings by redefin-

ing the set of street layouts and impairments. The models can be successfully applied to

reproduce or predict the performance of any distance-dependent communication system. We

note, however, that the assumptions on the optimal granularity size and number of quanti-

zation levels derived in this thesis are only valid for V2I-type communications and may need

to be revised for other communication systems.
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5
Conclusions and Outlook

In this thesis, we evaluated the performance of vehicle-to-infrastructure (V2I) communication

systems based on extensive real-world measurement campaigns carried out on Austrian high-

ways. Generally, these systems are a subclass of intelligent transportation systems (ITSs) that

also include vehicle-to-vehicle (V2V) communications. By the end of this decade vehicles will

be equipped with the required communication units. As long as such communication-enabled

smart vehicles do not sufficiently proliferate, the main stakeholders focus on the deployment

of smart roads. This ensures that the early adopters benefit from the technology from the

start. While there is much ongoing work in this direction, the roll-out of the first real smart

road is intended for the beginning of 2016. This ambitious smart road project is called the

Cooperative ITS Corridor [99] and it will connect the cities of Rotterdam and Vienna through

Frankfurt and Munich. The chain of highways equipped with ITS infrastructure units will

guide the vehicles through the boarders of three countries without interruption in the basic

service. To enable seamless operation of the Cooperative ITS Corridor and ITS in general,

well-conceived deployment of roadside units (RSUs) is required. A major contribution of

this thesis is to lay down recommendations for optimal deployment of future communication

infrastructure-enabled vehicular systems.

In particular, we have evaluated system performance with various RSU and on-board

unit (OBU) antenna types, antenna gains, and mounting positions. We suggest to utilize

directional RSU antennas instead of omni-directional antennas, because they allow to achieve

up to three times larger reliable communication range and up to 30% higher throughput.

Furthermore, we have shown that directional RSU antennas with higher gain yield significant

improvements. Specifically the communication range is extended by a factor of five and the

throughput is increased by 125% when deploying directional RSU antennas with 4 dB higher

gain. However, the performance growth is not strictly proportional to the antenna gain, since

with increasing antenna gain the sensitivity to imprecise antenna mounting is increasing as

103
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well. With respect to antenna positioning we recommend to mount RSU antennas above

the middle of the highway, rather than on the outer side closer to the highway shoulder, to

guarantee homogeneous coverage and avoid undesirable performance degradation for one of

the driving directions. The OBU antennas have a strong impact on the overall performance of

V2I communication systems. Comparing the performance of three differently manufactured

omni-directional OBU with nearly the same antenna gain, we have shown that up to three

times greater communication range and up to 30% more throughput is achievable through

careful design of vehicular antennas.

Irrespective of the hardware components, we recommend to transmit shorter packets at

lower data rates to guarantee reliable information dissemination. This is because both, higher

data rates and longer packets lead to performance degradation in terms of reliability and cov-

erage. However, if higher throughput is required under a constant transmit power constraint,

we recommend to transmit longer orthogonal frequency-division multiplexing (OFDM) frames

rather than using higher order modulation and coding schemes. In case that the attained

throughput is not sufficient, we recommend to use cooperative communication approaches

and relay the packets over several hops. This recommendation was verified by a series of real-

world experiments carried out with a single infrastructure unit used as message source and

two vehicles serving as relay and destination. Even in such simple settings the throughput

was increased by 30% and the packet delivery reliability was improved significantly. More-

over, we were able to achieve an increase of the reliable communication range of up to 30%.

We therefore strongly support the cooperative communication approach in the context of

dependable vehicular communications, to mitigate the negative impact of LOS obstruction

and to improve the overall system performance.

For our simple two-hop extension of the fundamental V2I communication system we have

adopted time-division multiplexing schemes. That is, the transmission initiated by the RSU

and the one of the relay take place at different time instances. By doing so, we ensured that

there was only one transmitter active at any time and no interference occurred at the desti-

nation node. In the evaluated setting we just used a single relay and therefore the resulting

delay was low. In general, it would be interesting to investigate the trade-off between the

reliability increase and the relevance loss, resulting from multi-hop communication in the ITS

domain. On the other hand, it is worthwhile to evaluate the performance of vehicular ad-

hoc networks, in which several nodes are active simultaneously. Interference-prone vehicular

communication has been rarely investigated through real-world measurements, mainly due

to high costs. Simulation-based investigations suggest that packet losses due to simultaneous

transmissions by several nodes are unavoidable. At this time several alternatives to the stan-

dardized carrier sense multiple access with collision avoidance algorithm have been proposed.

However, a measurement-based verification of these algorithms under real-world conditions

is currently lacking.

Another approach to handle the disadvantages and improve the reliability of IEEE 802.11p

systems is to combine it with other network access technologies. Currently, the 4G Long-
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Term Evolution (LTE) communication standard is under intensive investigation as a key radio

access network alternative/supplement. Such a hybrid approach that exploits the merits of

both, ITS G5 and cellular technologies, has the potential to increase spectrum efficiency and

improve reliability of time-critical vehicular communications. However, the coexistence of

the two technologies and the resulting benefits need yet to be carefully analyzed through

real-world measurements and we thus suggest to address these issues in the near future.

To model the performance of V2I communications, we proposed an approach to reliably

reproduce the measured performance. Our hidden Markov model-based approach is capa-

ble of emulating distance-dependent measured packet-error and signal-to-noise ratio patterns

with high accuracy. The probabilistic assumptions of our model ensure that on the one hand

the statistical properties of the measured data are maintained and on the other hand the

resulting patterns are not deterministic. Each model realization can be seen as a measure-

ment repetition. We refer to this modeling approach as distance-dependent modified Gilbert

model. To provide access to the measurement data presented in this thesis, we have estimated

the model parameters for 12 different setups and released them under a noncommercial aca-

demic use license [7]. With the help of the accompanying MATLAB software, realistic V2I

communication performance in highway environments with different transmit parameters,

RSU antenna types, antenna gains, and RSU positions are easily generated. This model and

the resulting know-how transfer in domain of V2I measurements constitutes another major

contribution of this thesis to the scientific community.

We have further extended the range-dependent modified Gilbert model such that the

communication performance can be modeled for locations, at which measurements have not

been conducted. To obtain this model, we have jointly quantized the parameters of the

original model and found empirically the optimum number of quantization levels. Thorough

investigations have shown that the model parameters obtained in this manner allow us to

precisely localize the propagation impairments. We have parametrized our model based on

V2I measurements performed at 22 different urban locations. It turned out that the resulting

model parameters are influenced by the street layout and the propagation impairments such

as roundabouts and intersections. Based on these considerations we identified types of street

layouts and impairments that are representative for urban environments, and characterized

them in the form of model parameters. The model parameters provided in this thesis can be

used as a building blocks for our environment-aware model, which predicts the communication

performance based on the street layout and the topology. We have demonstrated the accuracy

of this environment-aware model by predicting the V2I communication performance at four

different urban locations. The model accuracy was evaluated in terms of distance-dependent

and quantitative statistical measures and the resulting values underpin the extraordinarily

high precision of the proposed performance modeling technique. Thus, the final contribution

of this thesis is a computationally inexpensive environment-aware model for V2I performance

valid for urban locations.
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The proposed modeling approaches are not restricted to urban environments or to V2I

communication. Both models reproduce and predict the performance of any distance-

dependent communication system. The environment-aware model is adaptable to highway

or rural environments, by redefining the set of street layouts and impairments.

As directions for future research in the context of performance modeling we suggest to

generalize the environment-aware model with respect to transmit parameters, such as data

rate, packet length, and transmit power. It is furthermore worthwhile to incorporate the in-

fluence of the RSU antenna height and its mounting position. Moreover, the proposed models

offer a solid basis for the investigation of hybrid and cooperative communication aspects in

more detail. The integration of our models in the process of performance evaluation has an

important advantage of saving time, cost, and complexity compared to measurements. For

instance, to analyze the benefits achievable through multi-hop communications it is sufficient

to have suitable models of V2I and V2V links. Finally, the model development can be ex-

tended beyond the results presented in this thesis by taking interference into account. Since

real-life measurements with vehicles in interference-prone scenarios are complex and costly, a

software defined radio-based channel emulator can be used as a substitute to repeated road

trails.
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AF amplify-and-forward

AR autoregressive

CALM communications access for land mobiles

CDF cumulative distribution function

CIR channel impulse response

CRC cyclic redundancy check

CVIS cooperative vehicle-infrastructure systems

DF decode-and-forward

DP dynamic programming

DSRC dedicated short-range communications

DTMC discrete-time Markov chain

EIRP equivalent isotropically radiated power

ETSI European Telecommunications Standards Institute

GPS global positioning system

HMM hidden Markov model

IoT Internet of Things

ITS intelligent transportation system

KLD Kullback-Leibler divergence
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KPI key performance indicator

LAN local area network

LOS line-of-sight

LTE Long-Term Evolution

MAC medium access control

MIMO multiple-input multiple-output

MSE mean squared error

NLOS non-line-of-sight

OBU on-board unit

OFDM orthogonal frequency-division multiplexing

PC personal computer

PDR packet delivery ratio

PER packet error rate

PHY physical layer

RCR reliable communication range

RF radio frequency

RSSI received signal strength indicator

RSU roadside unit

SINR signal to interference plus noise ratio

SISO single-input single-output

SNR signal-to-noise ratio

SQ scalar quantization

UCR unreliable communication range

V2I vehicle-to-infrastructure
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V2V vehicle-to-vehicle

VANET vehicular ad-hoc network

VQ vector quantization

WAVE wireless access in vehicular environments

WLAN wireless local area network

WSU wireless safety unit
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[104] V. Shivaldova and C. Mecklenbräuker, Real-world measurements-based evalua-

tion of IEEE 802.11p system performance, in Proc. 5th IEEE International Symposium

on Wireless Vehicular Communications (WiVeC), June 2013.

[105] V. Shivaldova, A. Paier, D. Smely, and C. Mecklenbrauker, On roadside

unit antenna measurements for vehicle-to-infrastructure communications, in Proc. 3rd

IEEE International Symposium on Personal Indoor and Mobile Radio Communications

(PIMRC), Sept. 2012, pp. 1295–1299.

[106] V. Shivaldova, T. Paulin, A. Paier, and C. Mecklenbräuker, Performance
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