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Abstract

The characterization of the wireless propagation channel provides the fundamental

basis for wireless communications, determining the performance of practical systems.

In last decades, the dramatically increasing demand for wireless system capabilities

makes the study of the propagation channel become indispensable. An accurate and

low-complexity channel model is of high importance for developing next generation

wireless systems. Until now, there are mainly three modeling methods: empirical,

statistical and deterministic models. The latter uses the geometric and electromag-

netic description for a site-specific environment to evaluate the propagation paths

based on geometrical optic techniques. Ray tracing (RT), a deterministic propa-

gation prediction tool, has been widely used to simulate channel characteristics in

indoor and outdoor environments. To date, RT tools include not only specular reflec-

tion, penetration through dielectric blocks and diffraction, but also diffuse scatter-

ing mechanisms. The accuracy, provided by a detailed modeling of the environment,

comes at the cost of a high computational complexity, which directly scales with the

number of considered propagation paths.

The goal of my thesis is to reduce the computational complexity of RT with no loss

in accuracy. There are three scenarios included: wideband indoor, ultra-wideband

(UWB) indoor and tunnel scenarios. A three-dimensional (3D) RT tool used in the

thesis is based on the pre-existent RT tool, which was implemented in C program-

ming language by Université catholique de Louvain, Belgium. Firstly, the RT tool is

re-implemented in MATLAB, which is named conventional RT in the thesis. For the

sake of accelerating the execution of the RT tool, the code is optimized through con-

verting time-consuming algorithms to Matlab executable (MEX) functions by using

MATLAB Coder. The speeding up efforts focus on reflection and diffuse scattering

calculations, because the number of reflection and diffuse scattering propagation

paths comprise a large proportion among all propagation paths. Compared with

conventional RT, the simulation time of the revised MATLAB code is significantly

reduced.

Moreover, the reduction of computational complexity of RT is considered not only

for one terminal position but also for multiple mobile terminal positions in this the-

sis. For one terminal position, an efficient approach to generate diffuse scattering
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tiles based on concentric circles is developed and evaluated for a wideband indoor

scenario. It is known that channel characteristics may vary significantly over the en-

tire bandwidth for an UWB indoor scenario. To cope with this, sub-band divided ray

tracing (SDRT) has been proposed for one terminal position. However, the compu-

tational complexity is directly proportional to the number of sub-bands. Therefore,

I propose a mathematical method by making SDRT almost independent of the num-

ber of sub-bands, which is named low-complexity SDRT. In addition, RT combining

with a higher-order reflection algorithm is developed for intelligent transport system

(ITS) in tunnel scenarios.

While simulating the radio propagation conditions for a mobile terminal, commu-

nicating in a frame based communication system indoors with several fixed nodes,

the correlated temporal and spatial evolution of the channel impulse response (CIR)

is of utmost concern. A RT algorithm and a low-complexity SDRT algorithm based

on two-dimensional discrete prolate spheroidal (DPS) sequences is proposed for wide-

band and UWB indoor scenarios, respectively. In tunnel scenarios, a non-stationary

vehicle-to-vehicle (V2V) channel model combining propagation graphs with RT is

proposed. I include the time evolution of relevant channel parameters in the pro-

posed model depending on the stationary time region, which are obtained based on

the local scattering function (LSF).

Furthermore, the accuracy of RT is strictly limited by the available description of

the environment. Based on the low-complexity SDRT implementation, I also propose

a calibration method for indoor UWB low-complexity SDRT. The method estimates

the optimal material parameters, including the dielectric parameters and the scatter-

ing parameters, using channel measurements and multiobjective simulated annealing

(MOSA).

Finally, the accuracy of all proposed algorithms is verified by numeric simulations

or measurement campaigns. The evaluation includes the power delay profile (PDP),

root mean square (RMS) delay spread, angular spread, and RMS Doppler spread.

Due to the complicated implementation of RT, it is hard to obtain a closed-form

expression for the computational complexity. Therefore, I evaluate the simulation

time of my proposed algorithms. In conclusion, all the proposed algorithms in this

thesis can help to reduce the computational complexity of RT significantly.
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1 Introduction

The fundamental problem of communication is that of reproducing at one point

either exactly or approximately a message transmitted at another point [3]. A

schematic diagram of a general communication system presenting this concept is

shown in Fig. 1.1. The communication channel is the transmission medium linking

the transmitter (Tx) and receiver (Rx). For wireless communications, the transmis-

sion medium is the radio channel between the Tx and the Rx. The Tx and the Rx

antennas may or may not be considered as a part of the radio channel depending

on the wireless system under consideration.

Information 
Source 

Transmitter Receiver Destination
SignalMessage

Received 
Signal Message

Noise 
Source

Channel

Figure 1.1: Diagram of a general communication system.

The radio channel takes into account multiple effects which are generated by the

signal - an electromagnetic wave interacting with the surrounding environment of the

wireless communication system. These multiple effects are considered as multipath

propagation. In some cases, a line-of-sight (LOS) connection may exist between

the Tx and the Rx. Besides the LOS path, mechanisms behind electromagnetic

propagation are diverse, but can generally be attributed to reflection, diffraction,

and diffuse scattering [4]. A simple plot of multipath propagation is shown in Fig.

1.2. Each propagation path has its distinct amplitude, delay - the run time of the

electromagnetic wave, direction of departure (DoD) at the Tx, and direction of

arrival (DoA) at the Rx [1].

The channel properties play an important role in determining the information-

theoretic capacity and the specific wireless system behavior. In last decades, the
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Scattering 

LOS

Reflection

Diffraction
Tx

Rx

Figure 1.2: Simple plot of multipath propagation.

evolution of wireless communications has been accelerated at an extraordinary pace

to fulfill modern lifestyle requirements. In order to keep pace with this ever-increasing

demand, the study of new wireless communication standards is indispensable for

increasing data rate and maximizing the utilization of the limited spectrum. The

currently proposed 5G [5], the main technologies of which are massive multiple-input

multiple-output (MIMO) and millimeter wave (mmW) systems, aims at providing

unlimited access to information and sharing data anywhere, anytime by anyone and

anything for the benefit of people, businesses and society. The performance of these

technologies is highly determined by wireless propagation channels. Therefore, it is

essential to know and understand the behavior of wireless channels.

In order to characterize the property of wireless channels, there are two ap-

proaches: i) propagation channel measurements and ii) channel models. Propagation

channel measurements are usually applied for capturing the temporal and spatial

behavior of wireless channels. However, performing channel measurements is a com-

plicated process that requires huge data storage, significant financial resources, and

manpower efforts [6]. Therefore, for the design, simulation and planning of wire-

less communication systems, channel models reflecting the important properties of

wireless channels are widely needed.

2



1.1 Background

1.1 Background

In this section, I briefly present the channel characteristics, which are relevant for

designing wireless communication systems. Moreover, I give a general overview of

channel models.

1.1.1 Channel Characteristics

As the starting point, the simplest possible scenario is considered: one Tx and one

Rx antenna in free space. In this case, the received power PRx by the Rx antenna

can be expressed as a function of the distance d between the Tx and the Rx in free

space, which is also known as Friis’s law, defined as [1]

PRx(d) = PTxGTxGRxLfs, (1.1)

where PTx is the transmitted power, GTx and GRx are the Tx and Rx antenna gains,

and Lfs is the free space loss factor, respectively. Lfs is expressed as

Lfs =

(
4πd

λ

)2

, (1.2)

where λ is the wavelength. The validity of Friis’s law is restricted to the far field of

the antenna. In general, path loss is defined as the attenuation with distance of

an electromagnetic wave when it propagates in the environment. Usually, this law

is approximated with the following equation as [7]

L = L0

(
d

d0

)γ
, (1.3)

where L0 is the path loss at the reference distance d0 and γ is the path loss exponent.

γ indicates how fast the path loss increases with distances. In general, this value can

be deduced from measurements [8], [9].

In fact, the path loss is a parameter to predict only the local mean behavior of

the channel [10]. Actually, the received power is not constant but varies for a fixed

distance in a given environment. A random variation of the received signal around

the mean path loss is called shadowing or large-scale fading. Shadow fading

is caused by big obstacles between the Tx and the Rx that attenuate the received

power [7]. The effects of shadowing on the received power occur on a large scale -

typically a few hundred wavelengths. Shadowing can be modeled as a log-normal

random variable both in outdoor [11] and indoor [8] scenarios.

On a short-distance scale, the received power still varies significantly. These fluc-

tuations happen on a scale that is comparable with wavelengths, so it is named

3



1 Introduction

small-scale fading. It is caused by constructive and destructive interference of

different propagation paths that contribute to the received power. Fading can be

modeled as a random process and, commonly, it can be described by two proba-

bility distribution: i) Rayleigh distribution, when all paths have the same average

energy, and ii) Rice distribution, when there is a dominant path, e.g. LOS [1]. There

is an example in Fig. 1.3 to illustrate the received power versus the distance due to

the effect of path loss, large-scale fading and small-scale fading.
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Figure 1.3: An example of path loss, large-scale fading and small-scale fading.

Each propagation path arriving at the Rx antenna travels along a different route

with a different path length, which results in a different delay τ . The power delay

profile (PDP) provides the information about how much power is received by the

Rx within a delay region [τ, τmax], where τmax is the maximum delay. A Rx with

bandwidth B cannot distinguish between echoes arriving at τ and τ + ∆τ , where

∆τ = 1/B is the delay resolution. The PDP can be obtained from the complex

channel impulse response (CIR) h(t, τ) as [1]

Ph(τ) =

∫ ∞

−∞
|h(t, τ)|2dt, (1.4)

The root mean square (RMS) delay spread , a measure of delay dispersion
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1.1 Background

of the channel, is defined as

στ =

√∫∞
0
τ 2Ph(τ)dτ∫∞

0
Ph(τ)dτ

− τ 2
m, (1.5)

where τm is the mean delay defined as

τm =

∫∞
0
τPh(τ)dτ∫∞

0
Ph(τ)dτ

. (1.6)

If the Rx is moving, a shift of the received frequency occurs, called the Doppler

shift. The Doppler shift is determined by the speed of the movement in the direction

of wave propagation, v cos(β), where v is the speed of the moving Rx and β is the

angle between the Rx moving direction and the direction of the propagation wave.

The Doppler shift is given as [1]

ν = −v
λ

cos(β) = −fc
v

c
cos(β) = −νmax cos β, (1.7)

where fc is the carrier frequency, c is the speed of light, and νmax = −fcv/c is the

maximum Doppler shift. The Doppler spectral density PB(ν) can be computed in

complete analog way calculating the PDP as

PB(ν) =

∫ ∞

−∞
|B(ν, f)|2df, (1.8)

where B(ν, f) describes the spreading of the input signal in the Doppler and fre-

quency domain. The Doppler-variant transfer function is defined as

B(ν, f) =

∫ ∞

−∞
H(t, f)exp(−j2πνt)dt, (1.9)

where H(t, f) is the channel transfer function (CTF)

H(t, f) =

∫ ∞

−∞
h(t, τ)exp(−j2πfτ)df. (1.10)

This function describes the spreading of the input signal in the time and frequency

domains. The RMS Doppler spread is defined as

σν =

√∫∞
−∞ ν

2PB(ν)dν∫∞
−∞ PB(ν)dν

− ν2
m, (1.11)

where νm is the mean Doppler shift defined as

νm =

∫∞
−∞ νPB(ν)dν∫∞
−∞ PB(ν)dν

. (1.12)
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1 Introduction

The coherence bandwidth Bcoh and coherence time tcoh are related to the

RMS delay spread and RMS Doppler spread, respectively. Bcoh is a measure of

the range of frequencies over which the channel can be considered as flat [4]. The

”uncertainty relationship” between Bcoh and στ is given as [12]

Bcoh &
1

2πστ
. (1.13)

If the bandwidth of the transmitted signal is B � Bcoh, fading across the signal

bandwidth can be considered constant and we can refer to it as flat fading. On the

other hand, if B � Bcoh, different frequency components of the signal are affected

by decorrelated fading resulting in frequency selective fading [7]. The definition

of tcoh is analogous to Bcoh, which also has a ”uncertainty relationship” with the

RMS Doppler spread. In Fig. 1.4, relationships between system function, correlation

functions, and condensed parameters for ergodic CIR are summarized as described

in [1].
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Figure 1.4: Relationships between system function, correlation functions, and con-

densed parameters for ergodic CIR as described in [1].
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1.1.2 Channel Models

Channel models have two main applications [1]: i) we need simple channel models

reflecting the important properties of propagation channels for designing and testing

wireless systems, and ii) designers of wireless networks are interested in optimizing

a given system in a specific geographical region. Three main categories of channel

modeling approaches are used for both applications [1]: i) stored channel im-

pulse responses directly obtained by channel measurements in a certain area, ii)

stochastic channel models predicting the probability density function of the CIR

or equivalent functions over a large area, and iii) deterministic channel models ,

also known as site-specific models, using geometric and electromagnetic information

from a database for a deterministic solution of Maxwell’s equations to predict the

CIR or equivalent functions in a certain location. In the following, I concentrate on

reviewing stochastic and deterministic channel models.

Stochastic models describe the channel through the specific statistical properties

of the fading process, without assuming an underlying geometry. For a narrow-

band channel , statistical channel models are used in outdoor scenarios to predict

channel characteristics, mainly path loss. The parameters involved in this case are

the distance between Tx and Rx, building height, antenna heights, carrier frequency

and type of measurements environment (e.g. urban, suburban, rural etc.). The most

popular model in this category is the Okumura-Hata model [13]. Path loss (in

dB) is written as

LdB = A+B log(d)− C, (1.14)

where A, B, and C are factors that depend on the frequency, antenna heights and

type of propagation environment. Statistical channel models are also available for

indoor scenarios, for example, the multi-wall COST231 model considers the num-

ber and type of walls and floors that a wave crosses [14]. The main advantage of

these models is their simplicity together with their low computation complexity.

The most commonly used wideband channel model is the tap-delay line

(TDL) model described as [1]

h(t, τ) = a0δ(τ − τ0) +
L∑

l=1

cl(t)δ(τ − τl), (1.15)

where a0 is the LOS component which does not vary along time, δ(·) denotes Dirac

function, τ0 is the delay corresponding to the LOS path, l is the index of the fading

tap, N is the total number of fading taps, cl(t) is a zero-mean complex Gaussian ran-

dom process, whose autocorrelation function is determined by its associated Doppler

spectra and τl is the delay of the l−th tap.

7
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The second classic wideband channel model is the Saleh-Valenzuela model for

indoor propagation [15], which assumes a priori existence of clusters. A cluster is

defined as a collection of objects that are similar to each other in some agreed-upon

sense [6]. In the radio channel sense, a cluster is defined as a group of multipath

components that have similar delay of arrival and angular parameters. The CIR

based on the Saleh-Valenzuela model is mathematically described as

h(τ) =
L∑

l=0

K∑

k=0

ck,l(τ)δ(τ − Tl − τk,l), (1.16)

where l is the index of the cluster, L is the total number of clusters, k is the path

index of the l−th cluster, K is the total number of paths of the l−th cluster, ck,l is

the gain of the k−th path of the l−th cluster, Tl is the delay of arrival of the l−th

cluster and τk,l is the delay of arrival of the k−th path measured from the beginning

of the l−th cluster. Within each cluster, the delay of arrival of each path inside the

cluster and the relative delay of the clusters themselves are assumed to be Poisson

distributed, while the power is assumed to have an exponential decay.

Another important family of stochastic models is the geometry-based stochas-

tic channel model (GSCM). The basic idea of GSCMs is to place an ensemble

of point scatterers according to a certain statistical distribution or at physically

realistic positions, assign them different channel properties, determine their respec-

tive signal contribution and finally sum up the total contribution at the Rx [16].

Consequently, each propagation path intrinsically includes amplitude, delay and an-

gular information [17]. The double-directional, time-variant, complex CIR as the

superposition of L paths (contributions from scatterers) is given as [16]

h(t, τ,ΩR,ΩT) =
L∑

l=1

cie
jkdl(t)δ(τ−τl)δ(ΩR−ΩR,l)δ(ΩT−ΩT,l)gR(ΩR)gT(ΩT), (1.17)

where ΩR and ΩT are the angular information at the Rx and the Tx side, l is the

index of the propagation path, cl, τl, ΩR,l, and ΩT,l are the complex amplitude,

excess delay, DoA and DoD of the l−th path, gT(ΩT) and gR(ΩR) are the Tx and

the Rx antenna patterns, respectively, ejkdl(t) is the corresponding distance-induced

phase shift and k = 2π/λ is the wave number. A subgroup of GSCMs is the cluster

based model, e.g.,WINNER II [18] and COST2100 [19] etc. The aim of these

models is to directly characterize clusters, rather than single propagation paths.

Characterization of clusters includes the location of clusters in space and different

related parameters that each cluster yields.

In stochastic channel models, either for the deviation of the model or its parame-

terizations, measurements need to be carried out for specific scenarios. It is obvious
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1.1 Background

that the critical step of such an approach is to establish a representative scenario

for carrying out measurements. However, using derived models or extracted param-

eters in scenarios which are different as the original one might have some risks. This

leads me to introduce deterministic channel models, because they are based on

the actual physical propagation of electromagnetic waves in a specific scenario. The

physical propagation of electromagnetic waves actually contains the geometric and

electromagnetic information in the specific-site under consideration. It is notewor-

thy that the accuracy is highly related to the description of the scenario. Moreover,

deterministic channel models suffer from a main problem - high computational com-

plexity.

The most accurate methods, based on a given scenario database, are the ones

that are directly derived from Maxwell’s equations, employing either integral or dif-

ferential equation formulations. Integral equations are most often variations of the

method of moments (MoM), while the differential equation formulations include the

finite difference time domain (FDTD) method [1]. Due to their complexity, their

application is impractical for large scenarios. The most commonly used family of

deterministic models is the ray-based approach, that approximates Maxwell’s equa-

tion following geometrical optics (GO) high-frequency criteria [10]. A ray presents

the propagation of an electromagnetic wave here.

There are two types of ray-based deterministic propagation models: i) ray

launching and ii) ray tracing (RT). The difference lies in the algorithm used to

find the rays between the source and the observation point [20]. For ray launching,

the Tx antenna launches rays in all possible directions depending on a pre-defined

angular resolution. In a considered point-to-point communication, this approach has

a drawback. It is necessary to define an area of a certain extension, normally a sphere

around the Rx, to collect rays. If the defined area is too large it may include rays

that are not actually seen by the Rx, while if this defined area is too small some

relevant rays might be omitted [21]. Ray launching might be a suitable tool for

wireless coverage prediction, where it provides channel characteristics in the whole

environment that has been subdivided into multiple tiles. RT determines all rays

that go from one Tx location to one Rx location. It relies on GO and the uniform

theory of diffraction (UTD) to evaluate all propagation paths as they interact with

the environment. Current RT tool not only considers LOS, reflection and diffraction

components, but also penetration and diffuse scattering components. The detailed

principles are depicted in Chapter 2.
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1.2 State of Art in Ray Tracing

In literature, we can find several contributions about RT both for outdoor [22–31]

and indoor scenarios [32–42]. For describing the basic element used in the RT

tool, e.g. buildings in outdoor scenarios or walls and furniture in indoor scenarios

and so on, there exist different methods. Facets are used in [33], [37], while polygons

are used in [27], [43]. In addition, a vector oriented pixel grid/database is applied

in [26], [35], [28], [41] and the Google Maps database is applied in [31]. The RT tool

used in this thesis describes each basic element as a rectangular parallelepiped

[30].

There are different methods to build the geometrical scenario in RT. Early

RT tools are two-dimensional (2D) [22], [34], which assume that the propagation

takes place in a 2D plane, either the horizontal or the azimuth plane. If both the Tx

and the Rx antennas are at the same height and only a rough analysis of channel

characteristics is needed, 2D RT provides a sufficient approximation [10]. Hybrid

techniques are also developed, where the three-dimensional (3D) rays are produced

by combining the results of a 2D RT tool, one in the horizontal and the other one in

the vertical plane [23], [32]. The most common implementation is full 3D RT, which

is a good candidate to estimate site-specific space-time channel characteristics. Based

on 3D RT, the whole environment is described by a 3D database, where interactions

occur in 3D space and 3D antenna radiation patterns are employed.

Regarding the type of propagation mechanisms , in addition to LOS, reflec-

tion and diffraction are usually considered based on GO and UTD algorithms.

Penetration or wall transmission is also implemented in some RT tools in in-

door scenarios [44–47]. In an advanced RT tool, a diffuse scattering model is

included as well. Diffuse scattering proves to be an important factor in determining

time and angle dispersion of radio signals in indoor environments [37], [48]. It is

shown that diffuse scattering also plays a key role in urban propagation, with an

impact on both narrowband and wideband parameters in most cases [27]. In [40],

it is presented that the diffuse scattering accounts for 10% the total CTF energy

in mmW indoor scenario. Moreover, the importance of diffuse scattering in THz

communication channels is underlined in [49]. The most popular model of diffuse

scattering is presented in [2], which is based on the effective roughness (ER) ap-

proach. The model has been implemented in outdoor scenarios [27], [50], [51] and

indoor scenarios [52], [37], [53], [42].

As mentioned, the main drawback of deterministic channel models is their large

computational complexity . Until now, some techniques have been implemented

to accelerate the RT tool. In [23], [32], hybrid techniques enhance the concept of
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”illumination zones”, which is the area that an image can give a valid reflection

path. These techniques make the higher-order reflection images narrow and prevent

the number of images increasing dramatically. In [33], an angular Z-buffer (AZB)

algorithm is proposed to speed up the RT tool, which is an algorithm based on the

light buffer technique used in computer-aided graphic design. In [28], in order to

save the computation time, the described 3D urban RT model divides the coverage

area into a near-reception region, where all ray contributions are computed, and

a far-reception region, where only the dominant contributions that propagate over

rooftops are predicted. After integrating diffuse scattering into RT, the computation

time increases significantly. In [49], there are 400 scattering tiles with the same size

placed around each specular reflection interaction point. Currently, an approach,

which efficiently utilizes the potential and capabilities in the graphical processing

unitss (GPUs), is proposed to provide the high performance of computations for

RT [54–56].

The validation of RT in a specific scenario is essential. I give a brief overview

over which kind of channel properties can be characterized depending on differ-

ent information. For instance, for wideband channel characteristics, the RMS delay

spread is a very common metric to be estimated by RT [27], [26], [32], [35]. The PDP

can also be evaluated to compare simulations and measurements [23], [24], [32]. For

determining the characteristics of a mobile channel, the Doppler shift and the RMS

Doppler spread can be predicted and validated [57], [58]. RT simulations can also be

used for evaluating the statistical performances of a communication channel. The

capacity of a MIMO wireless system is estimated based on RT [34]. Moreover, the

bit error rate (BER) of a MIMO multiband orthogonal frequency division multiplex-

ing (OFDM) system is computed from measurements and simulations in [59].

1.3 Outline and Contributions

The goal of my thesis is to reduce the computational complexity of RT with

no loss of accuracy. There are three scenarios included: wideband indoor, ultra-

wideband (UWB) indoor and tunnel scenarios. This thesis consists of four chapters,

as well as the introduction and the conclusions. The content of this document is to

a great extent also included in the following peer-reviewed publications:

[60] M. Gan, F. Mani, F. Kaltenberger, C. Oestges, and T. Zemen, ”A ray

tracing algorithm using the discrete prolate spheroidal subspace,” in IEEE Interna-

tional Conference on Communications Workshops (ICC), June 2013, pp. 5710-5714.
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[61] P. Meissner, M. Gan, F. Mani, E. Leitinger, M. Frohle, C. Oestges, T.

Zemen, and K. Witrisal, ”On the use of ray tracing for performance prediction

of UWB indoor localization systems,” in IEEE International Conference on

Communications Workshops (ICC), June 2013, pp. 68-73.

[62] M. Gan, P. Meissner, F. Mani, E. Leitinger, M. Frohle, C. Oestges, K.

Witrisal, and T. Zemen, ”Low-complexity sub-band divided ray tracing for UWB

indoor channels,” in IEEE Wireless Communications and Networking Conference

(WCNC), April 2014, pp. 305-310.

[63] M. Gan, P. Meissner, F. Mani, E. Leitinger, M. Frohle, C. Oestges, K.

Witrisal, and T. Zemen, ”Calibration of indoor UWB sub-band divided ray tracing

using multiobjective simulated annealing,” in IEEE International Conference on

Communications (ICC), June 2014, pp. 4844-4849.

[64] M. Gan, X. Li, F. Tufvesson, and T. Zemen, ”An effective subdivision

algorithm for diffuse scattering of ray tracing,” in XXXIth URSI General Assembly

and Scientific Symposium (URSI GASS), August 2014, pp. 1-4.

[65] M. Gan, Z. Xu, V. Shivaldova, A. Paier, F. Tufvesson, and T. Zemen,

”A ray tracing algorithm for intelligent transport systems in tunnels,” in IEEE

6th International Symposium on Wireless Vehicular Communications (WiVeC),

September 2014, pp. 1-5.

[66] M. Gan, Z. Xu, M. Hofer, G. Steinböck, and T. Zemen, ”A sub-band di-

vided ray tracing algorithm using the DPS subspace in UWB indoor scenarios,” in

IEEE 81st Vehicular Technology Conference (VTC-Spring), May 2015, pp. 1-5.

[67] G. Steinböck, M. Gan, P. Meissner, E. Leitinger, K. Witrisal, T. Zemen,

and T. Pedersen, ”Hybrid model for reverberant indoor radio channels using rays

and graphs,” in IEEE Transactions on Antennas and Propagations, 2015, submitted.

The chapters are organized as follows:

Chapter 2: Ray Tracing Channel Model

In this chapter, GO and UTD approaches evaluating all propagation paths as they

interact with the environment are outlined. The basic principle of conventional RT

is introduced and the involved propagation mechanisms are presented. This chapter
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gives the basic knowledge of the implementation of propagation mechanisms which

are used to simulate the interactions of rays with the environment. RT includes

three major wave propagation mechanisms: (i) LOS, (ii) specular mechanism as well

as (iii) diffuse scattering. The specular mechanism refers to reflection, penetration

and diffraction. The geometrical relationships between the incidence and the

reflected/penetrated/diffracted rays are based on optical principle. Complex dyadic

coefficients for reflection and penetration are obtained using Fresnel formulas [68],

while the diffraction coefficient is calculated by the UTD [69]. Furthermore, the

most popular model of diffuse scattering [2] is presented.

Chapter 3: Ray Tracing for Wideband Indoor Scenarios

For the sake of accelerating the execution of the RT tool, the Matlab code of RT is op-

timized through converting time-consuming algorithms to Matlab executable (MEX)

functions by using MATLAB Coder. The speeding up effort focuses on the reflection

and diffuse scattering calculations, because the number of reflection and diffuse scat-

tering propagation paths comprise a large proportion among all propagation paths.

Compared with conventional RT, the simulation time of the revised Matlab code is

significantly reduced.

Besides speeding up the code, an efficient approach to generate diffuse scattering

tiles based on concentric circles is developed and evaluated [64]. The proper tile size

is defined according to the system bandwidth. The method significantly reduces the

computational complexity of RT with no loss in accuracy. The method is verified by

evaluating the PDP, RMS delay spread and RMS angular spread.

Moreover, for a wideband indoor scenario, I am also interested in simulating radio

propagation conditions for a mobile terminal, communicating in a frame based

communication system indoors with several fixed nodes. The correlated temporal

and spatial evolution of the CIR is of utmost concern. A RT algorithm based

on two-dimensional discrete prolate spheroidal (DPS) sequences is proposed [60].

With this method the computational complexity can be reduced by more than one

order of magnitude for indoor scenarios. The accuracy of this low-complexity DPS

subspace based RT algorithm is verified by numeric simulations.

Chapter 4: Ray Tracing for UWB Indoor Scenarios:

For an UWB system, channel characteristics may vary significantly over the en-

tire bandwidth. To cope with this, sub-band divided ray tracing (SDRT) has been

proposed. However, the computational complexity is directly proportional to the

13



1 Introduction

number of sub-bands. In order to significantly reduce the computational complexity

of SDRT, I propose a mathematical method by making SDRT almost independent of

the number of sub-bands, which is named low-complexity SDRT [62]. The accuracy

of the low-complexity SDRT algorithm is verified through a measurement campaign.

It is known that the accuracy of SDRT is strictly limited by the available descrip-

tion of the environment [61]. Based on the low-complexity SDRT implementation, I

also propose a calibration method for indoor UWB low-complexity SDRT [63]. The

method estimates the optimal material parameters, including the dielectric parame-

ters and the scattering parameters, using channel measurements and multiobjective

simulated annealing (MOSA). This calibration can improve the accuracy of SDRT

in terms of the PDP and RMS delay spread for all test locations including those not

considered by the calibration.

Furthermore, although I have proposed the low-complexity SDRT algorithm

for one terminal position, the computational complexity is still extremely high

when involving multiple mobile terminal positions. To cope with this, I propose an

algorithm to reduce the computational complexity of SDRT for multiple mobile

terminal positions [66]. The algorithm uses a projection of all propagation paths

on a subspace spanned by two-dimensional DPS sequences at each sub-band. It

is important to note that, since the geometrical information of propagation paths

is the same in all sub-bands, the subspace dimension and basis coefficients in

frequency dimension do not need to be recalculated at different sub-bands. I justify

the simplifications of the proposed method by numerical simulations. The effect of

antenna characteristics on the proposed algorithm is evaluated as well.

Chapter 5: Ray Tracing for Tunnel Scenarios:

In this chapter, I apply RT for tunnel scenarios, because this scenario has not been

studied adequately until now. Radio wave propagation mechanisms inside a tunnel

are different from typical outdoor and indoor situations. Since the tunnel represents a

significant type of vehicular environments, understanding the channel characteristics

for the in-tunnel scenario is crucial for intelligent transport system (ITS) design. In

this work, real-world in-tunnel vehicle-to-vehicle (V2V) radio channel measurements

are evaluated according to the local scattering function (LSF). The LSF is a useful

quantity for characterizing non-stationary time-variant channels, which is a short-

term representation of the power spectrum of the observed fading process. I suggest

to combine an approximate algorithm for higher-order reflection components with

conventional RT as the first step to reduce the computational complexity, where the

RT tool includes the moving objects in the scenario [65].
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In [67], we have proposed a hybrid model for reverberant indoor radio channels

using rays and graphs. As the second step, we propose a non-stationary V2V

channel model combining RT with propagation graphs in tunnels. The graph theory

is applied to predict reverberation effects of electromagnetic waves. A so-called

directed propagation graph can be set up according to the propagation scenario.

It is used to model the higher-order reflection tail and the contribution from

independent scatterers. To obtain the parameter settings for the propagation graph,

we use RT and the approximated higher-order reflection algorithm. The proposed

model allows me obtaining more accurate PDP, RMS delay and Doppler spreads.

The numerical simulations show good agreement with measurements.
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2 Ray Tracing Channel Model

GO is an approximation that can be used to describe the propagation mechanisms

of high frequency electromagnetic waves. Based on GO, propagation is described in

terms of rays, where a ray is just a model for the path taken by the electromagnetic

radiation emitted by a source [10]. Rays are always perpendicular to the local wave-

front, so that they are collinear with the wave vector. The main properties of a ray

is i) that of being a straight line and ii) that of being mutual independent to other

rays. Besides the LOS, there are four basic mechanisms governing the propagation

of electromagnetic waves in a mobile communication systems, which are reflection,

penetration, diffraction and diffuse scattering. The implementation of the propaga-

tion mechanisms is used to simulate the interactions of rays with the environment.

The 3D RT tool used in this thesis is written in MATLAB based on a pre-existent

RT tool implemented in the C programming language by Université catholique de

Louvain, Belgium [10]. In order to distinguish with the further improved work, the

RT tool built up at the starting point is named conventional RT. The RT geometry

is described depending on a cartesian coordinate system and the simulation environ-

ment is generated using perpendicular parallelepiped. Any object is homogeneous

and represents a furniture or a slab of the structure in the indoor scenario. The

input parameters of 3D RT are

• frequency,

• positions of Tx and Rx antenna,

• 3D radiation patterns of Tx and Rx antenna,

• 3D coordinates of every object in the propagation environment,

• permittivity and conductivity of the object materials, and

• relevant parameters related to different propagation mechanisms, such as re-

flection order, scattering coefficient, and an indicator for the perfect electric

conductor (PEC).

Moreover, the output parameters of each propagation path are
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2 Ray Tracing Channel Model

• 3D coordinates of all the relevant interacting points along the propagation

path,

• total path length, which can be used to calculate the delay,

• complex electric field based on the propagation mechanism,

• index indicating the type of the propagation path,

• corresponding propagation coefficients.

In this chapter, the basic concepts and the implementation of relevant propaga-

tion mechanisms are presented. The mechanisms are introduced in the order of the

development of the RT tool. The fundamental problem consists in the calculation

of the electric field received at the Rx side in amplitude, phase and polarization,

where the electric field is a complex vector. In the following, I take the single order

case as an example for each propagation mechanism to present how to calculate the

complex electric field. For the multiple order case, we can use the same way as the

single order case to calculate the complex electric field.

2.1 Line of Sight

For wireless communications, free space propagation is the simplest case in which

the signal propagates directly from the Tx antenna to the Rx antenna, which has

been explained in Section 1.1.2. The received complex electric field of the LOS path

ELOS at an observation point P at center frequency fc can be expressed as

ELOS,P(fc) = A(fc, s) · [ḡR
LOS(fc)]

∗ · [ḡE
LOS(fc)] · Ē0 · e

−j2πfcsLOS
c , (2.1)

where A(fc, s) = c/(4πfcs) is the free space path loss and s is the total path length

between Tx and Rx. Here s = sLOS, where sLOS is the shortest distance between the

Tx and the Rx. ḡE
{·}(fc) = ḡE

{·}(fc, θE, φE) and ḡR
{·}(fc) = ḡR

{·}(fc, θR, φR) are complex

vectors accounting for the Tx/Rx antenna polarization and amplitude gains in the

direction of the propagation wave, θ{·} and φ{·} indicate the azimuth and elevation

directions of the transmitted/received wave, [·]∗ designates the complex conjugate,

and Ē0 is the emitted field, which is a vector.

2.2 Reflection Mechanism

When a radio wave propagating in one medium impinges upon another medium

having different electrical properties, the wave is partially reflected and partially
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2.2 Reflection Mechanism

transmitted. If the plane wave is incident on a homogenous dielectric, part of the

energy is reflected back to the first medium and part of the energy is transmitted

into the second medium. If the second medium is a PEC, all incidence energy is

reflected back into the first medium without loss of energy [4]. In this section, the

mathematical calculation of the reflected field and the calculation for finding the

reflected path in RT are introduced.

2.2.1 Reflection

Reflection, or specular reflection occurs when an electromagnetic wave impinges

upon an object which has very large dimensions compared to the wavelength of the

propagating wave [4]. Moreover, if the standard deviation of the surface roughness

is significantly smaller than the wavelength, incidence waves can still be seen as

specularly reflected [70]. The surface acts as a flat mirror, on which the impinging

wave is reflected in a single direction. This is defined by the law of reflection. It

states that the incidence ray, the reflected ray, and the normal to the surface where

the reflection point lies are in the same plane and the angle of reflection ϑref is equal

to the angle of incidence ϑinc. Both angles are measured with respect to the normal

to the surface. The illustration of the reflection mechanism and the plane of the

incidence and reflected wave are depicted in Fig. 2.1.

Incidence Wave Reflected Wave

Smooth Surface

Tx

Rx

Figure 2.1: Illustration of the reflection mechanism and the plane of the incidence

and reflected wave.

In Fig. 2.1, there is a smooth surface with unit normal vector n̄. The incidence

wave is defined by a unit vector s̄inc in its direction of propagation, while a unit
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2 Ray Tracing Channel Model

vector s̄ref indicates the direction of propagation of the reflected wave. The angle of

incidence and the angle of reflection are given by

ϑinc = − arccos(n̄ · s̄inc) (2.2)

and

ϑref = arccos(n̄ · s̄ref), (2.3)

respectively. Reflection can be described by adopting a ray-fixed coordinate system,

in which the electric field can be decomposed into two components: i) a parallel

component and ii) a perpendicular component to the plane of the incidence and

reflected wave [10]. The parallel unit vectors, ēinc,‖ and ēref,‖ for the incidence and

reflected field respectively, can be evaluated as

ēinc,‖ =
s̄inc × (n̄× s̄inc)

|s̄inc × (n̄× s̄inc)|
(2.4)

and

ēref,‖ =
s̄ref × (n̄× s̄ref)

|s̄ref × (n̄× s̄ref)|
, (2.5)

where | · | indicates the vector norm. Consequently, the perpendicular unit vectors

ēinc,⊥ and ēref,⊥ are evaluated as

ēinc,⊥ = s̄inc × ēinc,‖ (2.6)

and

ēref,⊥ = s̄ref × ēref,‖. (2.7)

According to the law of reflection, the reflected ray lies in the same plane of the

incidence ray, which results in ēinc,⊥ = ēref,⊥ , ē⊥.

The first-order complex electric field of the reflected path Eref at an observation

point P on a perfect dielectric at center frequency fc in RT can be expressed as

Eref,P(fc) = A(fc, s) · [ḡR
ref(fc)]

∗ ·R(fc) · Ēinc,Qref
· sref · e

−j2πfcs′ref
c , (2.8)

where

Ēinc,Qref
= [ḡE

ref(fc)] · Ē0
e
−j2πfcsref

c

sref

, (2.9)

s = sref + s′ref in A(fc, s) is the total path length, sref is the path length from the

Tx to the reflection interaction point Qref, s
′
ref is the path length from the reflection

interaction point Qref to the Rx, and R is the Fresnel dyadic reflection coefficient.

R is a 3× 3 matrix defined by the following expressions [70]

R = R‖ēinc,‖ēref,‖ +R⊥ēinc,⊥ēref,⊥ (2.10)
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2.2 Reflection Mechanism

where R‖ and R⊥ are parallel and perpendicular polarization coefficients, which are

denoted separately as

R‖ =
εr,eff cosϑinc −

√
εr,eff − sin2 ϑinc

εr,eff cosϑinc +
√
εr,eff − sin2 ϑinc

, (2.11)

and

R⊥ =
cosϑinc −

√
εr,eff − sin2 ϑinc

cosϑinc +
√
εr,eff − sin2 ϑinc

, (2.12)

where εr,eff is the complex effective relative permittivity of a certain material, which

is defined as

εr,eff = εr − j
σ

2πfcε0

, (2.13)

where ε0 = 8.854 · 10−12 Farad/m is the vacuum dielectric constant, and εr and σ

are the dielectric permittivity and conductivity for a specific material, respectively.

Although (2.13) is strictly valid for a single frequency, it can actually be used for a

system with bandwidth B.

If the reflecting object is a PEC, all incidence energy is reflected, since electro-

magnetic energy cannot pass through the PEC. Thus, the magnitude of the reflected

wave must be equal to the one of the incidence wave [4].

2.2.2 Reflection Path Calculation

Actually, GO is implemented in a RT tool based on the method of images. When

visible light is reflected on a mirror, it seems that the ray coming from the source

appears to originate from a point behind the mirror. This point is called the image

of the source. The principle is introduced in RT to find the relevant reflection inter-

action point. By using a line connecting the observation point and the image point,

the intersection point between the line and the surface can be found. An example

of the image principle is demonstrated in Fig. 2.2. When the coordinate of the Tx

is known, the 3D image points IS1 , IS2 , and IS3 corresponding to surfaces S1, S2,

and S3 can be calculated based on the image principle. The image points are further

treated as the new sources for the next interaction, e.g., the image point IS2,S3 . The

reflection paths are further obtained based on the image points. In Fig. 2.2, two

first-order reflection paths in black solid lines and one second-order reflection path

in blue solid line are shown. The implementation about how to build the image tree

and how to further find reflected paths will be introduced in Section 3.1.2.
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Incident Wave Reflected Wave

Smooth Surface

Tx

Rx

Figure 2.2: An example of the image principle.

2.3 Diffraction

Consider an impenetrable obstacle, GO in this situation only allows direct and

reflected rays [10]. As a result, there is a region marked by the obstacle, that cannot

be reached by any rays, and there is another region reachable with direct rays but not

with reflected rays. The boundaries of these regions are defined as incident shadow

boundary (ISB) and reflection shadow boundary (RSB), respectively. In Fig. 2.3, two

shadow boundaries are depicted. In total, three regions can be distinguished [70]:

• region I, where both the direct and the reflected field exist,

• region II, where only the direct field exists,

• region III, where no field exits.

This results in the conclusion that the GO field is strongly discontinuous at the

shadow boundaries. Moreover, the GO field is equal to zero inside the region III.

A basic electromagnetic rule declares that an electromagnetic field must be smooth

and continuous everywhere. In this sense, ordinary GO needs to be extended to

describe the propagation in the presence of an obstacle at the shadow boundaries

and in the shadow region. In addition, due to Huygens’ principle, secondary waves
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P

I

II

III

RSB

ISB

Figure 2.3: Shadow boundaries and geometry for wedge diffraction.

are formed even behind the obstructing wedge, which leads to the existence of a

diffracted field in all regions. Thus, a geometrical theory of diffraction (GTD) was

proposed when knowing that the diffraction is responsible for the field in the shadow

region in [71]. The GTD states that the diffraction can occur on edges, vertices and

curved surfaces. Following Fermat’s principle, the laws of diffraction are derived.

In a RT tool, the law of edge diffraction is the basis for calculating the received

complex electric field of the diffracted path. The law of edge diffraction has been

formulated as in [71] - a diffracted ray and the corresponding incidence ray make

equal angles with the edge at the diffraction point and they lie on opposite sides

of the plane normal to the edge at the diffraction point. Although the GTD is able

to predict the non-zero field in the region III, it is singular in this region [10]. A

solution, named as UTD, was firstly presented to compensate for the discontinuity

at the shadow boundaries [72]. A transition function was introduced to keep the

field continuous at the boundaries by multiplying it with the GTD coefficients.
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2 Ray Tracing Channel Model

The UTD solution is explained as follows: firstly, the faces of the wedge are de-

noted as 0−face and n−face. Actually, it is arbitrary to call which face is the 0−face.

However, it is conventional to consider the angles ϑinc and ϑdiff between the in-

cidence/diffrated ray and one of the faces measured from the 0−face. Thus, the

0−face is located at ϑ = 0. Assume that the interior angle of the wedge is α, it can

be obtained that

nπ = 2π − α, (2.14)

where nπ represents the exterior angle of the wedge. Meanwhile, the n−face is

located at an angle ϑ = nπ. In addition, it is assumed that the incidence ray is

impinging on an edge with angle β0,inc. Based on the law of edge diffraction, various

diffracted rays form a cone with half-angle β0,diff as shown in Fig. 2.4. Moreover, it

P

Figure 2.4: Geometry of the diffraction point and cone of diffracted rays.

can be obtained that β0,diff = β0,inc , β0. The location of the diffraction point Qdiff

can be subsequently determined by

sin β0 = |s̄inc × t̄| = |s̄diff × t̄|, (2.15)

where s̄inc and s̄diff are the unit vectors in the directions of the incidence and the

diffracted wave, and t̄ is a vector tangential to the edge, respectively. The s̄inc, t̄ and
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2.3 Diffraction

the location of the Rx are known, so that the unknown s̄diff can be calculated. The

diffraction point Qdiff can be further obtained.

The first-order complex electric field of the edge-diffracted path Ediff at an obser-

vation point P at center frequency fc in RT can be expressed as

Ediff,P(fc) = A(fc, s)·[ḡR
diff(fc)]

∗ ·D(fc)·Ēinc,Qdiff

√
sdiff(sdiff + s′diff)

s′diff

e
−j2πfc,is

′
diff

c , (2.16)

where

Ēinc,Qdiff
= [ḡE

diff(fc)] · Ē0
e
−j2πfcsdiff

c

sdiff

, (2.17)

s = sdiff +s′diff in A(fc, s) is the total path length, sdiff is the path length from the Tx

to the diffraction interaction point Qdiff, s′diff is the path length from the diffraction

interaction point Qdiff to the Rx, and D is the UTD dyadic diffraction coefficient.

In order to simplify the equation, fc is ignored in the following equations. D is a

3× 3 matrix given by

D = −D⊥β̄0,incβ̄0,diff −D‖ϑ̄incϑ̄diff, (2.18)

where the edge-fixed coordinate systems (s̄inc, β̄0,inc, ϑ̄inc) and (s̄diff, β̄0,diff, ϑ̄diff) are

defined as

φ̄inc =
s̄inc × t̄
|s̄inc × t̄|

, (2.19)

φ̄diff =
s̄diff × t̄
|s̄diff × t̄|

, (2.20)

β̄0,inc = ϑ̄inc × s̄inc, (2.21)

β̄0,diff = ϑ̄diff × s̄diff, (2.22)

and

D⊥‖ =
−e−jπ/4

2n
√

2πk sin β0

[D1 +D2 +R0
⊥
‖D3 +Rn

⊥
‖D4]

=
−e−jπ/4

4nπ
√
fc/c sin β0

[D1 +D2 +R0
⊥
‖D3 +Rn

⊥
‖D4],

(2.23)

where n = 2 − α/π can be obtained from (2.14), and R0
⊥
‖ and Rn

⊥
‖ are the reflec-

tion coefficients for either perpendicular or parallel polarization for the 0−face and

n−face [69], and

D1 = cot(
π + (ϑdiff − ϑinc)

2n
) · F (

2πfc

c
La+(ϑdiff − ϑinc)), (2.24)
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D2 = cot(
π − (ϑdiff − ϑinc)

2n
) · F (

2πfc

c
La−(ϑdiff − ϑinc)), (2.25)

D3 = cot(
π + (ϑdiff + ϑinc)

2n
) · F (

2πfc

c
La+(ϑdiff + ϑinc)), (2.26)

D4 = cot(
π − (ϑdiff + ϑinc)

2n
) · F (

2πfc

c
La−(ϑdiff + ϑinc)), (2.27)

where

F (x) = 2j
√
xejx

∫ ∞
√
x

e−ju
2

du, (2.28)

is the transition function, which involves a Fresnel integral and forces the GTD

diffracted field to remain bounded across the shadow boundaries, and

L =
sdiffs

′
diff

sdiff + s′diff

sin2 β0, (2.29)

a±(ξ) = 2 cos2(
2nπN± − ξ

2
), (2.30)

where N± are the integers which most closely satisfy the equation 2nπN±−ξ = ±π.

2.4 Penetration

As mentioned, when a plane wave is incident on a homogeneous dielectric, part of the

energy is reflected back to the first medium and part of the energy is transmitted into

the second medium. Penetration in RT is implemented based on the GO algorithm

on refraction. Due to the transition between two media with different refraction

indices n1 and n2, penetration changes the direction of a ray. Snell’s law is used

to describe the relationship between the angles of incidence and penetration with

respect to the refraction indices as

sinϑinc

sinϑpen

=
n2

n1

, (2.31)

where ϑpen is the angle of penetration. The refraction index is inverse proportional

to the phase velocity of the wave in the medium. If n1 > n2, sinϑpen may exceed

unity. Therefore, a critical incidence angle is defined for ϑpen = π/2 as

ϑinc,cri = arcsin
n2

n1

. (2.32)

When ϑinc > ϑinc,cri, total internal reflection occurs, hence no propagation is pen-

etrating into the medium characterized by n2. The illustration of the refraction
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Incidence Wave

Penetrated Wave

Approximated 
Penetrated Wave

Figure 2.5: Illustration of the refraction mechanism, the planes of incidence and

penetrated waves and the approximated penetrated wave.

mechanism and the planes of incidence and penetrated waves are depicted in Fig.

2.5.

In the RT tool, only the direct penetrated field is considered, while multiple reflec-

tions inside the dielectric medium are ignored. Moreover, in order not to affect the

generation of the image tree, a simple approximation is made that the direction of a

penetrated path is not modified by this interaction. It is shown as the red solid line

in Fig. 2.5. In the further explanation, the penetrated path length is evaluated by

the approximated red line, while the correct angles are calculated by the refraction

mechanism to evaluate the penetration coefficients.

The first-order complex electric field of the penetrated path Epen at an observation

point P on a perfect dielectric at center frequency fc in RT can be expressed as

Epen,P(fc) =A(fc, s) · [ḡR
pen(fc)]

∗ ·Tin(fc) ·Tout(fc)·

Ēinc,Qpen,in
· spen,in · e

−j2πfcspen,out
c e

−j2πfcsin,out
vm ,

(2.33)
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where

Ēinc,Qpen,in
= [ḡE

pen(fc)] · Ē0
e
−j2πfcspen,in

c

spen,in

, (2.34)

s = spen,in+spen,out+sin,out in A(fc, s) is the total path length, where spen,in is the path

length from the Tx to the incoming penetration interaction point Qpen,in, spen,out is

the path length from the outgoing reflection interaction point Qpen,out to the Rx,

and sin,out is the path length from Qpen,in to Qpen,out, vm is the phase velocity of light

in the medium, and Tin and Tout are the Fresnel dyadic penetration coefficients. At

each interaction the dyadic is formed by the parallel and perpendicular polarization

coefficients, taking Tin as an example, as following

Tin = T‖ēinc,‖ēpen,‖ + T⊥ēinc,⊥ēpen,⊥, (2.35)

where T‖ and T⊥ are parallel and perpendicular polarization coefficients, which are

denoted separately as

T‖ =
2
√
ε1r,eff/ε2r,eff cosϑinc

cosϑinc +
√
ε1r,eff/ε2r,eff(1− ε1r,eff/ε2r,eff sin2 ϑinc)

, (2.36)

and

T⊥ =
2 cosϑinc

cosϑinc +
√
ε2r,eff/ε1r,eff − sin2 ϑinc

, (2.37)

where ε1r,eff is the effective permittivity of the medium before the interaction and

ε2r,eff is the effective permittivity of the medium after the interaction.

2.5 Diffuse Scattering

Scattering on rough surface is very important for wireless communications [1]. A

flat wave is scattered into multiple (random) directions due to interaction with a

rough surface, which is opposed to specular reflection in a single direction on a

smooth surface, as shown in Fig. 2.6. Actually, the same surface may be rough or

smooth depending on the frequency of the impinging wave and the angle of incidence

ϑinc. A surface can be assumed smooth if the generated waves have a small phase

difference with each other. This leads to the well known Rayleigh criterion for a

rough surface [10]

∆h >
λ

8 cosϑinc

, (2.38)

where ∆h is the height of the roughness.
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Reflected WaveIncidence Wave

Rough Surface

Scattered Waves

Figure 2.6: Scattering on rough surface.

In fact, it is very difficult to model the roughness of a building surface, even for

statistical description. Since the surface irregularities cannot be modeled as Gaus-

sian surface roughness, which is assumed in most theoretical models [2]. For a RT

implementation, not only the roughness but also all the other deviations from an

ideal smooth surface, such as irregularities, inhomogeneities and small objects, are

impossible to be modeled in the input database. A simple ER model for diffuse scat-

tering has been developed in [73], which takes into account all these characteristics.

In the ER model, the field scattered by the generic surface element dS, shown in

Fig. 2.7, is modeled as a non-uniform spherical wave originating from the center of

each surface element and propagating in the upper half space.

Firstly, the rough surface needs to be divided into multiple tiles for the diffuse

scattering components calculation. The tile size is evaluated by recursively subdi-

viding the surface until the far-field condition is satisfied for each tile [50]. This

subdivision algorithm is implemented in conventional RT. The far-field condition is

expresses as

dmax ≤
√
dsλ

2
, dmax = max(d1, d2), (2.39)

where dmax is the maximum dimension of a surface tile, d1 and d2 are the two di-

mensions of a rectangular surface tile, and ds is the distance between the center of

the tile and the terminal from which the wave is coming from. In the beginning,

the far-field condition is checked for the entire surface. If the condition is fulfilled,

a further subdivision is no longer needed. Otherwise, the surface is equally divided
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Reflected WaveIncident Wave

Rough Surface

Scattered Waves

Figure 2.7: A generic surface element producing reflection and diffuse scattering as

in [2].

into four rectangular tiles having in common the center of the original rectangular

surface, or the surface is divided vertically or horizontally if the height of rectangular

tile is more than twice of its width [10]. For each new tile, the far-field condition is

further evaluated. Based on this subdivision algorithm, the distribution of tiles is

related to the location of the terminal. It is possible that this subdivision algorithm

leads to diffuse tiles with different sizes. The scattering coefficient S and the scat-

tering pattern model is related to each surface. In conventional RT, the scattering

coefficient is defined as

S =
|Eds|
|Eref|

∣∣∣∣
dS

, (2.40)

where |Eds| and |Eref| are the norms of the scattered and reflected fields on the

surface tile dS, respectively. Then the reflection reduction factor Rref is set as the

amount of energy subtracted by scattering from the specular reflection, which is

expressed as

Rref =
√

1− S2. (2.41)

Therefore, the complex reflected field (2.33) needs to be multiplied with Rref when

considering diffuse scattering in RT.

The pattern models are used to calculate the amplitude of the scattered field. In
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addition, a random phase is assumed to be associated with each diffuse scattering

path with an uniform distribution in [0, 2π]. In the following, three pattern models

associated with the ER approach presented in [2] are introduced. The three pattern

models include Lambertian, directive and backscattering models.

The Lambertian model assumes that the scattering radiation lobe has its max-

imum in the direction perpendicular to the surface tile. The amplitude of the scat-

tered field from a surface tile at an observation point P can be expressed as

|Eds,P| = A(fc, s) · [ḡR
ds(fc)]

∗ · ( S · U
sdss′ds

) · (dS cosϑinc cosϑds

π
)

1
2 · [ḡE

ds(fc)] · Ē0, (2.42)

where s = sds + s′ds in A(fc, s) is the total path length, sds is the path length from

Tx to the center of the tile dS and s′ds is the path length from the center of the tile

dS to the Rx, dS indicates the area of the tile, U = |Eref|/|Einc|, and ϑds is the angle

of the scattering direction, respectively.

The directive model assumes that the scattering lobe is steered towards the

direction of the specular reflection. The amplitude of the scattered field from a

surface tile can be calculated as

|Eds,P| = A(fc, s) · [ḡR
ds(fc)]

∗ · S · U
sdss′ds

· (dS cosϑinc

FαR

)
1
2 · (1 + cos ΨR

2
)
αR
2 · [ḡE

ds(fc)] · Ē0,

(2.43)

where ΨR is the angle between the specular reflection direction and the scattering

direction, αR is an integer defined as the width of the scattering lobe, and FαR
is a

function of αR as

FαR
=

1

2αR
·
αR∑

l=0

(
αR

l

)
· Il, (2.44)

where Il is defined as

Il =
2π

l + 1
·


cosϑinc ·

l−1
2∑

w=0

(
2w

w

)
· sin2w ϑinc

22w




1−(−1)l

2

. (2.45)

The backscattering model is similar as the directive model, but considering an

additional term accounting for the backscattering phenomenon. In several practical

situations within the presence of large irregularities, the diffuse scattering radiation

may arise even in the incidence direction. The expression of the amplitude of the

scattered field is

|Eds,P| =A(fc, s) · [ḡR
ds(fc)]

∗ · S · U
sdss′ds

· (dS cosϑinc

Fαi,αR

)
1
2 ·

[
Λ

(
1 + cos ΨR

2

)αR

+ (1− Λ)

(
1 + cos Ψi

2

)αi
] 1

2

· [ḡE
ds(fc)] · Ē0,

(2.46)
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where αi is an integer defined as the width of the backscattering lobe, Λ ∈ [0, 1] is

the repartition factor between the amplitudes of two lobes, Ψi is the angle between

the incidence direction and the scattering direction and

Fαi,αR
=

Λ

2αR
·

[
αR∑

l

(
αR

l

)
· Il

]
+

1− Λ

2αi

[
αi∑

l

(
αi

l

)
· Il

]
, (2.47)

where Il is defined as in (2.45).

In order to obtain the complex scattered field, a random phase is involved as

Eds,P = |Eds,P|e−jθds , (2.48)

where θds is a random phase component with an uniform distribution over [0, 2π].

2.6 Antenna Implementation

Channel measurements clearly need to be done with specific antennas. The inclusion

of the antenna radiation pattern is a great advantage of a 3D RT tool. Taking into

account that the DoD and DoA of a ray is intrinsically known by RT, any antenna

with known radiation pattern can be implemented. At the Tx side, a complex 3D

vector is generated according to the radiation and polarization properties of the

antenna in the DoD of the ray. Similarly, at the Rx side, a complex 3D vector

presenting the impinging wave is projected on the vector representing the radiation

and polarization properties of the antenna in the DoA of the ray [10]. Moreover, it

is flexible to consider or not consider the antenna radiation pattern by RT.

2.7 Channel Transfer Function Based on Ray Tracing

Based on the obtained complex electric field of each propagation path, the CTF of

conventional RT can be calculated as

H(f) =
L∑

l=1

ηle
−j2πτlf , (2.49)

where f ∈ [−B/2, B/2] is the sampled frequency, l ∈ [1, L] is the index of the

propagation path, L is the total number of propagation paths, ηl = E{·} is the

complex-valued weighting coefficient of the l−th path, and τl is the delay of the l−th

path. Please note that conventional RT is only calculated at the center frequency fc

for the narrowband or wideband scenario. Depending on the output parameters at

fc, the CTF in the entire bandwidth B can be calculated as (2.49).
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Scenarios

It is an important fundamental concept to define a wireless communication system as

narrowband or wideband system. The definition actually depends on the bandwidth

of the physical channel. The term ”narrowband” is used to describe a system where

the system bandwidth does not exceed the coherence bandwidth of the physical

channel, while a system is wideband if its bandwidth is larger than the coherence

bandwidth of the physical channel. As explained in Chapter 1, narrowband systems

are affected by frequency flat fading, whereas wideband systems are affected by

frequency selective fading. In this thesis, wideband systems are considered.

In order to accelerate the execution of RT, the Matlab code is firstly optimized by

converting time-consuming algorithms to MEX functions using MATLAB Coder. In

addition, an efficient subdivision algorithm based on concentric circles is developed

and evaluated. Furthermore, for simulating the radio propagation conditions for

a mobile terminal, a RT algorithm based on two-dimensional DPS sequences is

proposed. In this chapter, these contents are included and presented.

3.1 MEX Function

It is possible to compile C/C++ code so that it is callable from Matlab. MEX

function is such an external interface function. MEX enables the high performance of

C/C++ code working within the Matlab environment. By replacing the Matlab code

with automatically generated MEX functions, computationally intensive simulations

can be accelerated significantly.

3.1.1 Matlab Coder

MATLAB Coder enables the automatic conversion of Matlab .m code to standalone

C/C++ code which is portable and readable. To generate MEX functions, the fol-

lowing products must be installed: Matlab, Matlab Coder and a C/C++ compiler.

One can use the ’mex - setup’ command to change the default compiler. The general
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Figure 3.1: Workflow overview of Matlab Coder.

workflow using Matlab Coder is shown in Fig. 3.1 [74]. The first step is to create a

Matlab Coder project for the relevant Matlab file in the current folder. MATLAB

Coder must determine the properties of all variables in the MATLAB file at compile

time, so it is significant to specify the properties of all function inputs. Using the

project user interface, the types of input parameters involved in the Matlab function

should be stated and the entry-point Matlab function file should be added. If global

variables are used in the Matlab function, not only global type definition but also the

initial value for such parameter should be stated before building the MEX function.

Moreover, in order to use the Code Analyzer to identify warnings and errors specific

to MATLAB for code generation, the %#codegen directive should be added to the

MATLAB file. In MATLAB R2012b, the next step is to click the ’Build’ button,

then a MEX function can be generated. Meanwhile, MATLAB Coder produces a

report that diagnoses errors, which must be fixed to make the MATLAB function

compliant for code generation. An iterative process between fixing errors and regen-

erating a MEX function is needed until the MATLAB function is suitable for code

generation. While in MATLAB R2015a, the next step is to click the ’Check for Run-

Time Issues’ button, then a tested MEX function and a report are generated. By

default, the MEX function includes memory integrity checks. This step is optional,

but it can help to detect and fix run-time errors. Until all the errors are fixed, we

can click the ’Generate’ button to generate the final MEX function.

The speed of the generated MEX function should be checked. The original MAT-

LAB code can be replaced by the MEX function if the speed of the MEX function

is faster than the original MATLAB code. For generating efficient and standalone

C/C++ code, some key points are listed below for consideration [74]:

• Data types : Before using variables, MATLAB Coder requires a complete as-

signment to each variable, including type, dimension and initial values. Please

note that one should not forget those variables used in child functions.
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3.1 MEX Function

• Array sizing : Variable-size arrays and matrices are supported for code genera-

tion. The size of such variable can be predefined, which should be large enough

to cover all its variation in size at run time.

• Memory : For generated code static or dynamic memory allocation can be

selected. Dynamic memory allocation potentially uses less memory at the ex-

pense of time to manage the memory. With static memory, better speed can

be achieved at the expense of higher memory usage.

• Speed : Loading large-size global variables is very time-consuming, which may

lead to no efficiency improvement or even lower efficiency by comparing with

the original MATLAB function. Choosing a suitable C/C++ compiler instead

of using the default compiler is helpful for improving the speed of the generated

code. Disabling run-time checks also can make faster simulations.

3.1.2 Acceleration of Reflection Algorithm

An efficient algorithm to find propagation paths is the key point for a successful

implementation of RT. Conventional RT implemented in MATLAB contains more

than thirty MATLAB function files. Utilizing MATLAB Coder to generate MEX

functions of time-consuming MATLAB algorithms can speedup the simulation time

of RT. By evaluating the simulation time of all Matlab functions in the conventional

RT tool, ten MATLAB functions are selected and replaced by their corresponding

MEX functions. It is known that the computational complexity of RT scales directly

with the number of propagation paths, of which the reflection and diffuse scattering

paths comprise a large proportion. In this section, the original implementation of

finding reflection paths is firstly introduced. In order to make the MATLAB function

compliant for code generation and to save the memory when building the image tree

of the reflection algorithm, an efficient implementation is presented. The acceleration

of the implementation of the diffuse scattering algorithm can be found in [75].

3.1.2.1 Original Implementation of Finding Reflection Paths

The RT algorithm uses two main steps for the calculation of reflection paths: i) the

visibility procedure and ii) the backtracking procedure. The visibility procedure is

used to build up the image tree and the backtracking procedure helps to determine

the real reflection paths. For the visibility procedure, the image principle is the

foundation. The image principle is performed from Tx to Rx. For the backtracking

procedure, the valid reflection paths are found. It is performed from Rx to Tx.
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Figure 3.2: Structure of image tree in original implementation.

The implementation of the image tree construction in RT is shown in Fig. 3.2,

where a tree structure containing all images is created and the images at different

reflection orders are marked with distinct colors. The root node of the structure is

the position of the Tx. The depth of the tree is set by the maximum reflection order

Nr. The image tree is recursively built by applying the image principle, see Fig. 2.2.

In the first step, the images of the Tx are generated according to each visible block

surface, where the visibility is confirmed by the normal unit vector facing towards

the Tx. These nodes, marked as black solid circles, indicate the images at the first

order. At order nr > 1, the images at the nr − 1 order are generated in the similar

way. Moreover, three pointers are used for building the image tree. The first pointer

is used to connect each node at any order nr > 1 with the mother node at the order

nr−1. The second pointer is used to connect each node at any order nr > 1 with the

following node at the same order. The third pointer connects the node at any order

nr excluding the maximum order with the relevant nodes at the order nr + 1. Each

node stores the coordinate of the image point, the relevant surface for calculating

this image point, and the relevant pointers for the previous and next levels. The

visibility procedure is repeated until the maximum reflection order Nr is reached.

Once the tree is completely built, for each reflection order 1 ≤ nr ≤ Nr, the rays
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Figure 3.3: An example of the definitions: (a) an effective image and (b) a noneffec-

tive image.

are traced backwards starting from the Rx along each node at reflection order nr

of the tree and stops when the root node Tx is reached. Then these traced paths

are seen as valid reflection paths. An effective or a noneffective image is defined as

whether there is a crossover point on the surface when drawing a line between the

Rx and the image. An example based on a first order image point is shown in Fig.

3.3. The backtracking procedure strongly depends on the structure of the image

tree. It can be seen from the image tree structure that the node number at each

layer increases exponentially with the reflection order. It is also evident that not all

the data saved in the image tree can provide a valid contribution as shown in Fig.

3.3 (b). However, the construction of the image tree may require a great amount of

central processing unit (CPU) time and saving all the information for every node in

the image tree requires a large amount of memory. This leads to the efforts presented

in next section.

3.1.2.2 Efficient Implementation of Reflection Paths Identification

The key point of the reflection algorithm is to build the image tree and to use

the backtracking procedure to find all valid reflection paths. It has been mentioned

that three pointers are used for building the image tree. The involved pointers are

saved in a cell array in conventional RT. This is because a cell array is an indexed

list of data with symbolic names, which makes it more readable and much easier

for a user to understand the structure of image tree. However, a cell array is not

37



3 Ray Tracing for Wideband Indoor Scenarios

supported by MATLAB Coder in MATLAB R2012b. Therefore, in order to generate

MEX functions to accelerate the simulation, the data format needs to be updated.

Combined with the memory issue, an efficient and improved implementation of the

image tree construction and reflection path calculation is required.

Similarly, the image tree is also built from the Tx in the efficient implementation.

However, the image tree is no longer recursively built. The effective implementation

of building the image tree in RT is shown in Fig. 3.4. Firstly, the images of the

Tx are generated according to each visible block surface. Secondly, for reflection

order nr > 1, the image points of the first node at each reflection order nr are

calculated and stored in the next reflection order, until the maximum reflection

order Nr is achieved. This initial image tree is marked with orange solid circles in

Fig. 3.4. Meanwhile, effective images are selected based on the definition mentioned

in Section 3.1.2.1. It works from the reflection order nr = 1 to Nr, where the nodes

at previous reflection orders along with the first nodes at the current reflection

order are ready for being checked. During this process, the noneffective images are

discarded. The next step is that the processed nodes at the reflection order Nr and

the first nodes at the reflection order Nr − 1 are deleted from the image tree. Then

the second node at the reflection order Nr − 1 is seen as first node, and its relevant

image points are calculated and stored as the first nodes at the reflection order Nr.

Then the effective images are selected again based on this updated initial image

tree. Until the process of the last node at the reflection order Nr− 1 has been done,

it returns to the second node at the reflection order Nr − 2. This initial image tree

is continuously updated during the whole process until the last node at the first

reflection order is checked. The obvious feature of this efficient implementation is

that i) we do not need to build the completed image tree, only the initial image

tree is enough for finding the reflection paths, and ii) it combines the visibility with

the backtracking procedures. Based on the proposed efficient implementation, the

storage issue is completely solved.

In this efficient implementation, two pointer are needed for building the initial

image tree. One pointer is used to connect each node at any order nr > 1 with the

mother node at order nr − 1. The other pointer is used to connect each node at

any order nr > 1 with the following node at the same order. Coming back to the

data format issue in generating the MEX function, the cell array format is changed

to a 3D matrix. According to the maximum reflection order Nr and the number

of blocks Nb in the considered scenario, its size is defined as Nr × Nb × 5. The

new implementation needs less information for each node. For the dimension ’5’, it

contains

• 1 ∼ 2: indexes of the block and its surface,
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Figure 3.4: Structure of image tree in effective implementation.

• 3 ∼ 5: coordinates of the image point.

It is noteworthy that the proposed efficient implementation aims at improving the

simulation efficiency of conventional RT, which does not change the accuracy of the

final prediction result compared with the original implementation.

3.1.3 Simulation Time Comparison

A simulated indoor scenario is given in Fig. 3.5 to compare the simulation time of

the original MATLAB implementation with the one based on the updated MEX

functions. The dimension of the room is about 29 m × 13.25 m × 4.6 m. There are

10 blocks including the ceiling and the floor in the scenario. The materials sketched

with grey, yellow and red represent concrete, brick and wood walls, respectively. In

Fig. 3.5, some visualized propagation paths are also presented.

We take into account LOS, up to fourth-order reflection, single-order diffraction,

single-bounce scattering, reflection-scattering and scattering-reflection cases in RT.

Note that the penetration case is embedded into these contributions. To show the

efficiency improvement intuitively, the simulation time based on the original and

the updated code is shown in Fig. 3.6. The blue bar represents the simulation time
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Figure 3.5: An indoor scenario for testing the simulation time.

needed for the original MATLAB code, while the orange bar indicates the time

consumption of the update code. According to the efficient implementation of the

reflection algorithm mentioned in Section 3.1.2.2, the simulation time is extremely

reduced from 154 s to 3 s. Considering all generated MEX functions, about 90% total

simulation time of the original code is saved.

3.2 Effective Subdivision Algorithm

It is known that the accuracy of RT comes at the cost of a high computational

complexity, which directly scales with the number of propagation paths considered.

The diffuse scattering components constitute a high proportion of all the propagation

paths, which is closely related to the diffuse scattering tile size. There exist different

subdivision algorithms. The surfaces are divided into 2272 diffuse scattering tiles

within the size 0.5×0.5 m2 in [76], while there are 400 scattering tiles within the same

size placed around each specular reflection interaction point in [49]. In [50], the size

of each diffuse scattering tile is evaluated by recursively dividing the surface until the

far-field condition is fulfilled. It is obvious that the obtained diffuse scattering tiles
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Figure 3.6: Simulation time comparison based on the original and the updated code.

of all these mentioned subdivision methods are related to the specific scenarios. For

conventional RT in this thesis, the latter subdivision algorithm is applied. However,

in case the terminal is very close to the surface of an object, the subdivision algorithm

of [50] would lead to a large amount of tiles with small sizes, which in turn results

in an extremely high computational complexity.

In this section, a novel and efficient subdivision algorithm based on concentric

circles for diffuse scattering is proposed. This algorithm can be used as a general

procedure to subdivide rough surfaces. It consists of two main parts: i) the gener-

ation of diffuse scattering tiles, which fully demonstrates the random characteristic

of diffuse scattering, and ii) the proper tile size calculation, which is related to the

system bandwidth and is scenario independent. Moreover, the accuracy of the pro-

posed algorithm is tested by comparing with the proven subdivision algorithm of

diffuse scattering [50]. The numeric simulations include the PDP, RMS delay and

angular spreads. Furthermore, the computational complexity of diffuse scattering in

RT is tested.

3.2.1 New Subdivision Algorithm

A new subdivision algorithm, based on concentric circles, is developed in the present

work. It is assumed that the diffuse scattering tiles are equally sized circular segments

within the same radius ∆d on a certain surface and the diffuse scattering path

originates from the center of each tile. The algorithm includes two main parts: i)

the generation of diffuse scattering tiles and ii) the proper tile size calculation.
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3.2.1.1 Generation of Diffuse Scattering Tiles

The principle of the generation algorithm is shown in Fig. 3.7, whose procedure

is as following: Firstly, a random point cs is placed on the rough surface as the

θ1,0
cs

rmax

Δd

r1

c1,0

θ1

Figure 3.7: The principle of the generation of diffuse scattering tiles.

center point of the concentric circles, whose coordinate is indicated as (xc, yc, zc).

The radius rn of these concentric circles is defined as

rn =

{
∆d if n = 0,

2n ·∆d if n = 1, . . . , N,
(3.1)

where n is the index of the concentric circle and N is the number of concentric circles.

The distance rmax between the center cs and the furthest vertex of the rectangular

surface can be obtained, which helps to determine

N = b rmax

2 ·∆d
c, (3.2)

where b·c takes the next smallest integer toward minus infinity.

Secondly, starting from n = 1, circular scattering tiles are generated on each

concentric circle separately. The first diffuse scattering tile at each concentric circle,

whose center is denoted as cn,0, is located at a random angle θn,0 within the region

[0, 2π). Based on the triangular relationship, the angle resolution θn, which is the
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angle difference between two adjacent tile centers on the same concentric circle, can

be calculated as

θn = 2 arcsin(
1

2 · n
), n = 1, . . . , N. (3.3)

Furthermore, the corresponding coordinate of the tile center (xn,s, yn,s, zn,s) can

be obtained. For example, if the surface is horizontal, the coordinate is calculated

as 



xn,s = xc + rn · cos θ,

yn,s = yc + rn · sin θ,
zn,s = zc,

(3.4)

where θ = θn,0 + lc,n · θn and lc,n ∈ [1, Nc,n] is the index of the circular tile on each

concentric circle, where Nc,n is the number of circular tiles, defined as

Nc,n = b2π
θn
c. (3.5)

The procedure described above is repeated until reaching the last concentric circle.

The random angle θn,0 is chosen independently for each concentric circle. It should

be noticed that some circular tiles are too close to the edge and the portions out-

side the surface are cut off. However, we still assume the size of those incomplete

circular tiles as dS. The unused areas among all obtained circular tiles can make

this compensation, which guarantees that the surface is not over occupied.

3.2.1.2 Proper Tile Size Calculation

The remaining problem is how to determine a proper tile size dS. We propose an

approach, which depends on the system bandwidth B. Strictly speaking, it should

be the bandwidth used in the RT simulation 1. The tile size is expressed as

dS = π ·∆d2 = π ·
( c

2 ·B

)2

. (3.6)

It is known that the delay resolution is defined as 1/B. Therefore, this calculation

means that the distance between any two circular tile centers on one surface is

not shorter than the distance which is corresponding to the delay resolution. This

condition serves to ensure that any diffuse scattering paths on one surface would

not be overlapped in the same delay bin.

1The bandwidth of the sub-band Bi is applied in the sub-band divided RT for an UWB case [62].
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Table 3.1: Simulation Parameters
Parameter Value

Carrier frequency fc 2.45 GHz

Bandwidth B 480 MHz

Rx velocity |v
Rx
| 3 km/h

Sampling rate in distance |xS| 0.02 m

Number of Rx positions NRx 10

Number of frequency samples Nf 480

3.2.2 Simulation Configuration

In order to show the performance of the proposed subdivision algorithm, an indoor

scenario is generated. The indoor scenario used in this work is the same as in Fig.

3.5. The dielectric properties of the materials are included in the input database.

The values of the relative permittivity and conductivity of the materials are: εr = 6

and σ = 0.08 S/m for concrete blocks, εr = 4 and σ = 0.005 S/m for brick blocks,

and εr = 2.1 and σ = 0.05 S/m for wood blocks, respectively [60]. The Tx and

the Rx antennas used in the present work are dipole antennas. The Rx antenna is

linearly moving with a constant speed along a constant direction for a short distance.

Simulation parameters are summarized in Table 3.1.

We take into account single-bounce scattering, reflection-scattering and

scattering-reflection cases in all simulations here. Each diffuse scattering process

is associated with a uniformly distributed random phase. In order to overcome the

randomness, the channel simulation at each time sample is averaged over five re-

alizations [53]. Therefore, there are 50 channel realizations obtained in total at

the simulated Rx positions NRx = 10. According to the simulation parameters,

dS = 0.3068 m2 for the proposed subdivision algorithm based on (3.6).

3.2.3 Numerical Results

The CIR h(τ) at one Rx location in conventional RT can be obtained by using the

inverse Fourier transform of the CTF described in (2.49). The time-variant CIR is

expressed as h(τ, nRx), where nRx is the index of the Rx position. The comparison

between the proposed and the original subdivision algorithms is presented in this

section. Meanwhile, we also consider using different tile sizes dS to check the relevant

results.
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(a) Normalized PDPDS comparison

(b) Correlation coefficients of the different PDPs

Figure 3.8: (a) Normalized PDPDS comparison between the subdivision based on

the far-field condition and concentric circles within dS = 0.3068m2, respectively;

(b) Correlation coefficients between the subdivision based on the far-field condition

and concentric circles within different dS.

3.2.3.1 PDP Comparison

Based on our numerical implementation, we compare the normalized PDP of dif-

fuse scattering paths PDPDS with different subdivision algorithms. The normalized

PDPDS is obtained by averaging absolute square values of the CIRs over Rx positions

as (1.4), where RT simulations consider diffuse scattering components only. The re-

sults are shown in Fig. 3.8 (a), from which it can be observed that the PDPDS based

on concentric circles with dS = 0.3068 m2 is similar to the one based on the far-field

condition. The similarity between the PDPs of RT models with different subdivision

algorithms is further investigated by calculating the correlation coefficients. The re-

sults are shown in Fig. 3.8 (b). The correlation coefficient of the proposed and the

original PDPDS is 0.986, while all correlation coefficients between the subdivision

based on the far-field condition and concentric circles within dS ∈ [0.2, 8]m2 are

larger than 0.965 .
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(a) Delay spread στ comparison

(b) MREs errτ comparison

Figure 3.9: (a) Delay spread στ comparison according to different Rx positions nRx

between the subdivision based on the far-field condition and concentric circles within

dS = 0.3068m2, respectively; (b) MREs errτ between the subdivision based on the

far-field condition and concentric circles within different dS.

3.2.3.2 Delay Spread Comparison

Delay spread στ at one Rx position, a measure for the time dispersion of the channel,

is defined as in (1.7). The difference between the subdivision based on the far-field

condition and the concentric circles is presented by the mean relative error (MRE)

as

errτ =


NRx

NRx∑

nRx=

|στ,far(nRx)− στ,cir(nRx)|
στ,far(nRx)

, (3.7)

where στ,far and στ,cir are the delay spreads corresponding to the subdivision algo-

rithm based on the far-filed condition and concentric circles, respectively.

The delay spread στ comparison according to different Rx positions nRx between

the subdivision based on the far-field condition and concentric circles within dS =

0.3068m2 is shown in Fig. 3.9 (a). It can be seen that the delay spread difference

between these two algorithms is always smaller than 0.1ns. Moreover, the MREs

errτ between the subdivision based on the far-field condition and concentric circles

for different dS are shown in Fig. 3.9 (b). The MRE errτ is about −25dB between

the proposed and the original subdivision algorithms. All the MREs change in the
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region (−25,−17) dB within dS ∈ [0.2, 8]m2. There is about 3 dB deviation from

0.2m2 to 4m2.

3.2.3.3 Angular Spread Comparison

For the angular spread comparison, the method is defined similarly as the delay

spread comparison. The angular spread at one Rx position is defined as [77]

σφ =

√√√√√√√√

L∑
l=

Plφi

L∑
l=

Pl

−




L∑
l=

Plφl

L∑
l=

Pl






, (3.8)

where φl is either the azimuth or the elevation of arrival of the l−th diffuse scattering

path, which are defined as azimuth of arrival (AoA) and elevation of arrival (EoA)

in the analysis. The MRE of two different subdivision algorithms is defined as

errφ =


NRx

NRx∑

nRx=

|σφ,far(nRx)− σφ,cir(nRx)|
σφ,far(nRx)

. (3.9)

where σφ,far is the angular spread corresponding to the subdivision algorithm based

on the far-field condition and σφ,cir is the angular spread corresponding to the sub-

division algorithm based on concentric circles.

Fig. 3.10 (a) gives the AoA spread σAoA,φ comparison results according to different

Rx positions nRx between the subdivision algorithm based on the far-field condition

and concentric circles within dS = 0.3068m2. The AoA spread variance based on two

subdivision algorithms is always smaller than 0.2◦. Fig. 3.10 (b) shows the variation

of errAoA,φ with dS. It can be observed that the MREs are changed in the region

(−35,−17) dB within dS ∈ [0.2, 8]m2. Moreover, the minimum MRE is achieved

when dS = 0.3068m2 is obtained.

The relevant EoA spread comparison results is shown in Fig. 3.11. The σEoA,φ

difference according to nRx between the subdivision based on the far-field condition

and the concentric circles within dS = 0.3068m2 is always smaller than 0.05◦. More-

over, errEoA,φ values are changed in the region (−30,−15) dB within dS ∈ [0.2, 8]m2,

in which errEoA,φ = −27.5 dB when dS = 0.3068m2. Both errAoA,φ and errEoA,φ are

about 10 dB deviation from 0.2m2 to 4m2. Compared to the PDP and the delay

spread comparison, the tile size dS influences the angular spread significantly.
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(a) AoA spread σAoA,φ comparison

(b) MREs errAoA,φ comparison

Figure 3.10: (a) AoA spread σAoA,φ comparison according to different Rx positions

nRx; (b) MREs errAoA,φ of the AoAs between the subdivision based on the far-field

condition and concentric circles within different dS.

3.2.3.4 Computational Complexity

The numerical complexity is significantly reduced for the proposed subdivision al-

gorithm. Considering one Rx position, there are 37889 and 21026 diffuse scattering

paths obtained by the subdivision algorithms based on the far-field condition and

concentric circles within dS = 0.3068m2, respectively. The corresponding simulation

time is 81 s and 41 s (2.4GHz Intel Core i5 CPU with 4GB RAM). Compared with

the subdivision algorithm based on the far-field condition, it can be analyzed that

about 45% simulation time is saved based on the proposed subdivision algorithm.

3.3 RT Algorithm Using the DPS Subspace

We are also interested in simulating the radio propagation conditions for a mobile

terminal, communicating in a frame based communication system indoors with sev-

eral fixed nodes. This communication shall be used to obtain the position of the

mobile terminal in indoor scenario. It is known that diffuse scattering components

can be assumed spatially uncorrelated in indoor environments for different Tx and

Rx coordinates separated by many multiple wavelength [50,52,53]. However, the cor-
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(a) EoA spread σEoA,φ comparison

(b) MREs errEoA,φ comparison

Figure 3.11: (a) EoA spread σEoA,φ comparison according to different Rx positions

nRx; (b) MREs errEoA,φ of the EoAs between the subdivision based on the far-field

condition and concentric circles within different dS.

relation of diffuse scattering components needs to be considered in the time-variant

case where the Rx is moving only a short distance. As it is known for frame based

communication systems, the moving distance of the Rx during the transmission of

a single frame is typically smaller than one wavelength. Therefore, the correlated

temporal and spatial evolution of the channel impulse response is of utmost concern.

Moreover, for the test and development of indoor localization algorithms accurate

indoor channel modeling is extremely important. It is well known that non-line-of-

sight (NLOS) propagation paths introduce large errors for determining the mobile

position. The reason is that localization algorithms often heavily rely on the in-

formation extracted from the LOS path such as the received signal strength, time

of arrival, or time difference of arrival [78]. The diffuse scattering components take

up a fairly large number of NLOS propagation paths in an indoor scenario. There-

fore, diffuse scattering components are significant for indoor mobile localization and

tracking algorithms. Recently, new localization methods have been proposed that

can even take advantage of multipath propagation [79,80].
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Therefore, we propose a method in such time-variant indoor scenario to signif-

icantly reduce the computational complexity of RT by using a projection of all

propagation paths on a subspace spanned by two-dimensional DPS sequences. In

this scenario, we consider that (i) all objects and the Tx are static, and (ii) the

Rx is moving with a constant speed along a linear trajectory. With our method

the computational complexity can be reduced by more than one order of magnitude

for indoor scenarios. The accuracy of the low-complexity DPS subspace based RT

algorithm is verified by numeric simulations.

In this section, we firstly review general knowledge about multidimensional DPS

sequences. Secondly, the implemented time-variant RT channel model is described.

Then the low-complexity approximation algorithm to significantly reduce the com-

putational complexity is introduced. Furthermore, we numerically evaluate the ac-

curacy of the proposed RT algorithm.

3.3.1 Multidimensional DPS Sequences

In [81], Slepian raised the question which sequences are bandlimited to the frequency

range [−vDmax, vDmax] and simultaneously most concentrated in a certain time inter-

val of length M . For both continuous and discrete time cases, Slepian found that the

desired set of orthogonal sequences is the eigenfunctions of an integral operator and

simultaneously of a commuting differential operator [82]. The discrete sequences vm,

we are looking for, shall have their maximum energy concentration on the index set

I ⊂ Z, where Z is the Euclidean space, i.e.

λ =

∑
m∈I |vm|2∑
m∈Z |vm|2

. (3.10)

When vm is bandlimited to W ,

vm =

∫

W

V (f)e2πjfmdf, m ∈ Z, (3.11)

where

V (f) =
∑

m∈Z

vme
−2πjfm, f ∈ R. (3.12)

Solutions of this constrained maximization problem are given by DPS sequences,

which are a fundamental tool for understanding the extent to which sequences and

their spectra can be simultaneously concentrated [81]. One-dimensional DPS se-

quences are introduced in [81], whose application includes spectrum estimation,

approximation, and prediction of band-limited signals as well as channel estimation

in wireless communication systems [83].
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The one-dimensional DPS sequences ν
(d)
m (W, I) with band-limit region W =

[−vDmax, vDmax], where vDmax � 1/2, and concentration region I = {M0, . . . ,M0 +

M − 1} are defined as the real solutions of [84]

M0+M−1∑

n=M0

sin(2πvDmax(m− n))

π(m− n)
v(d)
n (W, I) = λd(W, I)v(d)

m (W, I). (3.13)

They are sorted such that their eigenvalues λd(W, I) are in descending order as

λ0(W, I) > λ1(W, I) > · · · > λM−1(W, I). (3.14)

The DPS vector vd(W, I) ∈ CM is defined as the DPS sequence v
(d)
m (W, I) index-

limited to I. Moreover, the DPS vectors vd(W, I) are also eigenvectors of the M×M
matrix K with the element Km,n = sin(2πvDmax(m− n))/π(m− n). Some proper-

ties of DPS sequences are listed as follows [84]

• The sequences v
(d)
m (W, I) are band-limited to W = [−vDmax, vDmax].

• The eigenvalues λd(W, I) of the DPS sequence v
(d)
m (W, I) denotes the energy

concentration of the sequence within I,

λd(W, I) =

∑
m∈I |v

(d)
m (W, I)|2

∑
m∈Z |v

(d)
m (W, I)|2

. (3.15)

• The eigenvalues λd(W, I) satisfy 0 < λd(W, I) < 1. They are clustered around 1

for d ≤ D′−1, and decay exponentially for d ≥ D′, where D′ = d|W ||I|e+1 =

d2vDmaxMe+ 1.

• The DPS sequences v
(d)
m (W, I) are orthogonal not only on the Euclidean space

Z, but also on the index set I.

• Every band-limited sequence gm can be decomposed uniquely as gm = g′m+g′′m,

where g′m is a linear combination of DPS sequences v
(d)
m (W, I) for some I and

g′′m = 0 for all m ∈ I.

Multidimensional DPS sequences are a generalization of the original one-

dimensional DPS sequences to many dimensions [85]. This generalization is straight-

forward. The discrete sequences vm, defined on the Euclidean space ZN of N di-

mensions, we are looking for, shall have their maximum energy concentration on the

index set I ⊂ ZN , i.e.,

λ =

∑
m∈I |vm|2∑
m∈ZN |vm|2

. (3.16)
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When vm is bandlimited to W , where W ⊂ RN , so that

vm =

∫

W

V (f)e2πj〈f ,m〉df , m ∈ ZN , (3.17)

where

V (f) =
∑

m∈ZN
vme

−2πj〈f ,m〉, f ∈ RN . (3.18)

Define I ⊂ ZN as a N−dimensional finite index set with L = |I| elements, and

W ⊂ (−1/2, 1/2)N as a N−dimensional band-limit region. The multidimensional

DPS sequences v
(d)
m (W, I) are defined as the solutions of the eigenvalue problem [84]

∑

m′∈I

v
(d)

m′(W, I)K(W )(m′ −m) = λd(W, I)v(d)
m (W, I), (3.19)

where

K(W )(m′ −m) =

∫

W

e2πj〈f ′′,m′−m〉df ′′. (3.20)

They are sorted such that their eigenvalues λd(W, I) are in descending order as

λ0(W, I) > λ1(W, I) > · · · > λL−1(W, I). (3.21)

The DPS vector vd(W, I) ∈ CL is defined as the multidimensional DPS sequence

v
(d)
m (W, I) index-limited to I. Let index every element m ∈ I lexicographically as

I = {ml, l = 0, 1, . . . , L− 1}, then

v(d)(W, I) = [v(d)
m0

(W, I), v(d)
m1

(W, I), . . . , v(d)
mL−1

(W, I)]T, (3.22)

where [·]T denotes the transpose function. We define a matrix K(W ) with elements

K
(W )
k,l = K(W )(mk −ml), k, l = 0, 1, . . . , L− 1, (3.23)

where the kernel K(W ) is given by (3.20). The multidimensional DPS vectors

v(d)(W, I) and their corresponding eigenvalues λd(W, I) can be denoted as the eigen-

vectors and eigenvalues of K(W ), so that [84]

K(W )v(d)(W, I) = λd(W, I)v(d)(W, I). (3.24)

Lets write W and I as a Cartesian product of one-dimensional intervals as [84]

W = W0 × · · · ×WN−1, (3.25)

and

I = I0 × · · · × IN−1, (3.26)
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where Wi = [W0,i − Wmax,i,W0,i + Wmax,i] and Ii = {M0,i, . . . ,M0,i + Mi − 1},
respectively. Then the kernel K(W ) can be written as [84]

K(W )(u) =
N−1∏

i=0

K(Wi)(ui), (3.27)

where u = [u0, . . . , uN−1]T ∈ I. Due to (3.25) and (3.26), KW is separable and the

covariance matrix can be expressed as Kronecker product

K(W ) = K(W0) ⊗ · · · ⊗K(WN−1), (3.28)

where K(Wi) is the kernel matrix corresponding to the one-dimensional DPS vector

and ⊗ denotes the Kronecker product. The eigenvalues and eigenvectors of K(Wi)

are denoted by λdi(Wi, Ii) and v(di), respectively, where di = 0, . . . ,Mi − 1 and

i = 0, . . . , N − 1. The eigenvalues of K(W ) are given by [84]

λd(W, I) = λd0(W0, I0) · · ·λdN−1
(WN−1, IN−1). (3.29)

and the corresponding eigenvectors are given by

v(d)(W, I) = v(d0)(W0, I0)⊗ · · · ⊗ v(dN−1)(WN−1, IN−1), (3.30)

where d = [d0, . . . , dN−1]T ∈ I. The multidimensional DPS vectors v(d)(W, I) are

obtained by reordering eigenvectors v(d)(W, I) according to the descending order of

the eigenvalues λ(d)(W, I).

All the properties for one-dimensional DPS sequences are also applicable to mul-

tidimensional DPS sequences [84]. The only difference is that m ∈ Z should be

replaced by m ∈ ZN .

3.3.2 Channel Frequency Response of RT

For a static Tx and a mobile Rx, the CIR becomes time-variant. More precisely, the

channel is dependent on the Rx position x, whose relation with time t can be given as

x(t) = x0+vRxt, where x0 is the initial position of the Rx when it starts moving, and

vRx is the velocity vector of the Rx. Therefore, we use H(f,x(t)) to express the time-

variant channel frequency response. In wireless communications, the signal arriving

at the Rx usually consists of several multipath components, each of which is arising

from the interaction of the transmitted signal with the surrounding environment.

Thus, the time-variant frequency response of RT HRT(f,x(t)) can be seen as a

superposition of all propagation paths contributions, which can be calculated as

HRT(f,x(t)) =
L∑

l=1

ηl(x(t))e−j2πfτl(x(t)), (3.31)
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where l is the propagation path index, ηl(x(t)) is the complex-valued weighting

coefficient of the l−th path, τl(x(t)) is the delay, and L is the total number of

paths. Both ηl(x(t)) and τl(x(t)) depend on the Rx position x(t). Based on the

sampling rate in time 1/TS, the sampled position vector of the Rx can be expressed

as x[m] = x0 + vRxTSm, where m ∈ {0, . . . ,M − 1} denotes the discrete time

index and M is the number of samples in the time domain, respectively. With the

sampling rate in distance xS = vRxTS we can express the sampled time-variant

frequency response as

HRT[q,m] = HRT(qfS,x0 +mxS) =
L∑

l=1

ηl[m]e−j2πqθl[m], (3.32)

where q ∈ {−bQ
2
c, . . . , bQ

2
c − 1} is the discrete frequency index, fS = B/Q denotes

the width of a frequency bin, B denotes bandwidth, Q is the number of samples in

the frequency domain, and θl[m] = τl[m]fS is the normalized delay of the l−th path

at time m.

3.3.2.1 Specular Components

The specular components refer to reflection, penetration and diffraction con-

tributions. The geometrical relationships between the incidence and the re-

flected/penetrated/diffracted rays are based on optical principle described in Chap-

ter 2. Therefore, the complex-valued weighting coefficient ηl[m] of the l−th single

specular contribution at time m can be calculated.

3.3.2.2 Diffuse Scattering with Correlation in Space

We are extending the presented diffuse scattering algorithm to allow for correlated

diffuse scattering which is relevant to simulate the movement of the Rx during the

transmission of a single data frame |x[M − 1] − x0| ≤ κλ, where κ ≤ 1, and λ

is the wavelength. The diffuse scattering components can be assumed correlated in

time/space for this short distance [16]. It should be mentioned that we set κ = 1

at first and the value of κ will be finally defined by the mean square error (MSE)

threshold described in Section 3.3.4.

We define the Rx moving distance κλ as one simulation set, then RT should redraw

the diffuse scattering components independently for another set. In the following we

present the extended diffuse scattering algorithm for RT that enables the calculation

of correlated realizations in one simulation set:

• The original subdivision algorithm based on the far-field condition is applied

to obtain multiple diffuse tiles. A diffuse scattering path is supposed to arise
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from the center of each tile. The size of each tile is evaluated by recursively

dividing the surface until the far-field condition

dmax,` <

√
ds,`[0]λ

2
, (3.33)

is fulfilled, where ` is the surface tile index, dmax,` is the maximum size of

the `−th surface tile and ds,`[0] is the distance between the center of the `−th

surface tile and the Tx for the single bounce scattering case. Since the Tx is

static, the tiling of the surface for the duration m ∈ {0, . . . ,M − 1} is fixed.

• The directive pattern model is used to evaluate the amplitude of each diffuse

scattering path, which assumes that the scattering lobe is steered towards the

direction of the specular reflection, as described in Section 2.5. According to

(2.43), the amplitude of a diffuse scattering path |η`[m]| at time m can be

computed as

|η`[m]|2 = |η`0 [m]|2 ·
(1 + cos(ΨR,`[m])

2

)αR

, (3.34)

where |η`0 [m]| is the maximum amplitude related to the `−th scattering lobe,

and ΨR,`[m] is the angle between the `−th scattering wave and the reflection

wave directions.

• The complex-valued scattered weighting coefficient can be written as

η`[m] = |η`[m]|e−jθds,` , (3.35)

where θds,` is the random phase associated with the `−th diffuse scattering

path with an uniform distribution in [0, 2π]. The random phase θds,` is chosen

at m = 0 and kept fixed for the duration m ∈ {0, . . . ,M − 1}.

3.3.3 Complexity Reduction

Indoor environments with diffuse scattering require the calculation of a high number

of propagation paths for RT. Hence there is a strong need to reduce the complexity

of RT in order to enable its application to time and frequency selective channels. A

two step approach is used to achieve this goal in my thesis.

3.3.3.1 First Step: Sum of Complex Exponentials Channel Model

The geometrical calculation of all propagation paths have a significant impact on the

complexity of RT in a time-variant indoor environment for a moving Rx. In the case
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of κ ≤ 1, it is sufficient to perform RT at the starting position x0 of the Rx. For the

remaining linear movement distance x[m] = x0 + mxS, during the transmission in

the simulated time m ∈ {0, . . . ,M−1} and frequency range f ∈ [fc−B/2, fc +B/2],

the channel is assumed to be wide sense stationary. Therefore, we can utilize the

sum of complex exponentials (SoCE) channel model [86] to reduce the numerical

complexity. The sampled time-variant frequency response can be expressed as

HSoCE[q,m] =
L∑

l=1

ηl[0]e−j2πqθl[0]ej2πmνl[0], (3.36)

where ηl[0], θl[0] and νl[0] = ωl[0]TS are the complex-valued weighting coefficient,

normalized delay and normalized Doppler shift of the l−th path at the Rx po-

sition x0. The Doppler shift ωl at the center frequency fc is given as ωl[0] =

fc(|vRx| cos(φl[0]))/c, where c is the speed of light and φl[0] is the angle of arrival of

the l−th path.

3.3.3.2 Second Step: DPS Subspace Channel Model

We exploit the band-limited property of the channel frequency response projecting

each path l ∈ {1, . . . , L} on a subspace spanned by two-dimensional DPS sequences

[81]. To design the DPS subspace we need two key parameters:

• the maximum normalized Doppler shift νDmax = ωmaxTS, where ωmax is the

maximum Doppler shift, and

• the maximum normalized delay θDmax = τmaxfS, where τmax is the maximum

delay.

The band-limit region is defined by the Cartesian product W = Wt × Wf =

[−νDmax, νDmax] × [0, θDmax]. It is our interest to compute the channel response for

a certain number of time stamps and frequency bins. We denote this index set as

I = It × If = {0, . . . ,M − 1} × {−bQ
2
c, . . . , bQ

2
c − 1}.

The two-dimensional DPS subspace representation H
(D)
DPS with the essential sub-

space dimension D, can be expressed as [84]

H
(D)
DPS = V α, (3.37)

where the matrix

V = [v(0)(W, I), . . . ,v(D−1)(W, I)], (3.38)
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in which v(d)(W, I) are the multidimensional DPS vectors for the multidimensional

band-limit region W and the multidimensional index set I. And basis coefficients

vector α is the projection of the vector HDPS onto the column of V as

α = V HHDPS, (3.39)

where [·]H denotes the conjugate transpose function.

The square bias of the multidimensional DPS subspace representation is defined

as

bias2

H
(D)
DPS

=
1

|I||W |

|I|−1∑

d=D

λd(W, I). (3.40)

According to the requirement that the bias of the subspace representation is small

compared to the machine precision Emax of the underlying simulation hardware, the

subspace dimension D should be chosen as

D = arg min
D

bias2

H
(D)
DPS

≤ E2
max. (3.41)

An estimate D can be obtained by estimating the subspace dimension Di of the

corresponding one-dimensional DPS subspace representation. Please note that D ≤
D0 . . . DN−1, where N = 2 for our case.

In order to reduce the complexity of calculating (3.39), approximated basis coef-

ficients α̃ are used. The approximate two-dimensional DPS subspace representation

H̃
(D)

DPS with the subspace dimension D, whose element can be expressed as [84]

H̃
(D)
DPS[q,m] ≈ V α̃, (3.42)

where the two-dimensional DPS basis vectors are

V = V (W, I) = V (Wt, It) � V (Wf , If ). (3.43)

The matrices V (Wt, It) and V (Wf , If ) contain the one-dimensional DPS vectors

v(d0)(Wt, It) and v(d1)(Wf , If ) in their columns, respectively. The operator � is

the Tracy-Singh product of column-wise partitioned matrices [87]. V (Wt, It) and

V (Wf , If ) have the essential subspace dimensions D0 and D1 in space/time and

frequency, respectively. The approximated basis coefficients are represented as

α̃ =
L−1∑

l=0

ηl[0]((V (Wt, It)χt(νl))︸ ︷︷ ︸
γtd0,l

:≈γ̃td0,l(νl;Wt,It)

⊗ (V (Wf , If )χf (θl))︸ ︷︷ ︸
γfd1,l

:≈γ̃fd1,l(θl;Wf ,If )

), (3.44)
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where the complex exponential functions χt(νl) and χf (θl) are given as

χt(νl) = [ϑ0
t , ϑ

1
t , . . . , ϑ

(M−1)
t ]T, (3.45)

and

χf (θl) = [ϑ
(−bQ

2
c)

f , ϑ
(−bQ

2
c+1)

f , . . . , ϑ
(bQ

2
c−1)

f ]T, (3.46)

where ϑt = ej2πνl[0] and ϑf = e−j2πθl[0]. γ̃td0,l
(νl;Wt, It) and γ̃fd1,l

(θl;Wf , If ) are the

one-dimensional approximated projections of the complex exponential functions on

the DPS basis vectors in time and frequency dimensions, which can be calculated

by the scaled and shifted approximated DPS wave functions Ũd0(νl;Wt, It) and

Ũd1(θl;Wf , If ), respectively [84]. Take γ̃td0,l
(νl;Wt, It) as an example

γ̃td0,l
(νl;Wt, It) :=

1

εd0

ejπ(2M0+M−1)νlŨd0(νl;Wt, It), (3.47)

where εd0 = 1 if d0 is even, εd0 = j if d0 is odd, and

Ũd0(νl;Wt, It) := ±e2πj(M0+M−1+ml)W0

√
λd0M

2Wmax

v
(d0)
ml (Wt, It). (3.48)

Define v
(d0)
m as DPS sequences with band-limit region Wt and index set It, and λd0

is the corresponding eigenvalues, then the index ml is defined as

ml = b(1 +
νl −W0

Wmax

)
M

2
c. (3.49)

The sign in (3.48) is taken such that the following normalization holds:

Ũd0(W0;Wt, It) ≥ 0,
dŨd0(νl;Wt, It)

dνl
|νl=W0 ≥ 0, (3.50)

where d0 = 0, . . . , D0 − 1. In our case, M0 = 0, W0 = 0 and Wmax = νDmax here.

Using a similar method, Ũd1(θl;Wf , If ) can be also obtained.

The computation time of the DPS subspace channel model needs to consider

the simulation time TRT of an initial RT result. The runtime of RT at each m ∈
{1, . . . ,M − 1} is almost the same as the runtime at m = 0, the approximated

computation effort of the DPS subspace channel model can be given as

MTRT

TRT + TDPS

< M, (3.51)

where TDPS is the runtime of the DPS algorithm without the computation of an

initial RT result. The details about TDPS are described in [84]. The computational

complexity reduction factor of the DPS method is bounded by the number of time

samples M .
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3.3.4 Simulation Procedure

RT depends on a full description of the scenario to be simulated. In order to show

the performance of the proposed RT channel model, a time-variant indoor scenario

is generated. The simulated indoor scenario is shown in Fig. 3.12. Compared with

the scenario shown in Fig. 3.5, the only difference is that one block at the far left side

is missing. The values of relative permittivity and the conductivity of the materials

involved in the simulated scenario are the same as in Section 3.2.2. The Tx and the

Rx antennas used for the simulation are dipole antennas with length λ/2. The Rx

antenna is linearly moving with a constant speed and along a constant direction.

Rx

Tx

4
.6 m

LOS

Diffraction

Reflection

Diffuse Scattering

Concrete

Brick

Wood

5

6

Figure 3.12: Indoor time-variant scenario with a static Tx and a mobile Rx. Each

block is indexed by a number here.

We take into account LOS, reflection up to the third-order, single-order diffraction

and single bounce scattering. Note that the penetration case is embedded into all

other contributions. The visualization of some propagation paths is also shown in

Fig. 3.12. There are more than L = 3.4 × 103 paths to be calculated at one time

m. Firstly, we set κ = 1, hence the Rx moves one wavelength. Initial simulation

parameters are summarized in Table 3.2.
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Table 3.2: Initial Simulation Parameters
Parameter Value

Carrier frequency fc 2.45 GHz

Bandwidth B 240 MHz

Rx velocity |v
Rx
| 3 km/h

Sampling rate in distance |xS| 0.0012 m

Number of time samples M 100

Width of frequency bin fS 500 KHz

Number of frequency bin Q 480

The MSE between RT and the SoCE channel model can be calculated as (3.52) [88]

err(x(t)) =

∫
|HRT(f,x(t))−HSoCE(f,x(t))|2df∫

|HRT(f,x(t))|2df
. (3.52)

The associated result is shown in Fig. 3.13. By setting the error threshold errthr =

−20 dB, the corresponding moving distance of the Rx is |xthr| = 0.25λ, which is

equivalent to 0.03 m. Therefore, we finally define κ = 0.25. Furthermore, keeping

|xS| fixed, the number of time samples M = 25 for the remaining of this section.

0 0.2 0.4 0.6 0.8 1
−50

−45

−40

−35

−30

−25

−20

−15

−10

−5

 

 

X: 0.25
Y: −20

|x(t)|/λ

er
r(

x(
t)

) 
[d

B
]

MSE between RT and SoCE channel model

Figure 3.13: MSE between RT and SoCE channel model. The moving distance of

Rx is one wavelength. The error threshold is set as −20 dB.

Within the threshold region, the Rx moving distance is finally clarified as one-

quarter wavelength. The approximation errors among RT, SoCE and DPS subspace
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3.3 RT Algorithm Using the DPS Subspace

channel models, which can be calculated similarly to (3.52), are shown in Fig. 3.14.

It can be noticed that the maximum MSE of the low-complexity DPS subspace

channel model is more than 40 dB below the power of the SoCE channel response.

Meanwhile the MSE between RT and DPS subspace channel model is smaller than

the error threshold errthr.

0 0.05 0.1 0.15 0.2 0.25
−60

−55

−50

−45

−40

−35

−30

−25

−20

|x(t)|/λ

er
r(

x(
t)

) 
[d

B
]

 

 

MSE between RT and DPS subspace channel model

MSE between SoCE and DPS subspace channel models

Figure 3.14: MSE among RT, SoCE and DPS subspace channel models. The moving

distance of Rx is one-quarter wavelength.

The numerical complexity for the simulated channels is significantly reduced with

a negligible approximation error. Considering the same time-variant indoor scenario,

where the Rx moves about one-quarter wavelength within M = 25 time samples,

the RT runs about 555.10 s, while the DPS subspace channel model requires roughly

9.30 s plus the simulation time of the initial RT result of 24.46 s. Fig. 3.15 presents

the simulation time comparison between the RT and DPS subspace channel model

within different number of blocks Nb in the indoor scenario. It is obvious that a

scenario with more objects, modeled as rectangular blocks, leads to an increase in

the number of propagation paths and the simulation time of RT. According to (3.51),

the computational complexity reduction factor of the DPS method is bound by the

number of time samples M = 25. When there are 4 and 8 blocks in the scenario,

the complexity reduction factors achieved by the DPS subspace channel model are 2

and 16, respectively. The computational complexity reduction achieved by the DPS

method increases with the number of propagation paths when the number of time

samples M is fixed. It can be seen that the simulation time of the DPS method
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3 Ray Tracing for Wideband Indoor Scenarios

Figure 3.15: Simulation time comparison according to different number of blocks in

the scenario: RT and DPS. Nb is corresponding to the first indexed Nb blocks in

Fig. 3.12. Rx moves about one-quarter wavelength within M = 25 time samples.

Table 3.3: DPS Parameters
DPS Parameter Value

Maximum norm. Doppler νDmax 0.01

Subspace dimension D0 4

Maximum norm. delay θDmax 0.13

Subspace dimension D1 131

without the computation of an initial RT result does not change much with the

increasing number of propagation paths. The runtime comparison shown in Fig.

3.15 also correlates nicely with exact result presented in [84]. The parameters of the

DPS sequences with Nb = 8 blocks in the scenario are summarized in Table 3.3.

It is evident that the subspace dimensions are much smaller than the number of

propagation paths.
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4 Ray Tracing for UWB Indoor
Scenarios

UWB technology has attracted a lot of interest in recent years as an candidate for

short-range and broadband indoor wireless communication systems. It offers ma-

jor enhancement specially for the localization and tracking in indoor environments.

UWB systems enable a fine delay resolution of the multipath components of the

received signal [89,90]. The achieved accuracy of localization methods based on the

radio signal is strongly affected by the propagation channel. Therefore, it is crucial

to understand the UWB channel properties. Two main categories of channel model-

ing techniques for UWB channels exist [91]: one is the statistical modeling based on

frequency or time domain measurements, the other is deterministic modeling based

on a scenario map. So far, SDRT has been frequently employed as the typical de-

terministic channel modeling tool for UWB indoor channels by the superposition of

RT results implemented at the individual center frequency of each sub-band [92,93].

However, the computational complexity is directly proportional to the number of

sub-bands. In order to significantly reduce the computational complexity of SDRT,

a low-complexity SDRT is firstly proposed in this chapter. Our proposed RT is

independent of the number of sub-bands. Based on the low-complexity SDRT im-

plementation, a multiobjective calibration approach is introduced to estimate the

optimal material parameters. The approach can improve the accuracy of SDRT in

terms of the PDP and RMS delay spread. In addition, for simulating the radio

propagation conditions for a mobile terminal in UWB indoor scenarios, a SDRT

algorithm based on two-dimensional DPS sequences is proposed.

4.1 Conventional Sub-band Divided RT

A 3D RT tool to calculate all propagation paths connecting the Tx and the Rx is

based on geometric and electromagnetic computations. The geometric computations

determine the propagation paths interacting with the environment. The electromag-

netic computations provide the electric field of the propagation paths in amplitude,

phase and polarization according to the considered propagation mechanisms. For

63



4 Ray Tracing for UWB Indoor Scenarios

an UWB system, the channel characteristics may vary significantly over the entire

bandwidth. To cope with this, the SDRT algorithm applied to UWB radio channels

has been introduced in [92, 93]. The basic steps of the method can be summarized

as follow:

• The entire UWB bandwidth B is divided into multiple sub-bands Bi ≤
Bmax MHz, where i is the index of the sub-band with i ∈ {1, · · · , I}, I is

the total number of the sub-bands, and Bmax is the maximum sub-band band-

width. Bmax is defined as 500 MHz in our work due to the definition of the

UWB system.

• Conventional RT is implemented to obtain the corresponding CIR hi(τ) at the

center frequency fc,i of each sub-band i, where τ is the propagation path delay.

• The CTF at each sub-band i is obtained by the Fourier transform. Then CTFs

of all sub-bands are combined together for the entire bandwidth.

• An inverse Fourier transform yields the overall CIR h(τ) for the entire band-

width.

To make this description more clear, we give an example in Fig. 4.1. It is obvious

that conventional RT needs to be performed 3 times at the center frequencies of 3

sub-bands, respectively. Thus, the computational complexity of conventional SDRT

is directly proportional to the number of sub-bands. It is evident that the compu-

tational complexity of RT depends on the number of considered propagation paths.

Moreover, it has been experimentally shown that diffuse scattering components are

an important factor in determining time and angle dispersion of radio signals in

indoor environments [2]. The inclusion of the diffuse scattering mechanism in RT

introduces a large number of propagation paths in an indoor environment, which

makes the calculation of electromagnetic characteristics extremely time-consuming.

Conventional SDRT simulation obviously makes the computation procedure more

complicated. Its computation time is directly proportional to the number of fre-

quency points. Although some simplifications have been made for SDRT by deter-

mining the relevant propagation paths once at the beginning of the procedure, the

electromagnetic calculation of the received signal still needs to be performed re-

peatedly at different individual frequency points [88]. Furthermore, extracting the

statistics of the channel requires that SDRT simulations must be performed for a

large number of positions, which would result in unacceptable long simulation time.
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Figure 4.1: Flowchart of the SDRT algorithm, where I = 3.

4.2 Low-Complexity Sub-band Divided RT

In order to significantly improve the computational efficiency of conventional SDRT

for UWB indoor systems, we propose a low-complexity SDRT algorithm. The low-

complexity SDRT algorithm is derived based on the electromagnetic propagation

mechanisms. As a major enhancement, not only the geometric calculation, but also
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4 Ray Tracing for UWB Indoor Scenarios

the electromagnetic calculation needs to be performed only once for all sub-bands.

For the diffuse scattering case, we show numerical simulation results to verify that

the subdivision of rough surfaces at the center frequency of the entire bandwidth

is valid for all sub-bands. Moreover, the accuracy of the proposed low-complexity

algorithm is justified by comparing with conventional SDRT. In addition, it can be

seen that increasing the number of sub-bands can obtain a slightly higher correlation

with the measurement but without noticeable simulation time increase.

To describe the concept more intuitively, the flowchart of the low-complexity

SDRT algorithm is given in Fig. 4.2. As in Fig. 4.1, we also select 3 sub-bands here.

However, low-complexity RT only needs to be performed once at one sub-band. Then

the results at other sub-bands can be derived directly based on the derived math-

ematical formulas. It is important to note that, based on our approach, both the

geometric computation and the electromagnetic calculation need to be performed

only once.

4.2.1 Derivation of Low-Complexity SDRT

The CIR at each sub-band i is directly determined by the propagation mechanisms.

The LOS component is only affected by the free-space loss, while the specular com-

ponents are calculated referring to relevant complex dyadic coefficients and the to-

tal length of the path. The reflection and penetration coefficients are calculated by

the Fresnel formulas [68], whereas the diffraction coefficient is obtained using the

UTD [69]. It is assumed that the path direction is not modified by the penetration

mechanism in the RT tool. Moreover, it is known that a flat wave is scattered into

multiple random directions when it is interacting with a rough surface. A directive

scattering pattern model is used in RT to evaluate the amplitude of each diffuse

scattering path, which assumes the scattering lobe is steered towards the direction

of the specular reflection [2, 50]. The detailed formulas of the propagation mecha-

nisms have been introduced in Chapter 2, from which it is apparent to see which

parameters are varying with frequency. Therefore, the electromagnetic calculations

E{·}(fc,i′) at other sub-bands fc,i′ , where i′ ∈ {1, · · · , I}, for one Rx position can

be derived from the electromagnetic results E{·}(fc,i) of one sub-band fc,i. In order

to make the formula brief, we ignore the index P in the expression E{·} comparing

with the formulas in Chapter 2.

• For the LOS component, the electric field at a different sub-band i′ can be
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Figure 4.2: Flowchart of the low-complexity SDRT algorithm, where I = 3.

obtained directly

ELOS(fc,i′) = ELOS(fc,i) ·
[
ḡR

LOS(fc,i′)

ḡR
LOS(fc,i)

]∗
· fc,i

fc,i′
·
[
ḡE

LOS(fc,i′)

ḡE
LOS(fc,i)

]
e
−j2π(fc,i′−fc,i)sLOS

c ,

(4.1)

where ḡE
{·}(fc,{·}) = ḡE

{·}(fc,{·}, θE, φE) and ḡR
{·}(fc,{·}) = ḡR

{·}(fc,{·}, θR, φR) are
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complex vectors accounting for the Tx/Rx antenna polarization and ampli-

tude gains within one sub-band in the direction of the propagation wave, and

θ{·} and φ{·} indicate the azimuth and the elevation directions of the trans-

mitted/received wave. It is worth mentioning that the geometrical calculation

of each propagation path is identical at different sub-bands, so that the cor-

responding θ{·} and φ{·} of the wave is constant for all sub-bands. In order to

simplify the expressions, we omit the arguments θ{·} and φ{·} in the related

formulas.

• In [61,88], it is assumed that the dielectric permittivity εr and conductivity σ

for one material are independent of the frequencies within the entire bandwidth

of interest, because it is difficult to estimate how these values vary with the

frequency. However, the effective permittivity of the material

εr,eff(fc,i) = εr − j
σ

2πfc,iε0

, (4.2)

where εr,eff is still varying with frequency. Here we fix the effective per-

mittivity εr,eff for the entire UWB bandwidth. Therefore, the Fresnel reflec-

tion/penetration coefficients are independent of frequency, which is justified

in the numerical results. As a consequence, the electric field of the reflec-

tion/penetration contribution at a different sub-band i′ can be computed as

Eref/pen(fc,i′) =Eref/pen(fc,i) ·

[
ḡR

ref/pen(fc,i′)

ḡR
ref/pen(fc,i)

]∗
· fc,i

fc,i′
·

[
ḡE

ref/pen(fc,i′)

ḡE
ref/pen(fc,i)

]
e
−j2π(fc,i′−fc,i)(sref/pen+s′ref/pen)

c ,

(4.3)

where sref/pen is the path length from Tx to the reflection/penetration point

and s′ref/pen is the path length from the reflection/penetration point to the Rx.

• For the diffracted contribution, it can be seen in Chapter 2 that the dyadic

diffraction coefficients D⊥‖ are influenced by the frequency. Actually, the dyadic

diffraction coefficients can be simplified by ignoring the involved transition

functions effect. The reason is that only one of the arguments in the four

transition functions is smaller than 10 for one diffraction point, so that

only one of the transition values is different from unity [72]. According to

(2.24,2.25,2.26,2.27) in Chapter 2, it is acceptable to assume that the value of

each transition function in D1, D2, D3 or D4 is the same for one diffraction
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point at different sub-bands. Therefore, the electric field of the diffraction path

at a different sub-band i′ can be obtained as

Ediff(fc,i′) = Ediff(fc,i)·
[
ḡR

diff(fc,i′)

ḡR
diff(fc,i)

]∗
·( fc,i

fc,i′
)

3
2 ·
[
ḡE

diff(fc,i′)

ḡE
diff(fc,i)

]
e
−j2π(fc,i′−fc,i)(sdiff+s′diff)

c .

(4.4)

• A surface appears rougher with increasing frequency, which should result in

a denser subdivision of the surface for sub-bands with higher center frequen-

cies. However, this significantly increases the computational effort. In [61], the

subdivision of each surface for a specific Rx position at the center frequency

of the entire bandwidth is assumed to be valid for all sub-bands. Here it is

shown that this assumption is reasonable according to the comparison given

in Fig. 4.4 in Section 4.2.2. Thus, the electric field for the scattering path at a

different sub-band i′ can be calculated as

Eds(fc,i′) = Eds(fc,i) ·
[
ḡR

ds(fc,i′)

ḡR
ds(fc,i)

]∗
· fc,i

fc,i′
·
[
ḡE

ds(fc,i′)

ḡE
ds(fc,i)

]
e−jθ

′
s , (4.5)

where θ
′
s is the random phase with an uniform distribution in [0, 2π].

It should be noted that the above formulas can also be extended for the multi-

order propagation path case by combining the results of corresponding propagation

mechanisms.

4.2.2 Measurement Campaign and RT Setup

The accuracy of the proposed low-complexity algorithm is justified by comparing

with conventional SDRT and measurements. The scenario used for both SDRT and

the measurement campaign is illustrated in Fig. 4.3, which includes both a 3D and

a 2D view.

4.2.2.1 Measurement Campaign

Frequency-domain UWB channel measurements were carried out by the Signal

Processing and Speech Communication laboratory at Graz University of Technol-

ogy [94]. The size of the scenario is about 29 m× 7.1 m× 10.5 m. It consists primarily

of concrete walls, glass windows and metal pillars. The locations of the Tx antenna

was fixed, while the Rx antenna positions formed a grid with 22 × 22 points with

5 cm spacing resulting in a total area of 1m × 1m. A Rhode & Schwarz ZVA-24

vector network analyzer (VNA) was used to measure the CTF at 7501 frequency

points over a frequency range from 3.1 to 10.6 GHz.
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(a) 3D view

(b) 2D view

Figure 4.3: Pictorial view of the RT scenario considering one Rx position from the

grid. (a) 3D view. (b) 2D view, including a close-up view of the grid Rx positions

together with the positions marked by the blue line where RT simulations are im-

plemented.

4.2.2.2 RT Setup

The different materials are sketched with different colors in Fig. 4.3. The dielectric

properties are also included in the input database of RT, where a metallic block is
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considered as a PEC. The values for other materials are: εr = 6 and σ = 0.08 S/m for

concrete blocks, and εr = 5.5 and σ = 0 S/m for glass blocks, respectively. The Tx

and the Rx antennas used for the RT simulation are dipole antennas corresponding

to the antennas used in measurements. RT simulations are implemented at the

middle horizontal line of the grid marked in blue in Fig. 4.3 (b). Moreover, the

entire bandwidth B of 7.5 GHz is divided into I = 15 sub-bands with Bi = 500 MHz

each in our simulation.

The involved propagation mechanisms are LOS, reflection up to the third order,

penetration, single order diffraction, diffuse scattering, while the penetration contri-

bution has been embedded into all other mechanisms. The diffuse scattering compo-

nents include single bounce scattering, scattering-reflection and reflection-scattering

cases. Some propagation paths are visualized in Fig. 4.3, some of which are indexed

by the corresponding number, where r indicates the reflection component, d means

the diffraction component and s implies the diffuse scattering component.

Based on our numerical implementation, we compare the PDP of diffuse scattering

paths PDPDS, with different and fixed subdivision of tiles at different sub-bands

relying on conventional SDRT. The PDPDS is obtained by averaging the normalized

CIRs at the selected 22 Rx locations, taking only the diffuse scattering components

into account. Note that i) the conventional subdivision algorithm is used here, and

ii) PDPDS is defined over the excess delay τex. The result is shown in Fig. 4.4, from

which it can be seen that the PDPDS based on the fixed subdivision at 6.85 GHz over

the whole bandwidth is similar as the one where the subdivision is changed according

to the center frequency of each sub-band. Therefore, (4.5) is a valid approximation

for the diffuse scattering case of low-complexity SDRT.

4.2.3 Numerical Results

4.2.3.1 Amplitude and Phase Comparison

The comparison of amplitude and phase of propagation paths based on the conven-

tional SDRT and low-complexity SDRT is shown in Fig. 4.5, where the corresponding

results at the center point of the simulated Rx positions is taken as an example. The

selected paths correspond to the indexed paths indicated in Fig. 4.3. It can be seen

that the amplitude of each path is decreasing with the increasing sub-band cen-

ter frequency fc,i. For LOS and specular components, the amplitude and phase of

each path based on conventional RT match well with the results calculated by the

low-complexity SDRT algorithm. For diffuse scattering components, the amplitude

matches well while the phase does not match as a result of the random phases of

the rough surfaces.
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Figure 4.4: PDP of the diffuse scattering paths PDPDS with different and the sub-

divisions at different sub-bands relying on conventional SDRT.

4.2.3.2 Normalized CIR Comparison

For comparison, the normalized CIRs h(τ) at the selected 22 Rx locations, indicated

by Rxidx, are shown in Fig. 4.6 based on conventional SDRT and low-complexity

SDRT, respectively. It can be seen that the specular components are mainly located

between 0 ns and 45 ns, and 102 ns and 112 ns for our scenario. In general, the ob-

tained CIRs based on conventional SDRT and low-complexity SDRT are comparable

to each other even though small deviations exist, some of which are highlighted in

Fig. 4.6. The main reason that causes the small deviations is evaluated as follow: for

the reflection/penertration case, the error is introduced by the assumption that the

effective permittivity εr,eff is assumed to be independent of the frequency; for the

diffraction case, the reason is the presumable same value of each transition function

in D1, D2, D3 or D4 for one diffraction point at different sub-bands. For the diffuse

scattering case, the error results from the parameter U in (4.5), which further shows

that the error is also related to the effective permittivity εr,eff. It is worth mentioning

that the random phase components are set identical in these two SDRT simulations

for the same Rx position. Therefore, the deviation caused by the random phases has

been removed.
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Figure 4.5: Amplitude and phase comparison results of propagation paths based on

conventional SDRT and low-complexity SDRT. The results shown here correspond

to the indexed propagation paths indicated in Fig. 4.3.

Figure 4.6: Comparison of normalized CIRs at the selected 22 Rx locations based

on conventional SDRT and low-complexity SDRT. Some small deviations are high-

lighted by ellipses.
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4.2.3.3 Simulation Time and PDP Comparison

The simulation time of low-complexity SDRT for one Rx location is about 222 s

(2.4 GHz Intel Core i7 CPU with 8 GB RAM), while conventional SDRT takes

about 3284 s, which means that the simulation time can be reduced by a factor

of 15. In [95], it is mentioned that the more sub-bands the better is the accuracy of

RT for the mmW indoor communication channels, but at the cost of computation

time. Based on our proposed low-complexity algorithm for UWB indoor scenarios,

the effect of computation time can be ignored when choosing the number of sub-

bands. In Fig. 4.7, the normalized PDPs are compared by averaging the absolute

square values of the normalized CIRs over the positions where RT simulations are

available. The reason for the gap between the measurements and RT simulations is

that (i) priori approximation of the input material parameters got from literature

are used, (ii) some small objects are not considered in this large environment, and

(iii) higher-order propagation mechanisms are not considered by the RT algorithm.

The correlation coefficients of different PDPs are also calculated: it is 0.9830 be-

tween the low-complexity SDRT within 15 sub-bands and the measurements, while

it is 0.9833 between the low-complexity SDRT within 50 sub-bands and the mea-

surements. Therefore, we conclude that the PDPs calculated though conventional

SDRT and low-complexity SDRT within 15 sub-bands are almost the same, while

further increasing the number of sub-bands does not increase the simulation time

much.

4.3 Calibration of RT Parameters

It is known that the accuracy of RT is related to the exact knowledge of all material

parameters describing the environment. Although the reflection and transmission

properties of building materials can be measured at UWB frequencies, the mea-

sured dielectric values can be inhomogeneous even in the same environment because

of changing temperature and humidity conditions. Therefore, it is impossible to

accurately define these dielectric parameters for each building. The situation is fur-

ther exacerbated when the materials are made of a mixture of unknown components.

Moreover, our RT tool involves not only the specular paths but also the diffuse scat-

tering paths. The parameters used for the scattering mechanism cannot be directly

measured. Hence, the parameters involved in the diffuse scattering model must be

fitted by comparing to empirical measurement data for different materials [2].

For all these reasons the approximation of input material parameters lead to a

mismatch between the simulation results of RT and empiric measurements, espe-
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Figure 4.7: Normalized PDP comparison based on measurements, conventional

SDRT, low-complexity SDRT with 15 sub-bands, low-complexity SDRT with 50

sub-bands.

cially for an excess delay greater than 35 ns in [61]. Therefore, it is necessary to

implement a calibration algorithm for these RT parameters to improve the predic-

tion accuracy of RT. To date, the calibration of RT based on the single objective

optimization has been presented, but diffuse scattering components are not consid-

ered in [95, 96]. Due to the nonlinear combinatorial relationship between the power

taps and material dielectric parameters, a simulated annealing approach is used in

these works. This method provides a general optimal solution by simultaneously

tuning the permittivity and conductivity of all materials to optimize the defined

objective function.

In order to significantly improve the accuracy of SDRT for UWB indoor channels,

the proposed low-complexity SDRT algorithm is used here. Then the MOSA algo-

rithm and channel measurements at one Rx location need to be used to optimize the

input material parameters within a given range, which refers to the dielectric and

scattering parameters. The weighted sum approach is used for the proposed MOSA

by projecting the multidimensional objective space into a single space. This calibra-

tion can improve the accuracy of SDRT in terms of the PDP and the RMS delay

spread for all test Rx locations including those not considered by the calibration.
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4.3.1 Channel Model for Calibration

Simulated annealing for single objective optimization has already been employed for

RT calibration without taking diffuse scattering components into account [93, 96].

Based on our RT tool, we propose to optimize not only εr and σ but also S and

α for each material, which play an important role for the propagation mechanisms.

It has been mentioned that the reflection component and the scattering component

intimately interact with each other as in (2.41), so that multiobjective optimization

has to be considered. Therefore, we need to distinguish deterministic and diffuse

scattering components in measurement firstly.

The search and subtract approach is a maximum likelihood method for separat-

ing the deterministic and diffuse scattering paths of CIR measurements [97]. The

measurement data is available in the frequency domain, so the CTF at Nf frequency

points for one Rx location is expressed as

HMeas = [HMeas,0 · · ·HMeas,Nf−1]T, (4.6)

where [·]T is the transpose operator. Then the corresponding CIR is obtained as

hMeas(τ) = pT(τ)HMeas, (4.7)

where p(τ) is the inverse Fourier transform coefficients as

p(τ) = [ej2πfLτ · · · ej2π(fL+(Nf−1)∆f)τ ]T, (4.8)

where fL denotes the lowest measured frequency and ∆f is the measured frequency

step.

In order to improve the calibration accuracy greatly, the temporal deviation in

the delay domain should be removed. As a reference to the deterministic part of the

channel, only the deterministic propagation paths, including reflection, penetration,

diffraction components, are taken into account in RT. The propagation path delay

τRTdet,k and the complex amplitude ηRTdet,k of the k−th deterministic path can be

calculated directly by RT. Then the CIR hRTdet
(τ) at one Rx location is represented

as

hRTdet
(τ) =

K∑

k=1

ηRTdet,kδ(τ − τRTdet,k), (4.9)

where K is the total number of deterministic paths. According to the k−th propa-

gation path delay τRTdet,k, the corresponding CIRs interval for the k−th path of RT

and the measurement is set as τ ′RTdet,k
∈ [τRTdet,k − 5 · ∆τ, τRTdet,k + 5 · ∆τ ], where

∆τ is the delay resolution. Furthermore, the cross-correlation is obtained by

Rk(τ
′) =

∫
|h∗RTdet

(τ ′RTdet,k
)||hMeas(τ

′
RTdet,k

+ τ ′)|dτ ′RTdet,k
, (4.10)
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where | · | denotes the absolute value. Then the k−th propagation path delay of the

measurement τMeasdet,k is obtained by

τMeasdet,k , arg max
τ ′
{Rk(τ

′)}. (4.11)

In addition, the complex amplitude ηMeasdet,k of the k−th propagation path in the

measurement can be obtained as

ηMeasdet,k =
pT(τMeasdet,k)HMeasds,k

pTp
, (4.12)

where HMeasds,k is the remaining CTF after subtracting the effect of the (k − 1)th

deterministic peak as [97]

HMeasds,k =

{
HMeas k = 1,

HMeasds,k−1 − ηMeasdet,k−1p
∗(τMeasdet,k−1) k > 1.

(4.13)

Then the CIRs hMeasdet
(τ) and hMeasds

(τ) of the deterministic and diffuse scattering

components can be obtained. In addition, the CIR of diffuse scattering components

based on RT hRTds
(τ) can be calculated directly by considering only the diffuse

scattering components in RT.

4.3.2 MOSA Algorithm

Simulated annealing is derived from the physical heating of a material, where the ma-

terial is critically heated and then gradually cooled until reaching a steady state [96].

It is an iterative optimization algorithm which is able to provide a sub-optimal so-

lution for arbitrary degrees of nonlinearity [95]. In the following, T0 is a control

parameter that corresponds to the initial temperature in analogy with the physi-

cal annealing process and x is the parameter vector which needs to be optimized.

The MOSA algorithm in this work uses the weighted sum approach to project the

multidimensional parameter space into a one-dimensional space [98]. Only prior

measurements at one Rx location is selected in the current calibration work. The

sum-weighted objective function for our case is described as

f(x, λdet, λds) = λdetfdet(x) + λdsfds(x), (4.14)

where the weighting factors should satisfy λ{·} ∈ (0, 1) and λdet + λds = 1, and the

objective function fdet(x), defined as the RMS error between the measured and RT

simulated tap powers of the deterministic paths, is calculated as

fdet(x) =

√√√√ 1

K

K∑

k=1

(
|ηMeasdet,k|2 − |ηRTdet,k|2

|ηMeasdet,k|2
)2, (4.15)
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where |ηMeasdet,k| and |ηRTdet,k| are the amplitudes of the propagation paths nor-

malized by the LOS component, while the objective function fds(x), defined as the

MRE between the measured and RT simulated instantaneous powers of the diffuse

scattering components, is computed as

fds(x) =
1

Nτ

∫
| |hMeasds,k(τex)|2 − |hRTds,k(τex)|2

|hMeasds,k(τex)|2
|dτex, (4.16)

where Nτ is the number of delay points, |hMeasds,k(τex)| and |hRTds,k(τex)| are normal-

ized CIRs defined over the excess delay τex. In order to get the optimal parameter

vector x, both objection functions need to be minimized.

The basic steps involved in the MOSA algorithm for RT calibration are illustrated

as following:

1. We use the normalized objective functions (4.15) and (4.16) that are in the

same numerical range, which allow us to fix λdet = 0.5 and λds = 0.5 and avoid

another time-consuming optimization step for these two parameters.

2. Starting with an initial parameter vector x′, which is selected from the litera-

ture, at an initial temperature T0, the solutions of objective functions fdet(x
′)

and fds(x
′) are evaluated. The corresponding results are put into a Pareto set

of solutions. The Pareto set, which is a subset of feasible points of solutions,

contains all points in which at least one objective function is minimized.

3. In order to get the realistic results, the ranges of each elements are defined.

A new random parameter vector x′′ is taken from the neighborhood of x′

within the given ranges, and the solutions of related objective functions are

re-valuated.

4. Comparing the new solutions with all other solutions in the Pareto set, x′′ is

made as the current parameter vector and the Pareto set is updated if both

objective functions are minimized as fdet(x
′′) ≤ fdet(x

′) and fds(x
′′) ≤ fds(x

′).

Then the process restarts from step 6. If x′′ is not the optimal parameter vector

for both objection functions, then

∆f = f(x′′, λdet, λds)− f(x′, λdet, λds) (4.17)

is evaluated.

5. In order to avoid being trapped into a local minimum, the parameter vector

x′′ is accepted as the current parameter vector with the probability

p =

{
e

∆f
T if ∆f > 0,

1 if ∆f ≤ 0.
(4.18)
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If x′′ is accepted, x′′ is made the current parameter vector. If x′′ is not accepted,

x′ is retained as the current parameter vector.

6. The algorithm restarts running by selecting the referenced solutions of the

objective functions corresponding to the minimum f(x, λdet, λds) in the Pareto

set.

7. The mentioned steps repeatedly run L times at the same temperature T0. Then

the algorithm restarts with an updated temperature, which is obtained by

reducing the current temperature by a temperature factor NT, where NT < 1.

8. The aforementioned steps run iteratively until the predefined number of iter-

ations M is achieved.

To make this description more clear, the flowchart of the MOSA algorithm is given

in Fig. 4.8. It is mainly divided into three steps: initialization, judging conditions

and search for Pareto Front. These three steps are indicated by three different colors

in Fig. 4.8.

4.3.3 Numerical Results

The indoor scenario used for both the measurement campaign and SDRT is the same

as the illustration in Fig. 4.3 in Section 4.2.2. Low-complexity SDRT simulations

are computed for the middle horizontal line of the grid highlighted in blue in Fig.

4.3 (b). The measurements at the middle point of the horizontal line is used for the

calibration. The entire UWB bandwidth B = 7.5 GHz, which is divided into I = 15

sub-bands with Bi = 500 MHz each. The optimized material parameters are the

elements of the parameter vector x

x = [εc,r, σc, Sc, αc, εg,r, Sg, αg], (4.19)

where c indicates concrete and g glass. The metallic block is considered as a PEC.

The conductivity of glass is σc = 0 S/m. The involved propagation mechanisms for

the calibration are LOS, reflection up to the third order, penetration, single-order

diffraction, single bounce scattering, and scattering-reflection cases.

4.3.3.1 Paths Separation from Measurements

Firstly, we need to separate the deterministic and the diffuse scattering paths from

channel measurements at the selected Rx position. Based on (4.10), the deterministic

paths in the measurements are identified such that slight time of arrival deviations
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Figure 4.8: Flowchart of the MOSA algorithm, which is mainly divided into three

steps: initialization, judging conditions and search for Pareto Front.

of the deterministic paths can be tolerated. In Fig. 4.9(b), slight time of arrival de-

viations of the deterministic paths around 2.7 ns and 4.4 ns can be clearly observed.

The precise mapping of the measured and RT simulated propagation paths can help

to improve the calibration accuracy. Fig. 4.9 shows the normalized amplitude |ηdet|
of the deterministic paths in measurements and low-complexity SDRT before the

calibration. In order to avoid a large deviation of the power of detected paths, a

threshold of the difference between |ηMeasdet,k| and |ηRTdet,k| of the k−th determin-

istic propagation path is set to 20 dB. If the difference exceeds 20dB, the k−th
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Figure 4.9: Normalized amplitude |ηdet| of the deterministic paths in measurements

and low-complexity SDRT before the calibration.

deterministic path is deleted.

Removing the deterministic components from the measurements based on the

search and subtract approach, the remaining diffuse scattering components are cal-

culated as the inverse Fourier transform of HMeasds,k. The CIRs |hMeasds
(τex)| and
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|hRTds
(τex)| are shown in Fig. 4.10.
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Figure 4.10: Normalized CIRs |hds(τex)| of the measurements and low-complexity

SDRT before the calibration considering the diffuse scattering paths only.

4.3.3.2 Calibration Results

In order to avoid the random phases of the scattering components in RT influencing

fds(x), a matrix with I × Ns random elements is given at the beginning of the

optimization process, where the number of scattering paths calculated from RT

is Ns = 26614. Balancing the number of parameter vectors and the simulation

time, the control factors in the calibration algorithm are set as [T0, NT, L,M ] =

[2, 0.95, 20, 5000].

The initial parameter vector is picked up from [61] as

x′ = [6, 0.08, 0.4, 4, 5.5, 0.4, 4]. (4.20)

Each element of x has its individual range, which are summarized from [2], [99–102],
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as 



4 ≤ εc,r ≤ 9,

0.023 ≤ σc ≤ 0.5,

0 ≤ Sc ≤ 1,

1 ≤ αc ≤ 4,

2 ≤ εg,r ≤ 8,

0 ≤ Sg ≤ 1,

1 ≤ αg ≤ 4.

(4.21)

In Fig. 4.11, the solutions of the objective functions related to the feasible param-

eter vectors are shown, and the Pareto front is given. In order to make the optimized

fds
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Figure 4.11: Solutions of objective functions related to the feasible parameter vectors

within the Pareto front.

results clear, the obtained fdet(x) and fds(x) are normalized by the respective mini-

mum values. Taking the solutions in the Pareto set into consideration, one parameter

vector xopt is selected

xopt = [8.92, 0.046, 0.74, 3, 3.7, 0.32, 3]. (4.22)

It can be seen that Sc becomes larger, while Sg becomes smaller, which is confirmed

by reality that the surface of the concrete is relatively rougher and of the glass is

relatively smoother. Moreover, the smaller αc and αg indicate a widening of the

scattering lobe.
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4.3.3.3 PDP and RMS Delay Spread Comparison

Using the parameter vector xopt in low-complexity SDRT for all Rx locations includ-

ing those not considered by the calibration, the normalized PDP and the RMS delay

spread τrms are compared by averaging the normalized CIRs over the 22 horizontal

positions, Rxidx. The results are shown in Fig. 4.12. It is worth mentioning that the

reflection-scattering case is also considered by RT. Based on the optimized material
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Figure 4.12: Normalized PDP and RMS delay spread comparison based on the mea-

surements, low-complexity SDRT before calibration, and low-complexity SDRT after

calibration.

parameters, the differences of the normalized PDP and the RMS delay spread be-

tween measurements and low-complexity SDRT simulation results are minimized.

The difference of normalized PDPs between measurements and RT simulation is

reduced by 10 dB and the RMS delay spread is improved about 5 ns despite only

one prior measurement is used for the calibration. Moreover, it can be seen that the
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power of the diffuse components is increased, while the power of the deterministic

components are not influenced. The reasons for the remaining gap are the large di-

mensions of the environment which cannot be modeled absolutely accurate and the

higher-order propagation mechanisms that are not considered by our RT algorithm.

4.4 Sub-band Divided RT Algorithm Using DPS

Sequences

As in Section 3.3, we are also interested in modeling the channel characteristics

at multiple mobile terminal positions in UWB indoor scenarios. Although we have

proposed a low-complexity SDRT algorithm for one terminal position, the compu-

tational complexity is still extremely high when involving multiple mobile terminal

positions. Moreover, some indoor positioning techniques require for high positioning

accuracy data from measurements/simulations with a very fine spatial resolution.

To cope with this, a parallel ray approximation (PRA) algorithm is proposed in [88]

to reduce the computation time in this situation. However, the computation time is

still proportional to the number of terminal positions. For band-limited fading pro-

cesses, it is known that a projection on a subspace spanned by two-dimensional DPS

sequences [81] allows for a substantial complexity reduction of GSCMs [84, 86]. In

Section 3.3, this insight has been applied to obtain a low-complexity DPS subspace

based RT algorithm for a wideband communication system in an indoor scenario.

We extend the wideband RT in Section 3.3 to the UWB case by expanding the

DPS sequences to each sub-band. Due to the same geometrical information of the

propagation paths for all sub-bands, the subspace dimension and basis coefficients

in the frequency domain do not need to be recalculated at different sub-bands. The

accuracy of the proposed algorithm is evaluated by comparing it to low-complexity

SDRT without the DPS subspace projection. Moreover, the effect of antenna char-

acteristics on the proposed algorithm is analyzed.

4.4.1 CTF of Low-complexity SDRT Algorithm

RT calculates all propagation paths connecting the Tx and the Rx based on ge-

ometric and electromagnetic computations. In [88], a first simplification has been

proposed by performing the geometric computation once at the beginning of the

procedure, while the electromagnetic calculation are performed at each individual

frequency fc,i. In the low-complexity SDRT algorithm, see Section 4.2, both the

geometric computation and the electromagnetic computation need to be performed
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only once for all sub-bands. The corresponding calculation of propagation paths at

other sub-bands can be derived based on the results at one sub-band.

For a static Tx and multiple Rx positions, the CTF depends on the Rx positions

un. We are interested in the case that un = u0 + dSn, where n ∈ {0, . . . , N − 1} is

the discrete Rx position index and N is the number of samples in the space domain,

u0 is the initial Rx position, and dS is the spatial resolution vector. The CTF based

on low-complexity SDRT at one sub-band can be obtained as

H i
SDRT[qi,un] = H i

SDRT(qifS,u0 + dSn) =
L∑

l=1

ηl[fc,i,un]e−j2πqiθl[un], (4.23)

where fS denotes the width of a frequency bin, l ∈ {1, . . . , L} is the index of the

propagation path, L is the total number of propagation paths, θl[un] = τl[un]fS is

the normalized delay of the l−th path with τl denoting the excess delay of the l-th

path, where the delay of the first arriving path is defined as τ1 = 0 s, ηl[fc,i,un] is

the complex electric field of the l-th path at the center frequency fc,i of the i-th

sub-band, qi ∈ {−bQi2 c, . . . , b
Qi
2
c − 1} is the discrete frequency index vector at the

i-th sub-band, Qi is the number of samples in the frequency domain at the i-th sub-

band, and b·c indicates the floor function. Both ηl and τl depend on the Rx position

un. Finally, the relevant HSDRT in the entire frequency range can be obtained by

combining all CTFs H i
SDRT at different sub-bands as

HSDRT[q,un] =
[
H1

SDRT[q1,un]T H2
SDRT[q2,un]T · · · HI

SDRT[qI ,un]T
]T
, (4.24)

where [·]T denotes the transpose function.

4.4.2 Computational Complexity Reduction

In the following we present our method for reducing the computational complexity

by means of a projection on a subspace spanned by DPS sequences. To reduce

the computational complexity of low-complexity SDRT for multiple Rx positions,

we propose a low-complexity DPS subspace based RT algorithm. The prerequisite

of the proposed algorithm is to fulfill the same conditions as the PRA algorithm.

Therefore, we introduce first the PRA algorithm and thereafter the extensions with

the DPS sequences. Note that RT needs to be performed only once at one sub-band

at the initial Rx position u0 for these two algorithms.

4.4.2.1 PRA Algorithm Based on Low-Complexity SDRT

PRA is an efficient RT algorithm for modeling UWB indoor propagation channels

at multiple terminal positions [88]. The basic concept is that the gain coefficients
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of propagation paths reaching the nearby targets are assumed to have the same

magnitude but different phases. This approximation is valid when the following far-

field conditions are fulfilled [88]:

|uTx − u0| � λl, (4.25)

|uTx − u0| � |un − u0| = |d0,n|, (4.26)

where λl is the wavelength at the lowest center frequency, uTx is the Tx position

coordinate, and d0,n is the vector pointing to the Rx position un from the initial Rx

position u0. The CTF at the Rx position un, relying on the results of the initial Rx

position u0, at the i-th sub-band is approximated as

H i
PRA[qi,un] ≈

L∑

l=1

ηl[fc,i,u0]e−j2πqiθl[u0]e
j

2πd0,n·vl
λc,i , (4.27)

λc,i is the wavelength corresponding to fc,i, and vl is the unit vector of the l-th path

reaching u0. Furthermore, the relevant HPRA in the entire frequency range can be

obtained in the same manner as in (4.24).

4.4.2.2 DPS Subspace Algorithm Based on Low-Complexity SDRT

We exploit the band-limited property of the CTF by projecting each path l ∈
{1, . . . , L} to a subspace spanned by two-dimensional DPS sequences. The detailed

information of DPS sequences has been presented in Section 3.3. The two-dimensions

refer to the frequency and space dimension here. The two key parameters for the

setup of the i-th sub-band are

• the maximum normalized excess delay θDmax,i = τmax,ifS, where τmax,i is the

maximum excess delay among all paths at the initial Rx position u0 for the

i-th sub-band, and

• the normalized minimum and maximum DoA ξDmin,i = cos(ψmin,i)
‖dS‖
λc,i

and

ξDmax,i = cos(ψmax,i)
‖dS‖
λc,i

, where ‖dS‖ is the distance between antenna posi-

tions, ‖ · ‖ denotes Euclidean norm, the DoA ψ is defined as the angle between

d0,n and vl, ψmin,i and ψmax,i are the minimum and maximum DoAs among all

paths at the initial Rx position u0 for the i-th sub-band.

As mentioned previously the geometric computation of propagation paths is the

same for all sub-bands, so τmax,i, ψmin,i and ψmax,i are independent of the sub-band.

Thus, θDmax,i is also independent of the sub-band. We drop the index i from θDmax,i
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and write θDmax in the rest of the paper. However, ξDmin,i and ξDmax,i are related to

the sub-band because of their dependency on λc,i. The band-limited region at the

i-th sub-band is defined by the Cartesian product as [84]

Wi = Wf ×Wdi = [0, θDmax]× [
ξDmin,i + ξDmax,i

2
,
ξDmax,i − ξDmin,i

2
]. (4.28)

The relevant index set is denoted by

Ii = Ifi × Id = {−bQi

2
c, . . . , bQi

2
c − 1} × {0, . . . , N − 1}. (4.29)

The approximate DPS subspace representation H
(Di)
DPS with the subspace dimension

Di for the i-th sub-band can be expressed as

H
(Di)
DPS [qi,un] ≈ Viα̃i, (4.30)

where the two-dimensional DPS basis vector at the i-th sub-band is

Vi = Vi(Wi, Ii) = Vi(Wf, Ifi) � Vi(Wdi, Id). (4.31)

α̃i are the approximate basis coefficients at the i-th sub-band. It can be observed that

the basis vectors Vi(Wf, Ifi) and Vi(Wdi, Id) change along different sub-bands. The

approximate basis coefficients at the i-th sub-band can be expressed by a Kronecker

product

α̃i =
L∑

l=1

ηl[fc,i,u0] (Vi(Wf, Ifi)χfi(θl))︸ ︷︷ ︸
γf
l,i:≈γ̃

f
l,i(τl;Wf,Ifi)

⊗ (Vi(Wdi, Id)χdi(ξl,i))︸ ︷︷ ︸
γd
l,i:≈γ̃

d
l,i(ψl;Wdi,Id)

, (4.32)

where ψl is the DoA of the l-th path, while ξl,i is the normalized DoA at the i-th

sub-band, and

χfi(θl) = [ϑ
(−bQi

2
c)

f , ϑ
(−bQi

2
c+1)

f , . . . , ϑ
(bQi

2
c−1)

f ]T (4.33)

and

χdi(ξl,i) = [ϑd
0
i , ϑd

1
i , . . . , ϑd

(N−1)
i ]T (4.34)

are the complex exponential functions, in which ϑf = e−j2πθl and ϑdi = ej2πξl,i , re-

spectively. Then the approximated projections of the complex exponential functions

on the DPS basis vectors γ̃f
l,i(τl;Wf, Ifi) and γ̃d

l,i(ψl;Wdi, Id) can be used to simplify

the calculation of the complex exponential functions by the scaled and shifted ap-

proximated DPS wave functions as in (3.47). It can be seen that the approximated

projection γ̃f
l,i(τl;Wf, Ifi) and γ̃d

l,i(ψl;Wdi, Id) are related to the sub-band. However,

if we have the same number of sampled frequencies Qi for all sub-bands, only the

approximated projection γ̃d
l,i(ψl;Wdi, Id) in space is related to the sub-band. Finally,

the relevant H
(D)
DPS[q,un] in the entire frequency range can be obtained

HDPS[q,un] =
[
H

(D1)
DPS [q1,un]T H

(D2)
DPS [q2,un]T · · · H(DI)

DPS [qI ,un]T
]T
. (4.35)
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4.4.3 Simulation Procedure

In order to show the performance of the proposed algorithm, a typical indoor scenario

is generated according to the measurement description in [88]. Moreover, we consider

two antennas with different radiation patterns in the evaluation: i) a discone antenna

[103] and ii) an omnidirectional antenna at both the Tx and the Rx side, respectively.

4.4.3.1 Simulation Configuration

A 3-D view of the scenario is shown in Fig. 4.13, whose dimensions are 5.7 m × 5 m ×
2.6 m. It consists of a concrete floor and ceiling, concrete walls, a wooden door, glass

windows, as well as metallic and wooden furniture. Different materials are sketched

with different colors in Fig. 4.13. The dielectric parameters can be found in [88]:

εr = 9 and σ = 0.01 S/m for concrete blocks, εr = 13 and σ = 10−5 S/m for wood

blocks, and εr = 7.6 and σ = 10−12 S/m for glass blocks, respectively. Moreover,

we treat the metallic cabinet as a PEC. The location of the Tx antenna is fixed,

whose coordinate is uTx = [0.775 2.755 1.35]T m. The Rx antenna is placed linearly

at N = 200 positions seen from the lower right corner of Fig. 4.13. The initial

coordinate of the Rx is u0 = [3.08 2.73 1.35]T m. We consider a fixed Rx antenna

height, so that the spatial resolution vector is set as dS = [
√

2
2

√
2

2
0]T mm, resulting

in Rx antenna separation of ‖dS‖ = 1 mm. A close-up view of the Rx positions

is included in Fig. 4.13 (b). A few exemplary propagation paths are visualized in

Fig. 4.13 for the Rx position u0. In the simulation, we consider the propagation

mechanisms including LOS, up to the fourth-order reflections, penetration, single-

order diffraction and diffuse scattering. Note that penetration is embedded in all

other mechanisms.

The frequency range is from 3.1 GHz to 10.6 GHz with a frequency resolution of

fS = 4.6875 MHz. We divide the entire bandwidth of 7.5 GHz into I = 16 sub-bands

with a bandwidth Bi = 468.75 MHz. Note that Qi = 100 for all sub-bands. Thus,

the corresponding calculation of the subspace dimension Vi(Wf, Ifi) and its relevant

basis coefficients γ̃f
l,i(τl;Wf, Ifi) in frequency need to be performed only once. In the

following analysis, the low-complexity SDRT algorithm is used as reference. There

are L = 60945 propagation paths obtained based on low-complexity SDRT at the

first sub-band B1 of the initial position u0.
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Figure 4.13: Pictorial view of the RT scenario considering one Rx position from the

grid. (a) 3D view. (b) 2D view, including a close-up view of the Rx positions.

4.4.3.2 MSE Comparison

The MSE of the CTFs between low-complexity SDRT and the DPS subspace algo-

rithm can be calculated as (4.36)

MSE[un] =

∑
q |HSDRT[q,un]−HDPS[q,un]|2∑

q |HSDRT[q,un]|2
. (4.36)
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The MSE between the remaining algorithms can be calculated in the same way. Note

that the low-complexity SDRT assumes that the random phases of diffuse scattering

paths are drawn independently for each Rx position, while the PRA and DPS algo-

rithms initialize the relevant phases from Rx position u0. Thus, in order to avoid the

influences from the random phases of diffuse scattering paths, we only consider the

deterministic paths to obtain the associated MSE[un] results. The relevant results

are shown in Fig. 4.14, which includes two different antenna cases. It can be noticed
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Figure 4.14: MSE of CTFs based on three algorithms, which only consider the de-

terministic paths, at the same Rx positions.

that the MSE values between the PRA and DPS algorithms are always smaller than

−45 dB for both antenna cases. This confirms that the approximation of the DPS

subspace algorithm is as good as the PRA algorithm.

We can observe a jump in the MSE values at the Rx position u36 for both antenna

cases. We find at the Rx position u36 in comparison to the Rx positions u{n≤35} two

additional deterministic components in the low-complexity SDRT algorithm. These

components are obviously not included in the PRA and DPS algorithms, which leads

to the jump in the MSE.

We set the acceptable error threshold to MSEthr = −20 dB, which indicates how
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accurate the proposed DPS algorithm is expected to be. With both antenna cases,

the MSE between the RT and DPS subspace algorithm increases steadily along all

Rx positions. For the discone antenna case, the MSE keeps smaller than −20 dB until

the Rx position u80. While for the omnidirectional antenna case, the MSE starts to

exceed −20 dB from the Rx position u116. It can be concluded that the antenna

radiation pattern can influence the accuracy of the proposed DPS algorithm. In

order to make the relevant results comparable, the considered maximum number of

Rx positions is set to N = 81 for the remainder of this paper, which is equal to

8 cm1.

4.4.3.3 RMS Delay Spread Comparison

In Fig. 4.15, the RMS delay spread τRMS is shown for the three SDRT implemen-

tations and the two antenna configurations. It can be observed from Fig. 4.15 that
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Figure 4.15: Comparison of RMS delay spread τRMS based on three algorithms at

the same Rx positions.

1If the environment is larger, resulting in interactions to be further away and the plane wave

assumptions to be better fulfilled, the MSE would increase slower and the maximum possible

’N ’ under the threshold would be larger.
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Table 4.1: Computation Time
Algorithms SDRT [h] PRA [h] DPS [h]

Computation time 6.78 0.078 0.012

the τRMS values based on low-complexity SDRT fluctuate. The τRMS values do not

fluctuate for the PRA and DPS cases, but evolve rather smoothly. This is related

to the random phases of the diffuse scattering paths, please refer to Section 4.4.3.2

for the detailed explanation. It also can be seen that the τRMS values for the PRA

and DPS algorithm are practically identical. For the discone antenna case, the τRMS

differences between low-complexity SDRT and the DPS algorithm is always smaller

than 1 ns along all Rx positions, while for the omnidirectional antenna case, it is al-

ways smaller than 0.5 ns along all Rx positions. This is mainly caused by the antenna

elevation pattern. It can be concluded that the antenna radiation pattern influences

the RMS delay spread as well, however to a smaller degree.

4.4.3.4 Computation Time Comparison

Sub-band index i
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D
d
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i)
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Figure 4.16: Subspace dimension Dd(i) in space.

The computation time comparison (2.4 GHz Intel Core i7 CPU with 8 GB RAM)

based on the three considered low-complexity algorithms are presented in Table

4.1. The common simulation time of 0.086 h of RT for all three algorithms per-
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formed at one sub-band at the initial Rx position u0 is not included. Note that

the computation time is the same for both antenna configurations. Compared

to low-complexity SDRT, the computation time can be reduced by a factor of

(6.78 + 0.086)/(0.012 + 0.086) = 70.06 when using the DPS algorithm. While com-

pared to the PRA algorithm, without considering the simulation time of RT per-

formed at one sub-band at the initial Rx position u0, the corresponding reduction

factor is about 6.5.

The essential subspace dimensions in frequency and space are the same for both

antennas, respectively. The essential subspace dimension in frequency is Df = 74 for

all sub-bands, while in space Dd(i) varies for different sub-bands. Dd(i) is shown in

Fig. 4.16. It is evident that the subspace dimension in frequency is always smaller

than the number of frequency samples in each sub-band. In addition, the dimension

in space at different sub-bands is always smaller than the number of Rx positions.

Therefore, we reduce the computation time with the DPS subspace algorithm. The

proposed DPS subspace algorithm reduces the computation time by more than one

order of magnitude compared to low-complexity SDRT.
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It is well-known that the radio wave propagation mechanisms inside tunnels are dif-

ferent from the typical outdoor and indoor situations. Since the tunnels represent a

significant type of vehicular environments, understanding the channel characteristics

for the in-tunnel scenario is crucial for ITS design. A widely used tool for simulating

channel characteristics for outdoor and indoor scenarios is a deterministic propaga-

tion prediction tool, known as RT. However, RT applied for tunnel scenarios has

not been studied adequately.

In this chapter, we firstly introduce in-tunnel measurements and their relevant

time-varying analysis. Moreover, we present a low-complexity RT algorithm for tun-

nel scenarios by combining an approximated RT with higher-order reflection algo-

rithm as the first step. Furthermore, a hybrid ray and graph method to simulate the

in-tunnel time-variant V2V propagation channel is proposed as the second step.

5.1 Background

The performance and efficiency of ITS depend strongly on wireless communica-

tion systems. V2V wireless communications have received a lot of interest from

both academia and vehicle industry. The development of suitable communication

standards requires an adequate understanding of the V2V propagation channel.

Due to fast changing propagation conditions, including geometries, variable vehi-

cle speeds and a relatively low height of the Tx and the Rx antennas, the V2V

propagation channel differs significantly from typical channels observed in cellular

networks [58,104]. Moreover, the semi-enclosed in-tunnel scenario leads to V2V radio

propagation characteristics that are different from typical situations. Full compre-

hension of the channel behavior in-tunnel is of great importance for ITS to improve

the safety in tunnel scenarios, for instance by lane change assistance, cooperative

forward collision warning, or slow vehicle warning, among others [105]. Furthermore,

it is obvious that the reliability of the radio-link depends strongly on propagation

mechanisms. Therefore, effective channel prediction tools and models are required

for the development of suitable communication systems and standards.

Several theoretical and experimental studies for analyzing propagation of VHF

95



5 Ray Tracing for Tunnel Scenarios

and UHF radio signals in tunnels have been summarized in [106, 107]. Channel

models describing the propagation characteristics in tunnels are divided into de-

terministic and empirical channel models: (i) deterministic channel models include

ray-based approaches [108–112], waveguide models [113–115] and numerical meth-

ods for solving Maxwell equations [116, 117], and (ii) typical representatives of an

empirical channel model is the two-slope channel model [114,118]. We are interested

in modeling the in-tunnel time-variant V2V propagation channel by RT. However,

the accuracy of RT depends on a precise description of the propagation environ-

ment, which leads to high computational complexity. Due to this reason, a simpli-

fied RT tool is used in most of the published work to study the behavior of radio

wave propagation in empty tunnels. Furthermore, due to the fast changing propa-

gation conditions, vehicular communication channels are always characterized by a

non-stationary time- and frequency-selective fading process. This requires a more

efficient channel model to describe the V2V propagation channel.

In addition, it is important to validate the channel model by comparing the

relevant results with measurements. However, there are only few published stud-

ies of in-tunnel V2V channel measurements [111, 119–122], most of which consider

only infrastructure-to-vehicle communications and do not use the carrier frequency

dedicated for ITS. Few in-tunnel channel measurements for 5.8 GHz can be found

in [105,120,123], where a significant contribution from the dense multipath compo-

nent along with a strong LOS component can be observed. In fact, these dense mul-

tipath components are mainly caused by high-order reflection paths [108]. Therefore,

we propose a low-complexity RT algorithm for tunnel scenarios by combining RT

with an approximated higher-order reflection algorithm. The approximated higher-

order reflection algorithm only depends on the width and height of the tunnel, and

the Tx and Rx positions. Therefore, the obtained propagation paths are the same

at any time snapshot when the environment keeps constant.

It can be seen that the power of the dense multipath component drops off expo-

nentially with increasing delay in the early part of the CIR. We denote the dense

multipath component as the ”reflection tail”. Therefore, we introduce the concept of

reverberant radio channels by propagation graphs [124] in our work. The recursive

structure of the graph allows for a computationally efficient simulation of an infinite

number of bounces and represents the reflection tail well. In addition, small or irreg-

ular shaped objects, such as traffic signs and the ventilation system, are difficult to

be modeled by RT. These kind of objects are always approximated as perpendicular

parallelepiped in our RT tool. Thus, we generate discrete scatterers on those small

or irregular shaped objects based on the geometrical information of the scenario.

This resembles the concept of a GSCM. The proposed propagation graph can easily
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integrate these scatterer contributions. The aforementioned considerations motivate

our interest in designing a hybrid ray and graph method to simulate the in-tunnel

time-variant V2V propagation channel.

5.2 In-Tunnel Measurements and Time-Varying

Analysis

The measurements used in the present work were collected in the DRIVEWAY’09

measurement campaign [119] in the Øresund tunnel connecting Denmark and Swe-

den. The observed fading process of the V2V channel is non-stationary [119]. The

LSF is a useful quantity for characterizing non-stationary time-variant channels,

which is a short-term representation of the power spectrum of the observed fading

process [105].

5.2.1 In-Tunnel Measurements

The measurement starts when the Tx driving in front of the Rx enters the tunnel.

At t = 2 s enters the Rx the tunnel, see Fig. 5.2. The picture in Fig. 5.1 is taken

from the video of the measurements when both, the Tx- and the Rx-vehicle, are

inside the tunnel. The distance between both vehicles is about d = 120 m and
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Figure 5.1: Video snapshot representing measurement environment.

their speed is kept constant at vRx = vTx = 105 km/h for the whole measurement
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time interval. Both the Tx- and the Rx-vehicle are equipped with an antenna array

consisting of 4 elements that is placed on the roof-top of the vehicle. Moreover, each

element is mainly radiating in one of four directions: left, right, back and front, thus

the antenna array covers 360◦ in the azimuth plane. The CTF H(t, f) is measured

over a time interval of T = 10 s, with a time resolution of ts = 307.2µs. In total,

there are S = 32000 time snapshots. There are Q = 769 total frequency bins in the

measurement bandwidth of B = 240 MHz, where the carrier frequency fc = 5.6 GHz.

This results in a resolution in frequency domain of fs = B/Q. We denote the sampled

time-varying CTF as

Hι[m, q] , Hι(t, f) , Hι(mts, qfs), (5.1)

where ι ∈ {1, · · · ,L} is the link index, L = 16 for our case, m ∈ {0, · · · , S−1} is the

snapshot index and q ∈ {−bQ
2
c, . . . , bQ

2
c − 1} is the sampled frequency index. Note

that qfs ∈ [−B/2, B/2]. In order to resemble an omnidirectional antenna radiation

pattern, the CTF can be expressed as

H[m, q] =
1

L

L∑

ι=1

Hι[m, q]. (5.2)

5.2.2 LSF Based Measurements Analysis

The observed fading process of the V2V channel is non-stationary [119]. The LSF,

a short-term representation of the power spectrum of the observed fading pro-

cess, is a useful tool for characterizing non-stationary time-variant channels [105].

We assume the fading process is locally stationary within a stationary region

with size M × N samples in time and frequency, respectively. In order to calcu-

late the LSF for consecutive stationary regions, the time index of each station-

ary region kt ∈ {1, · · · , bS/Mc} and the frequency index of each stationary re-

gion kf ∈ {1, · · · , bQ/Nc} are defined. The estimate of the discrete LSF is denoted

as [125], [126]

Ĉ[kt, kf;n, p] =
1

IJ

IJ−1∑

w=0

∣∣H(Gw)[kt, kf;n, p]
∣∣2 , (5.3)

where n ∈ {0, · · · , N − 1} denotes the delay index, p ∈ {−M/2, · · ·M/2 − 1} the

Doppler index, I is the number of orthogonal time-domain tapers, J is the number

of orthogonal frequency-domain tapers, and w is the parameter of the windowed

frequency response H(Gw)[kt, kf;n, p]. The windowed frequency response reads [104]

H(Gw)[kt, kf;n, p] =

M/2−1∑

m′=−M/2

N/2−1∑

q′=−N/2

H[m′ − kt, q
′ − kf]Gw[m′, q′]e−j2π(pm′−nq′), (5.4)
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where the window functions Gw[m′, q′] shall be well localized within the support

region [−M/2,M/2− 1]× [−N/2, N/2− 1].

The parameters selected for analyzing the measurements are M = 128 and N =

769, which results in a stationary region of 40 ms× 240 MHz. Note that we assume

the channel is stationary over the total measured bandwidth. These parameters are

the same as the ones used in [127]. Thus, the obtained resolutions are ts = 307.2µs in

time domain, fs = 312.09 kHz in frequency domain, τs = Q/(BN) = 1/B = 4.17 ns

in delay domain, and νs = 1/(tsM) = 25.43 Hz in Doppler domain, respectively.

Based on the LSF Ĉ[kt, kf;n, p], the time-varying PDP and time-varying Doppler

power spectral density (DSD) can be calculated by projecting the LSF in the delay

and Doppler domain, respectively. They are defined as

P̂τ [kt, kf;n] = Ep{Ĉ[kt, kf;n, p]}

=
1

M

M/2−1∑

p=−M/2

Ĉ[kt, kf;n, p]
(5.5)

and

P̂ν [kt, kf; p] = En{Ĉ[kt, kf;n, p]}

=
1

N

N−1∑

n=0

Ĉ[kt, kf;n, p],
(5.6)

where Ex{·} denotes expectation over the variable x.

The time-varying PDP and DSD, shown in Fig. 5.2(a) and Fig. 5.2(b), are cal-

culated according to (5.5) and (5.6). There are Kt = S/M = 250 stationary time

regions over a time interval of T = 10 s and Kf = Q/N = 1 stationary frequency

region over the bandwidth B = 240 MHz. Multiple signal components parallel to

the direct LOS component are presented in Fig. 5.2, which are mainly caused by

the higher-order reflections from the tunnel walls, ceiling and floor. Besides these

significant contributions in the PDP, the components from objects inside the tunnel

are also visible.

5.3 Tunnel RT Algorithm

RT in this work has been accelerated by using MEX functions. Moreover, the reflec-

tion algorithm has been improved by efficient implementation of finding reflection

paths as described in Section 3.1.2. Despite of this, the computational complexity,
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(a) Time-varying PDP

(b) Time-varying DSD

Figure 5.2: Normalized time-varying PDP and DSD measured over interval of T =

10 s.

involved in the backtracking procedure, is tremendously increased due to the higher-

order reflection case. Therefore, we combine an approximate higher-order reflection

algorithm with the RT algorithm.

5.3.1 Approximate Higher-order Reflection Algorithm

This algorithm does not consider the objects inside the tunnel, so that the tunnel

is treated as an equivalent rectangle [128]. The input for the algorithm includes the

positions of Tx and Rx, the width 2a and the height 2b of the tunnel, as well as
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the permittivity and conductivity of the vertical and horizontal walls. An example

of the set of reflection images of the Tx on the excitation plane are shown in Fig.

5.3. The origin of the coordinate system is located at the center of the rectangular

tunnel. The propagation paths related to image Ip,q experiences |p| times vertical

reflections and |q| times horizontal reflections. Regardless of the reflection order, the

incidence angles on the vertical and horizontal walls, βv and αh, remain the same

for a certain path.

Tx

Rx

2a

2b

y

x

z

Figure 5.3: An example of the set of images within the tunnel.

For a Tx positioned at (x0, y0, z0), the coordinate (xi, yi, zi) of the image point Ip,q
can be calculated as 




xi = 2a · p± x0,

yi = 2b · q ± y0,

zi = z0,

(5.7)

where the positive sign is selected if p or q is even while the negative sign is selected

if p or q is odd. The Tx and Rx antennas used for the RT simulation are vertical

half-wave dipole antennas in the present work. The electric field for a single order

reflection component, can be expressed as

Ehref = [ḡR
href(fc)]

∗ ·Rhref(fc) · ḡE
href

e−j2πfcrp,q/c

rp,q
Ē0, (5.8)

where Rhref = R
|q|
‖ ·R

|p|
⊥ is the reflection coefficient, R‖ and R⊥ are the perpendicular

and parallel polarization coefficients, which can be calculated according to (2.11)

and (2.12), and rp,q is the distance between the image point Ip,q and the Rx, which

is equal to the total length of the propagation path between the Tx and the Rx.
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Compared to the reflection algorithm in RT, the approximate higher-order reflec-

tion algorithm requires no backtracking procedure. Based on the visibility procedure,

all relevant information for the path calculation can be easily obtained. Therefore,

we propose a hybrid approach by combining this higher-order reflection algorithm

with RT to predict the propagation channel in real tunnels. Note that the effec-

tive subdivision algorithm has been applied for the diffuse scattering algorithm as

introduced in Section 3.2.1. Due to the high computational complexity of RT, we

limit the simulation of the CIR to 1 s, corresponding to t = 7.5 s, . . . , 8.5 s in the

measurements, in the following analysis.

5.3.2 Analysis of Time-Varying PDP

The 3D and 2D view of the tunnel scenario used for RT is illustrated in Fig. 5.4,

where the different materials are sketched with different colors. It should be noted

that we do not have the detailed description of the tunnel. The dimensions of the

tunnel and the objects inside are found in [129] and in the video of the measurements.

Each block is modeled as a perpendicular parallelepiped and the moving object

is also included by our RT tool. The width is 2a = 11.65 m and the height is

2b = 6.93 m, while the considered length is 586 m. It should be noted that the

length of the tunnel is longer than the considered length. The reason is that the

propagation paths from the deeper inside of the tunnel, most likely coming from

diffuse scattering, would contain very low power, but would result in extremely

high computational complexity. The dielectric properties are included in the input

database of RT, in which the metallic block is assumed as a PEC. The values of

relative permittivity εr and the conductivity σ of the materials are: εr,c = 8.92

and σc = 0.046 S/m for concrete blocks, and εr,g = 3.7 and σg = 0 S/m for glass

blocks [63]. According to the simulation parameters, dS is 1.23 m2 for the proposed

subdivision algorithm based on (3.6). The Tx and the Rx antennas used for the RT

simulation are half-wave dipole antennas.

RT takes into account the following propagation mechanisms: LOS, reflection up

to the fourth order, single-order diffraction, single bounce scattering, scattering-

reflection and reflection scattering cases. Penetration has been embedded into all

other mechanisms. Some propagation paths are visualized in Fig. 5.4. For the ap-

proximate higher-order reflection paths, the vertical reflection order |p| and hori-

zontal reflection order |q| satisfy the relationship as 4 ≤ |p| + |q| ≤ 40. We assume

that components with reflection order larger than 40 can be neglected as shown

in [130]. In order to make the simulation results comparable to the measurements,

RT is performed at N = 3200 time snapshots in a time interval of T = 1 s. The
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Figure 5.4: Pictorial view of the RT tunnel scenario. (a) 3D view. (b) 2D view.

simulation time of the tunnel RT for one snapshot is about 407 s (2.4GHz Intel Core

i7 CPU with 8GB RAM). Furthermore, Kt = 25 stationary time regions over the

time interval T = 1 s are used for the time-varying PDP analysis.

It is noteworthy that we do not involve the LSF in the following time-varying

PDP. We average all obtained CIRs within each time stationary region directly.

The normalized time-varying PDP P̂ [kt;n] of the tunnel RT algorithm is shown

in Fig. 5.5. The contributions from the objects inside the tunnel can be observed

clearly. To clarify, we focus here at one time snapshot and compare the time-varying

PDPs at stationary time region kt = 20, where kRT,t ∈ {0, . . . , Kt − 1} denotes the

stationary time region index. The results are shown in Fig. 5.6. From Fig. 5.6 (a),

it can be seen that the normalized PDPs based on measurements and the tunnel

RT algorithm are comparable to each other. Note that the normalized PDP based
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5 Ray Tracing for Tunnel Scenarios

Figure 5.5: Time-varying PDP simulated with the tunnel RT algorithm for time

interval of T = 1 s.

on the measurement here is different with the one shown in Fig. 5.2: i) In Fig. 5.6

(a), the PDP is calculated by averaging all CIRs within the stationary time region

kt = 20, and ii) in Fig. 5.2, the PDPs is obtained based on the LSF. The peaks

appearing between 1µs and 1.5µs, marked by the red arrows, are mainly caused

by the moving object and the ventilation system. The shifts in the delay domain

and the imprecision of the power between the measurements and the tunnel RT

are unavoidable in the present work, because the environmental information to the

input of RT is not accurate enough. In the lower plots Fig. 5.6 (b)-(d), we analyze

the composition of the PDP of the tunnel RT algorithm. Due to the dimension of the

tunnel, the considered fourth-order reflection contributions are not enough, shown

in Fig. 5.6 (b), which is usually used for typical outdoor and indoor scenarios. In Fig.

5.6 (c), it can be observed that the higher-order reflection components play a more

important role in the delay interval 0.45µs − 0.75µs, while the diffuse scattering

components are more significant after 0.75µs, shown in Fig. 5.6 (d). Moreover, it

can be concluded that the diffuse scattering components contain more power when

they are close to the specular components.

5.4 Hybrid Model for Tunnel Scenarios

In Fig. 5.5, it can be seen that the obtained higher-order reflection paths are the

same at any time stamp when the environment is kept constant. In Fig. 5.6 (c), it can

be seen that the power of the higher-order reflection paths drops off exponentially
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Figure 5.6: Time-varying PDP based on the tunnel RT algorithm at time stamp

kt = 20.

with delay in the early part of the PDP. We denote the contribution of the higher-

order reflection paths as the ”reflection tail”. This reflection tail is difficult to be

included in RT due to its computational complexity requirements. Moreover, objects

with small size or irregular shape are difficult to be described by a RT tool. Fur-

thermore, modeling the time-variant V2V channel by RT requires extremely high

computational complexity. Therefore, we propose a hybrid model in this section,

which combines RT with the propagation graph. Based on the tunnel measurements

analyzed by LSF, we include the time evolution of relevant channel parameters in

the proposed model depending on the obtained stationary time region.
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5 Ray Tracing for Tunnel Scenarios

5.4.1 Propagation Graphs

The so-called propagation graph is a directed graph, that can be set up according to

the propagation scenario. The directed graph G is defined as a pair (V , E) of disjoint

sets of vertices V and edges E . The vertex set V = VTx∪VRx∪VS represents a union

of the set of Txs (in VTx), the set of Rxs (in VRx) and the set of scatterers (in VS).

The edge set E can be partitioned into four subsets as ETR the set of Tx-Rx edges,

ETS Tx-scatterer edges, ESR scatterer-Rx edges, and ESS scatterer-scatterer edges.

The signals propagate via the edges of the directed graph. Each Tx vertex emits a

signal via the outgoing edges, while a Rx vertex sums up the signals arriving via

the ingoing edges. A scatterer vertex sums up the signals on its ingoing edges and

re-emits this on its outgoing edges. Fig. 5.7 shows an example propagation graph

with four Tx vertices, three Rx vertices and seven scatterer vertices.

Tx1 

Tx2 

Tx3

Tx4

Rx1 

                       Rx2

 Rx3

S1

S2

S3

S4

S5

S6
S7

Figure 5.7: An example propagation graph with four Tx vertices, three Rx vertices

and seven scatterer vertices.

The weighted adjacency matrix A[q] ∈ C(NTx+NRx+NS)×(NTx+NRx+NS), where NTx,
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NRx and NS are the number of Txs, Rxs and scatterers involved into the propagation

graph G, respectively, takes the form [124]

A[q] =




0 0 0

D[q] 0 R[q]

T[q] 0 B[q]


 , (5.9)

where 0 denotes the all-zero matrix of the appropriate dimension and the transfer

matrices

D[q] ∈ CNRx×NTx connecting VTx to VRx,

R[q] ∈ CNRx×NS connecting VS to VRx,

T[q] ∈ CNS×NTx connecting VTx to VS,

B[q] ∈ CNS×NS interconnecting VS.

Furthermore, the transfer function HPG[q], considering infinite interactions of the

propagation path, can be calculated in a closed form as [124]

HPG[q] = D[q] + R[q][I−B[q]]−1T[q], (5.10)

An expression for the partial transfer function is also derived in [124]. When account-

ing for K−th or more interactions, the partial transfer function can be obtained as

HPG,K:∞[q] = R[q]BK−1[q][I−B[q]]−1T[q]. (5.11)

Comparing both expressions, it can be observed that the full transfer function (5.10)

is recovered from K = 1 to an unbounded number of interactions and by adding

D[q]. This is typical for the case when the reverberation effect occurs. Each element

Ae[q] of A[q], where e ∈ E , is associated to an edge transfer function. The edge

transfer function is defined in Section 5.4.2.

5.4.2 Hybrid Channel Model

We consider a hybrid model, which is a linear system summing up the time-varying

CTF obtained from RT and the propagation graph as

HHY[m, q] = HRT,0:nRT
[m, q] +HPG,nPG:∞[m, q], (5.12)

where m = (kt − 1)M + m′, kt ∈ {1, · · · , Kt} and m′ ∈ {0, · · · ,M − 1} is the time

snapshot index for each stationary time region. The CTF HRT,0:nRT
[m, q] computed
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by RT contains specular reflections up to the order nRT, penetration, diffraction, and

diffuse scattering. The CTF HPG,nPG:∞[m, q] computed by the propagation graph

includes the partial response from the order nPG to infinity for calculating the re-

flection tail and the response related to the contribution from discrete scatterers.

This consideration provides a clear contributions from both models. We set nRT = 4

and nPG = 2 in the proposed hybrid model based on a certain path length thresh-

old. Note that this setting does not cause any overlapped paths based on RT and

the propagation graph. The detail is discussed in Section 5.4.3. In the following,

we use HRT[m, q] and HPG[m, q] to express the time-varying CTF based on RT and

the propagation graph, respectively. In order to save computational complexity, the

time evolution of relevant parameters is considered in the proposed model based on

the stationary time region. In the following, we describe how to set the parameters

for RT and the propagation graph.

5.4.2.1 Settings for Ray Tracing

In general, the geometric and electromagnetic parameters for RT are given by the

considered environment. In theory, we could set the order of interactions of the

propagation path as any positive integer. However, the computational complexity

of RT limits the order of interactions occurring for each path. For the considered

tunnel scenario, the maximum order of a reflection path is nRT. Moreover, we con-

sider single-order diffraction and single-order diffuse scattering contributions. For

the time-variant CTF of RT HRT[m, q], we firstly calculate the RT results at the

initial time snapshot m′ = 0 for each stationary time region kt. Then we use the

SoCE algorithm (3.36) to calculate the time-varying CTF HRT[m′, q] for stationary

time region kt as

HRT[m′, q] =

LRT,kt∑

l=1

ηl[0]e−j2πqfsτl[0] · ej2πm′tsνl[0], (5.13)

where l is the propagation path index, LRT,kt is the total number of propagation

paths at stationary time region kt, ηl[0], τl[0] and νl[0] are the complex-valued weight-

ing coefficient, delay and Doppler shift of the l−th path at m′ = 0 at stationary

time region kt, respectively. The Doppler shift at the center frequency fc is given

as [131]

νl[0] = (|vRx| cos(φl[0]) + |vTx| cos(βl[0]))fc/c, (5.14)

where c is the speed of light, φl[0] is the angle between the moving direction of the Rx

and the line connecting the l−th interaction point with the Rx and βl[0] is the angle

between the moving direction of the Tx and the line connecting the l−th interaction
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point with the Tx at m′ = 0 at stationary time region kt, respectively. Note that

we also can use the DPS subspace instead of the SoCE algorithm here. However, we

cannot save the computational complexity for the considered scenario due to the time

resolution and the frequency resolution in measurements. If the radio propagation

occurs in a frame based communication system, the DPS subspace would be a better

solution than the SoCE algorithm considering the computational complexity [60].

In order to save simulation time for diffuse scattering paths, a subdivision algo-

rithm based on concentric circles is applied, which significantly reduces the computa-

tional complexity of RT with no loss in accuracy [64], see Section 3.2. The proper tile

size can be calculated based on (3.6). The diffuse scattering tiles are kept constant

for one stationary time region. The complex-valued scattering weighting coefficient

η`[0], where ` is the diffuse scattering tile index, can be calculated by (3.34) and

(3.35) as

η`[0] =

√
|η`max [0]|2 ·

(1 + cos(ϕ`[0])

2

)αr

e−jθ`[0], (5.15)

where η`max [0] is the maximum amplitude related to the `−th scattering lobe at

m′ = 0, ϕ`[0] is the angle between the `−th scattering wave and the `−th reflection

wave directions at m′ = 0, αr is an integer defined as the width of the scattering

lobe and θ`[0] is the random phase associated with the `−th path at m′ = 0 with

an uniform distribution in [0, 2π]. Note that θ`[0] is constant within one stationary

time region.

5.4.2.2 Settings for Propagation Graph

For the propagation graph, we consider the Tx and the Rx positions within each

stationary time region kt as the set of Txs VTx = {Tx0, · · · ,TxM−1} and the set of

Rxs VRx = {Rx0, · · · ,RxM−1}, respectively. The positions of scatterer vertices VS in

the graph are obtained from geometric RT results and the geometrical description

of the scenario. The set of scatterers can be split as VS = VIP∪VSD∪VMD, where the

”interaction points (IPs)” VIP are directly obtained by the RT reflection points. The

”static discrete (SD) scatterers” VSD are located on significant static objects in the

tunnel, and ”mobile discrete (MD) scatterers” VMD are located on moving objects

in the tunnel. The significant static objects involved in the propagation graph are

the ones made of metal or glass and hard to describe by RT. We update VIP and

VSD positions for each stationary time region kt. It is further explained as we keep

using the same VIP and VSD positions at each stationary time region kt. While for

the VMD, we need to update their positions at each time snapshot according to their

speeds.
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The edges of the graph are defined by considering the specific geometry of the

tunnel scenario. We further define that the Txs have edges to all three scatterer

types based on different probability of visibility PTI, PTS and PTM. Similarly, all

three scatterer types have edges to the Rxs based on different probability of visibility

PIR, PSR and PMR. We assume that the probability of visibility between the three

scatterer types is zero. The reason is that we consider the contribution either from

a SD or from a MD scatterer to be a single path, similar as the contributions from

single objects in the tunnel shown in Fig. 5.2(a). Furthermore, due to the plane

surface, it is reasonable to assume that there are no edges between scatterers on the

same surface [132]. In addition, due to the semi-enclosed tunnel scenario, where the

length is much larger than the width and the height of the tunnel, we cannot allow

that any two scatterers can see each other without considering the distance. This

requires to set a distance threshold dth for which a visibility between scatterers is

possible.The particular form of the edge transfer functions T[q], R[q] and B[q] are

given as

T[q] =




TIP[q]

TSD[q]

TMD[q]


 , (5.16)

R[q] =
[
RIP[q] RSD[q] RMD[q]

]
(5.17)

and

B[q] =




BII[q] 0 0

0 BSS[q] 0

0 0 BMM[q]


 (5.18)

with submatrices according to

TIP[q] ∈ CNIP×M connecting VTx to VIP,

TSD[q] ∈ CNSD×M connecting VTx to VSD,

TMD[q] ∈ CNMD×M connecting VTx to VMD,

RIP[q] ∈ CM×NIP connecting VIP to VRx,

RSD[q] ∈ CM×NSD connecting VSD to VRx,

RMD[q] ∈ CM×NMD connecting VMD to VRx,

BII[q] ∈ CNIP×NIP interconnecting VIP,

BSS[q] ∈ CNSD×NSD interconnecting VSD,
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Table 5.1: Edge Definitions at Each Stationary Time Region kt

Edge type P(e ∈ E) Edge gain ge Submatrix

Tx-Rx, e ∈ VTx × VRx PTR
1

(4πf [q]τe)
D[q]

Tx-IP, e ∈ VTx × VIP PTI

√
1

4πf [q]τ(VTx×VIP×VRx)
TIP[q]

Tx-SD, e ∈ VTx × VSD PTS

√
Se,TS

4πf [q]τ(VTx×VSD×VRx)
TSD[q]

Tx-MD, e ∈ VTx × VMD PTM

√
Se,TM

4πf [q]τ(VTx×VMD×VRx)
TMD[q]

IP-IP, e ∈ VIP × VIP PII
gII√
odi(e)

ejθII BII[q]

IP-Rx, e ∈ VIP × VRx PIP

√
1

4πf [q]τ(VTx×VIP×VRx)
RIP[q]

SD-Rx, e ∈ VSD × VRx PSR

√
Se,SR

4πf [q]τ(VTx×VSD×VRx)
RSD[q]

MD-Rx, e ∈ VMD × VRx PMR

√
Se,MR

4πf [q]τ(VTx×VMD×VRx)
RMD[q]

Other edges types 0 - -

BMM[q] ∈ CNMD×NMD interconnecting VMD,

where NIP, NSD and NMD are the number of IPs, SD and MD scatterers involved

into the propagation graph, and NS = NIP +NSD +NMD.

The LOS contribution is included in RT, so that we set D[q] = 0M×M for one

stationary time region in the propagation graph. The time-varying transfer function

HPG[m′, q] of the propagation graph at one stationary time region kt, accounting for

interactions from nPG to infinity in the proposed hybrid model, can be expressed in

closed form as

HPG[m′, q] = r[m′, q]BnPG−1[kt, q][I−B[kt, q]]
−1t[m′, q], (5.19)

where r[m′, q] is the m′−th row vector of R[q], t[m′, q] is the m′−th column vector

of T[q], and B[kt, q] ∈ CNS×NS is constant for each stationary time region kt.

In the propagation graph, the edge definitions at each stationary time region kt

are listed in Table 5.1.

• We introduce different edge probabilities of visibility P(e ∈ E) and different

edge gains ge for different edge types in Table 5.1. As the LOS contribution is

included in RT, we set PTR = 0. It also can be seen that the edge probability

of visibility P(e ∈ E) is set to 0 for the edge types VSD×VSD and VMD×VMD.

We further treat the contribution from a SD or from a MD scatterer to be

a single path. Therefore, we further set PTS = PTM = PSR = PMR = 1.

In addition, for PTI, PII and PIR, it is noteworthy that the available edges
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are deterministically obtained via edge distances. Therefore, we calculate the

relevant logical matrices based on the edge distance. For the corresponding

logical matrices LTI or LIR, its element Li′,j′ is defined as

Li′,j′ =

{
1, di′,j′ >= dth,min,

0, otherwise.
(5.20)

While for logical matrix LII, its element Li′′,j′′ is defined as

Li′′,j′′ =

{
1, dth,min <= di′′,j′′ <= dth,max,

0, otherwise.
(5.21)

dth,min and dth,max are two distance thresholds. When the element Li′,j′ = 1 or

Li′′,j′′ = 1, we define that the edge is available. Based on (5.20) and (5.21), the

number of available edges in each matrix LTI, LIR or LII can be calculated.

Furthermore, we can obtain the probability of visibility PTI, PIR and PII.

• The defined edge gains ge in Table 5.1 are used for calculating the edge transfer

function Ae[q]. It is an element of the matrices T[q], R[q] and B[q] taking into

account different edges. In order to use the propagation graph, specifying the

edge transfer function Ae[q] is required. For a vertex position rv, associated to

each vertex v ∈ V , the edge transfer function is defined as

Ae[q] =

{
ge[q] exp(−j2πτef [q]), e ∈ E ,
0, e 6∈ E .

(5.22)

where τe = ‖rv−rv′‖/c is the propagation delay between the vertex rv and the

vertex rv′ , and f [q] = fc +qfs. Please distinguish τe with τ(VTx×VS×VRx) in Table

5.1, which is the propagation delay of the edges from the Tx to the scatterer

and from the scatterer to the Rx. odi(e) denotes the number of outgoing edges

of the initial vertex of edge e, and θII ∈ [0, 2π] is the random phase set only once

for each stationary time region kt. The defined edge gain related to scatterers

resembles Friis equation considering the first order interaction. It can be seen

that this definition is different to [124]. For the edge gain related to IPs, the

distance threshold has weighted the edge. For the edge gain related to SD

and MD scatterers, Se is used to weight the edge according to the scatterer

material, which is defined as

Se = (1− ae)2, (5.23)
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where the average absorption coefficient ae is related to the scatterer material

[67]. Referring to the edge gain gII, it depends on the slope ρ of the delay-power

spectrum of higher-order reflection paths as

gII ≈ 10
ρµ(EII)

20 , (5.24)

where µ(EII) = 1
|EII|
∑

e∈EII τ(e ∈ EII) is the average delay among all edges

e ∈ EII. For our study, we predict the slope ρ based on applying the ap-

proximate higher-order reflection algorithm at only one time snapshot. After

obtaining the CIR of the higher-order reflection algorithm, a least-squares lin-

ear regression line is superimposed on the delay-power spectrum plot to obtain

the slope ρ.

5.4.3 Numerical Results

5.4.3.1 Simulation Setup

A pictorial view of the scenario considering one Tx and one Rx position at one

time snapshot is illustrated in Fig. 5.8, where different materials are sketched with

different colors. Note that the coordinate system in Fig. 5.8 is different with the one

used in Fig. 5.4. Modeling the tunnel scenario in RT is the same as in Section 5.3.2.

RT takes into account the following propagation mechanisms: LOS, reflections up

to the fourth order (nRT = 4), single-order diffraction and single bounce scattering.

Penetration has been embedded into all other mechanisms. Some propagation paths

are visualized in Fig. 5.8(a). It is noteworthy that we do not consider the ventilation

systems, EXIT signs, metallic structure and the moving vehicle in the RT simulation.

The contributions from these objects are considered by the propagation graph. In the

following, we introduce the settings for propagation graph, including the positions

of scatterers, edge probability of visibility and edge gain.

• Positions of Scatterers : The scatterers in the propagation graph at one time

snapshot are shown in Fig. 5.8(b), where different scatterer types are marked

with different colors. The IPs are directly obtained from all reflection points

obtained by RT. The number of IPs NIP is different for different stationary

time regions. NSD = 12 is defined in the propagation graph, in which 3 SD

scatterers on ventilation systems, 8 SD scatterers on the EXIT signs and 1

SD scatterer on the big metallic structure at the entrance. We define these

SD scatterers according to i) blocks are made of metal or glass, which are

important reflectors in the scenario, ii) the ventilation system and the big

metallic structure are hard to be accurately described by RT due to their
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Figure 5.8: Pictorial view of the scenario built by RT considering the Tx and the

Rx positions at one time snapshot. (a) 3D view. (b) 2D view.

irregular shapes, and iii) the EXIT signs are small in size. Moreover, there is

NMD = 1 MD scatterer on the moving vehicle, which is in front of the Tx

vehicle during the simulation period. In Fig. 5.8(a), it can be seen that the

blocks, including ventilation systems, EXIT signs, big metallic structure and

the moving vehicle, have been roughly described in RT. Then both SD and

MD scatterers positions rv are located on the described blocks in Fig. 5.8(b).

• Edge Probability of Visibility : There are some examples of edges shown in Fig.

5.8(b). The edges in solid lines are considered within P(e ∈ E) = 1, while the

dotted lines indicate edges within PTI, PIR and PII in the propagation graph.

According to (5.20) and (5.21), we need to set the distance thresholds dth,min
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Table 5.2: Setting of Average Absorption Coefficient and Edge Weights
Scatterer location Material ae Se

Metallic structure Metal (PEC) 0 1

EXIT sign Glass 0.4 0.36

Ventilation system Metal 0.4 0.36

Moving vehicle Metal (PEC) 0 1

and dth,max. The distance threshold dth,min limits the visibility between the

Txs and the IPs, the visibility between the IPs and the Rxs, and the visibility

between IPs. As described in Section 5.2.1, the LOS path length is 120 m.

The longest reflection path length calculated by RT is 126.15 m. Therefore, we

approximately set dth,min = (126.15−120)/2 = 3.075 m, which makes sure that

propagation paths calculated based on RT and the propagation graph cannot

overlap with each other. This is also the reason that we can set nPG = 2 in the

propagation graph. The distance threshold dth,max limits the interconnection

among all IPs. We approximately set dth,max = 36 m, which is determined by

the average distance between any two IP v ∈ VIP among all stationary time

regions.

• Edge Gain: For the edge gain, the average absorption coefficient ae and the

slope ρ need to be determined. We select ae as in [67]. The relevant values are

listed in Table 5.2. Due to the irregular shape of the ventilation system, shown

in Fig. 5.8(b), we do not set its edge weight to 1.

For obtaining the slope ρ, the approximate higher-order reflection algorithm is

performed at one time snapshot to obtain the CIR firstly. Then a least-squares

linear regression line is superimposed on the delay-power spectrum plot in Fig.

5.9, where ρ = −72.20 dB/µs.

We aim to compare the simulation results with the measurements for the time

interval T = 5 s, corresponding to [4, 9 ]s in Fig. 5.2, which contains Kt = 125

stationary time regions in the following analysis. RT and the propagation graph

are performed once for each stationary region kt. The relevant CTFs HRT[m, q] and

HPG[m, q] at S = 16000 snapshots can be obtained by using (5.13) and (5.19) for

each stationary time region, respectively.

5.4.3.2 Simulation Time

Due to the complicated implementation of RT, it is hard to calculate the compu-

tational complexity. Therefore, we evaluate the simulation time here (2.4 GHz Intel
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Figure 5.9: Delay-power spectrum plot based on the approximate higher-order re-

flection algorithm at one time snapshot and a corresponding least-squares linear

regression line.

Core i7 CPU with 8 GB RAM). The simulation time of obtaining the time-varying

CTFHRT[m, q] at one stationary time region is about 51 s, in which calculating deter-

ministic paths and diffuse scattering paths takes 6 s and 45 s, respectively. Moreover,

the simulation time for obtaining the time-varying CTF HPG[m, q] at one stationary

time region is about 21 s. In total, the proposed hybrid model takes about 72 s to

get the time-varying CTF HHY[m, q] for one stationary time region kt. Comparing

the simulation time based on the tunnel RT algorithm in Section 5.3.2, where the

algorithm takes about 407 s at one time snapshot. The proposed hybrid channel

model in this section reduces the computational complexity significantly.

5.4.3.3 Analysis of Time-Varying PDP and DSD

The normalized time-varying PDP P̂HY,τ [kt;n] and time-varying DSD P̂HY,ν [kt; p] of

the proposed hybrid channel model are calculated based on (5.5) and (5.6), respec-

tively. The obtained results are shown in Fig. 5.10. In order to make a reasonable

comparison with the measurement data, we add white Gaussian noise n[m, q] with

variance σ2
n = 1

SNR
with SNR = −40 dB.

The contribution from the objects inside the tunnel are clearly distinguishable. It

can be seen that the simulation results predict well the time-varying PDP and DSD
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(a) Time-varying PDP

(b) Time-varying DSD

Figure 5.10: Normalized time-varying PDP and DSD obtained based on the proposed

hybrid channel model over interval of T = 5 s, where t = 4 s, . . . , 9 s.

when comparing to the measurement data in Fig. 5.2. The following propagation

phenomena are analyzed: (i) higher-order reflection components which are mainly

caused by the tunnel walls, ceiling and ground, (ii) multipath components from

the ventilation system and from traffic signs in front of the Rx, (iii) multipath

components caused by the car driving approximately 10 km/h faster than the Tx

and Rx, and (iv) strong multipath components caused by a big metallic structure

at the entrance ceiling and traffic signs which are behind the Rx.

In Fig. 5.11, we focus on one stationary time region kt = 45 and compare the PDP

and DSD of our proposed hybrid model with measurements. From Fig. 5.11 (a), it
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(b) Time-varying DSD at kt = 45

Figure 5.11: Normalized time-varying PDP and DSD based on the tunnel RT algo-

rithm at stationary time region kt = 45.

can be seen that the normalized PDP based on measurements and the proposed

hybrid channel model are comparable to each other. The peaks appearing at 1µs,

1.2µs, 1.4µs and 1.8µs, marked by the blue indexed ellipses, are mainly caused by

the big metallic structure, the ventilation system, the moving vehicle, and the traffic
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signs, respectively. The imprecision of the power of the path marked as ’iii’ in Fig.

5.11 (a) is 6 dB higher than the measurement. This is mainly caused by assuming

the vehicle as a PEC in our simulation. However, the same path seen in Fig. 5.11

(b) is similar with the measurement, because the diffuse scattering also contributes

to the path ’iii’. Moreover, it can be seen that diffuse scattering components contain

more power when they are close to the LOS path in Fig. 5.11 (a). In addition, it can

be observed from Fig. 5.11 (b) that diffuse scattering components play an important

role in the DSD evaluation, whose power is higher than the noise power.

5.4.4 Analysis of Time-Varying Delay Spread and Doppler

Spread

The time-varying RMS delay spread at stationary time region kt is defined as [104]

στ [kt] =

√√√√√√√

N−1∑
n=0

(nτs)2P̂τ [kt;n]

N−1∑
n=0

P̂τ [kt;n]

− τ̄ [kt]2, (5.25)

with

τ̄ [kt] =

N−1∑
n=0

(nτs)P̂τ [kt;n]

N−1∑
n=0

P̂τ [kt;n]

, (5.26)

and the time-varying RMS Doppler spread at stationary time region kt is defined as

σν [kt] =

√√√√√√√√√

M/2−1∑
p=−M/2

(pνs)2P̂ν [kt; p]

M/2−1∑
p=−M/2

P̂ν [kt; p]

− ν̄[kt]2, (5.27)

with

ν̄[kt] =

M/2−1∑
p=−M/2

(pνs)P̂ν [kt; p]

M/2−1∑
p=−M/2

P̂ν [kt; p]

. (5.28)

Note that in the following comparison, we do not involve the noise in simulation. We

compare the RMS delay spreads based on the measurements and different algorithms
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(b) RMS Doppler Spread

Figure 5.12: Time-varying RMS delay and Doppler spreads comparison.

in Fig. 5.12 (a). The RMS delay spread στ of the measurements oscillates around

0.1µs. The proposed hybrid channel model provides a similar trend and mean value

as the measurements. RT with only deterministic paths provides a smaller constant

στ value around 0.004µs, and RT with deterministic and diffuse scattering paths

provides the similar στ value around 0.004µs. When considering deterministic paths
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in RT and the paths generated by the propagation graph, the στ value is similar as

the proposed hybrid channel model. Thus, we conclude that the RMS delay spread

στ is dominantly determined by the contribution from the deterministic paths in

RT and the paths obtained by the propagation graph. The diffuse scattering paths,

containing low power, would not influent the RMS delay spread στ significantly.

Moreover, we compare the RMS Doppler spreads in Fig. 5.12 (b). The RMS

Doppler spread σν of the measurement oscillates around 170 Hz. The proposed hy-

brid channel model provides a similar mean value as the measurement. RT with

only deterministic paths provides a smaller constant σν value around 70 Hz, while

RT with deterministic and diffuse scattering paths provides the similar σν value

as the proposed hybrid channel model. When deterministic paths in RT and the

paths generated by the propagation graph, the σν value is a slightly lower than the

proposed hybrid channel model. Therefore, we can see that the contribution from

diffuse scattering paths plays an important role in the RMS Doppler spread analysis.
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6 Conclusion

6.1 Summary

In this thesis, we investigated methods to reduce the computational complexity of RT

with no loss of accuracy in three scenarios: wideband indoor, UWB indoor and tunnel

scenarios. We started by briefly describing the RT tool used throughout the thesis

and the propagation mechanisms were presented. Three major wave propagation

mechanisms are: (i) LOS, (ii) specular and (iii) diffuse scattering. The specular

mechanism refers to reflection, penetration and diffraction.

In order to accelerate the execution of the RT tool, the implemented MATLAB

code was firstly optimized by converting time-consuming algorithms to MEX func-

tions by using MATLAB Coder. Moreover, we focused on speeding up the reflection

algorithm, because the construction of the image tree required a great amount of

CPU time and saving all the information for every node in the image tree required a

huge memory. Thus, we devised an efficient implementation for building the image

tree and for calculating reflection paths to solve the memory issue.

We were interested in reducing the computational complexity of RT not only for

one terminal position but also for multiple mobile terminal positions in this the-

sis. This is important for modeling the performance of moving nodes, e.g. vehicles,

people, planes etc. For one terminal position, an efficient subdivision algorithm of dif-

fuse scattering based on concentric circles was proposed and evaluated in a wideband

indoor scenario. While simulating the radio propagation conditions for a mobile ter-

minal, we presented a low-complexity RT algorithm based on two-dimensional DPS

sequences for wideband indoor scenarios.

In UWB indoor scenarios, we firstly devised a SDRT algorithm for one terminal

position. The reason is the computational complexity of the conventional SDRT is

directly proportional to the number of sub-bands. Our new proposed SDRT algo-

rithm is almost independent of the number of sub-bands. Furthermore, we presented

a low-complexity SDRT algorithm based on two-dimensional DPS sequences for mul-

tiple mobile terminal positions, where we extended the wideband case to the UWB

case by expanding the DPS sequences to each sub-band. In addition, the accuracy

of RT is strictly limited by the available description of the environment. We pro-
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posed a calibration method for indoor UWB low-complexity SDRT. The method

estimates the optimal material parameters, including the dielectric parameters and

the scattering parameters, using channel measurements and MOSA.

We also considered to apply RT in tunnel scenarios. As the first step, we combined

an approximated higher-order reflection algorithm with RT for ITS in tunnel scenar-

ios. The approximated higher-order reflection algorithm only depends on the width

and height of the tunnel, and the Tx and the Rx position. Therefore, the obtained

propagation paths are the same at any time snapshot when the environment keeps

constant. This motivated our interest in designing a hybrid ray and graph method

to simulate the in-tunnel time-variant V2V propagation channel. The concerned

propagation graph models not only the higher-order reflection paths, but also the

significant contribution from discrete scatterers on those small or irregular shaped

objects.

6.2 Key Results

In this section, we list the main results of the thesis topic-wise.

Ray Tracing for Wideband Indoor Scenarios

A simulated indoor scenario with 10 blocks was used to test the simulation time of

RT based on the original MATLAB implementation and the one with updated MEX

functions. According to the efficient implementation of the reflection algorithm, the

simulation time was strongly reduced from 154 s to 3 s. Considering all generated

MEX functions, about 90% total simulation time of the original code was saved.

An effective subdivision algorithm for diffuse scattering of RT in indoor scenarios

was presented. The algorithm is based on concentric circles and the system band-

width. The random characteristic of the diffuse scattering was demonstrated and

the tile size is independent of the scenario. The new algorithm based on concentric

circles was verified by comparing its results with the one based on the far-field condi-

tion through evaluating: (i) the normalized PDPs of both methods had a correlation

of 0.968, (ii) the MRE of the delay spread was about −25 dB between these two

subdivision algorithms and (iii) the MREs of the AoA and the EoA spread were

about −35 dB and −27.5 dB between the mentioned two subdivision algorithms,

respectively. Furthermore, the computational complexity was significantly reduced

because of the smaller number of diffuse scattering paths.

Moreover, we presented a low-complexity RT algorithm to reduce the computa-

tion time of RT in time-variant indoor environments. The temporal correlation of

diffuse scattering components was considered for a short moving distance of the Rx.
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In the first step, the SoCE channel model was applied to reduce the RT complexity.

The accuracy of the SoCE channel model with respect to RT was verified using an

error threshold. In order to further reduce the simulation time, the two-dimensional

DPS subspace channel model was implemented to approximate the SoCE model.

The computational complexity reduction factor of the proposed RT algorithm using

the DPS subspace is bound by the number of time samples. Furthermore, the

computational complexity reduction achieved by the DPS subspace channel model

increases with the number of propagation paths when the number of time samples

is fixed.

Ray Tracing for UWB Indoor Scenarios

For UWB indoor scenarios, we presented a low-complexity SDRT firstly. The

algorithm was derived from the electromagnetic illumination of the propagation

paths base on two important assumptions: (i) the effective permittivity of each

material and (ii) the transfer function in the dyadic diffraction coefficient are both

independent of frequency. According to our approach, not only the geometrical

calculation, but also the electromagnetic calculation of the propagation paths

at one specific location needs to be performed only once. Therefore, a reduction

of the computational complexity by a factor equal to the number of sub-bands,

can be achieved. Furthermore, the normalized PDPs of the conventional SDRT

and low-complexity SDRT are comparable to each other. Based on the proposed

implementation, we can increase the number of sub-bands without increasing

simulation time.

Based on this developed low-complexity algorithm, we calibrated the SDRT algo-

rithm for UWB indoor channels using the MOSA algorithm to optimize the dielectric

material parameters and the scattering parameters. Our method allowed the joint

tuning of these parameters to reduce the mismatch between measurements and RT

simulations. Firstly, the deterministic and diffuse scattering paths were distinguished

in the measurement data relying upon cross correlation and a search and subtract

algorithm. The MOSA algorithm is based on the weighted sum approach, in which

two objective functions are used. From the finally determined Pareto set, an optimal

set of material parameters can be obtained. Based on the optimal material param-

eters, the differences of the normalized PDP and the RMS delay spread between

measurements and low-complexity SDRT simulation results were minimized.

For multiple mobile terminal positions, we presented a SDRT algorithm using a

projection on DPS subspaces to reduce the computational complexity for multiple

Rx positions in UWB indoor scenarios. The proposed DPS subspace algorithm

requires RT results only for one sub-band at the initial Rx position in order to
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obtain CTFs for the remaining Rx positions. Because the geometrical information

of the propagation paths is the same for all sub-bands, the subspace dimension

and the basis coefficients in the frequency domain need to be calculated only once

for all sub-bands. Moreover, we evaluated the accuracy of the proposed algorithm,

opposed to low-complexity SDRT. The accuracy evaluation includes the MSE of

CTFs and the RMS delay spread. In addition, we considered the effect of antenna

characteristics on the proposed algorithm. We found that the antenna radiation

pattern influences the MSE of CTFs and the RMS delay spread. Furthermore, the

computation time of these algorithms was analyzed. The proposed DPS subspace

algorithm reduced the computation time by more than one order of magnitude

compared to low-complexity SDRT.

Ray Tracing for Tunnel Scenarios

We presented a RT algorithm for modeling V2V communication links in-tunnel

channels by combining conventional RT enhanced with an effective subdivision

algorithm for diffuse scattering and the approximate higher-order reflection

algorithm. The accuracy of the proposed algorithm was verified by comparing

its time-varying PDP to the ones obtained from the real-world measurements.

Moreover, we have shown that by implementing solely the higher-order reflection

algorithm the important contributions from the objects inside the tunnel can not

be distinguished.

Due the limitation of the higher-order reflection algorithm, a hybrid non-

stationary V2V channel model was proposed. The hybrid model combines RT, en-

hanced with an effective subdivision algorithm for diffuse scattering, with the prop-

agation graph, to yield a novel channel model for the in-tunnel environments. We

included the time evolution of the relevant parameters in the proposed model based

on the LSF. In order to reduce the computational complexity of RT, the time evo-

lution of the propagation paths is considered by using the SoCE algorithm for each

stationary time region. The propagation graph generates not only the reflection tail,

but also the contributions from other important SD and MD scatterers in the tunnel.

All parameter settings for the propagation graph were obtained from the RT tool.

The SD scatterers locations were updated for every stationary time region based

on the RT results, while the MD scatterers locations were updated for every time

snapshot based on their speed. The accuracy of the proposed algorithm was verified

by comparing with channel measurements. The proposed hybrid model allowed us

to obtain PDP, DSD, RMS delay and Doppler spreads that are very similar to the

measured ones. We also showed that the contribution from the diffuse scattering

paths play an important role in the DSD and RMS Doppler spread evaluation.
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6.3 Outlook

Recently, extensive research is on-going to understand the specific radio propagation

characteristics for 5G mobile communications systems. Two obvious aspects are

concerned: i) the radically higher carrier frequencies in the mmW range and ii) the

use of substantially larger antenna arrays, e.g., massive MIMO. These requires better

channel models for 5G, where RT is considered as a potential channel modeling tool.

However, as explained in this thesis, the computational complexity and the accuracy

needs to be balanced. How to reduce the computational complexity with no loss of

accuracy of RT always needs to be considered when applying it in a specific scenario.
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